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Abstract—Virtualized networked datacenters (VNDCs) are gaining considerable attention for stochastic task execution under real-time

constraints. However, the problem of efficiently minimizing the high energy consumption while ensuring high quality of service (QoS) in

VNDCs has not been fully addressed. Although many solutions have been proposed to address this challenge, they are not efficient

and only consider one or two of the energy consuming resources of VNDCs. To this end, an adaptive energy-aware algorithm,MCEC,

that efficiently reduces the energy consumption of VNDCs while ensuring high QoS is proposed. Different from the existing

approaches, the MCEC algorithm considers energy consumed by computing resources, virtual machine (VM) reconfiguration,

communication resources and storage media resources while meeting user QoS requirements defined in the service level agreement

(SLA). To validate the effectiveness of our algorithm, we carried out extensive experiments and compared the performance of our

algorithm with existing baseline algorithms. The results of the experiments show that our algorithm substantially outperforms the

baseline algorithms with respect to reducing energy consumption while respecting the service level agreement.

Index Terms—Dynamic resource provisioning, energy-aware algorithm, optimization, resource management, virtualized networked

datacenter (VNDC)
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1 INTRODUCTION

THE increasing demand for computational power driven
by modern large-scale computation-intensive applications

and big data processing have led to the establishment of large-
scale virtualized networked datacenters (VNDCs). VNDCs
meannetwork virtualization in the data center.Network virtu-
alization can bring advantages such as better utilization of net-
work resources, isolation of specific protocols to a dedicated
network segment for the sake of security, and port aggrega-
tion. Although VNDCs have recently gained wide attention
among researchers and industry for processing a wide variety
of demanding applications [1], [2], the enormous amounts of
energy consumed byVNDCs have increasingly become a seri-
ous concern [3], [4]. It has been estimated that datacenters con-
sumed in excess of 4.35 gigawatts of electricity in 2013, with a
reported increase of up to 15% each year [5], [6], [7].

The main focus of this paper is on energy consumption
and performance management strategies that can be applied
to VNDCs. Energy consumption in particular is a major con-
cern for VNDC providers[8], [9]. Therefore, we address the
problem of how to decrease energy consumption in VNDCs
with minimal impact on the delivery of quality of service
(QoS) requirements to VNDC users. QoS is generally defined
in terms of SLA [10], [11], [12], [13], [14], [15]. High energy
consumption in datacenters can have serious consequences,
such as system instability, increased operating costs of enter-
prises [16], [17], lower returns on investment [18], and
increased carbon dioxide emissions [18], [19]. Therefore, it is
imperative to develop approaches that can reduce energy
consumption rates tomake datacenters environmentally sus-
tainable and economically profitable.

Energy-aware algorithms are some of the effective meth-
ods that deal with the problem of high energy consumption
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in VNDCs [20], [21]. Even though physical infrastructure
advances have partially reduced the energy consumption
issues of datacenters, the problem of high energy consump-
tion in VNDCs is not just due to the power inefficiency of the
hardware or to the usage of VNDC resources but is mainly
due to the inefficient usage of VNDC resources [22], [23],
[24], [25]. Therefore, effective resource management is vital
for further reducing the energy consumption of VNDCs.

However, efficient VNDC resource management is a non-
trivial task. Applications targeting VNDCs often experience
highly variable workloads, which leads to dynamic resource
usage patterns. This necessitates the development of an adap-
tive energy-aware algorithm that can maximize the energy
reduction while meeting the QoS requirements for users.
However, the responsibility of providing high QoS to VNDC
users leads to obligations in addressing the energy-perfor-
mance trade-off issues. However, since VNDCs are dynamic
environments, guaranteeing QoSwhile simultaneously mini-
mizing energy consumption is a challenging problem. This is
why almost all existing approaches focus on either computa-
tional resources [26], [27] or communication resources [22]
and rarely on both computational and communication
resources [28], [29]. Moreover, existing approaches are not
efficient and only consider one or two energy consuming
components of VNDCs. Specifically, we respond to the fol-
lowing questions: i) Is it possible to design an adaptive
energy-aware algorithm that offer a fair SLA for VNDCs envi-
ronment? (see Section 4.2) ii) How can such algorithm pre-
serve QoS constraints when processing tasks? (see Section 4),
and iii) How can we solve the resource allocation optimiza-
tion problem linearly? (see Section 4.3).

1.1 The Goal of the Paper and Contributions

The goal of our paper is to mathematically model the
resource allocation in VNDC and propose a heuristic algo-
rithm to solve it. To accomplish this, we propose an adap-
tive energy-aware approach that efficiently decreases
energy consumption of VNDCs while respecting the SLA.
The proposed approach integrates both virtualization and a
DVFS (dynamic voltage and frequency scaling) methods to
manage the consumption of energy and reduce SLA viola-
tion rates. DVFS adjusts the CPU frequency and voltages
based on outside requirements from tasks to minimize
energy consumption. Our main contributions can be sum-
marised as:

1) Introduction of stochastic service system theory
(queuing theory) to model the workload in VNDCs
under real-time constraints.

2) Proposal of the MCEC algorithm that considers not
only the computing-plus-communication energy
consumption, but also VM reconfiguration and disk
energy consumption.

3) Use of a mathematical method to change the non-
convexity of communication energy consumption to
convexity, proving that the communication energy
consumption is a convex problem.

4) Evaluation and verification of the effectiveness of the
proposed algorithm using Matlab software.

The remaining sections are organized as follows. The
related works are described in Section 2. The background

can be found in Section 3. Section 4 puts forward the optimi-
zation problem and the solution we proposed in this paper.
The experimental evaluation, the conclusion and future
works are discussed in Sections 5 and 6 respectively.

2 RELATED WORK

With VNDCs consuming high energy, the challenge of how
to minimise VNDCs energy consumption has become a hot
topic that has been receiving an increasing attention among
researchers. To address this challenge, many researchers
have proposed methods such as energy-efficient modelling
(C1) [30], [31], [32], DVFS (C2) [33], [34], [35], virtualization
technology (C3) [36], [37], [38], [39], [40], and a combination
of both DVFS and virtualization technology (C4) [26], [27],
[28], [29], [41], [42] to reduce energy consumption and
ensure the high QoS requirement from the cloud system.

Energy-efficient modelling [30], [31], [32], [43] is indis-
pensable and important for any energy-aware algorithm, as
it lays a foundation for energy-saving algorithms. At pres-
ent, there are two types of methods for energy-efficient
modelling: (1) The first class [30], [31] models the energy
consumption based on resource utilization. For example,
Garg et al. [30], put forward a linear model that leverages
the server CPU utilization to develop a model. In contrast
with the linear model, Zhang et al. [31] , based on the
assumption that there is a cubic relationship between the
consumption of energy and CPU utilization of a server, pro-
posed a cubic model. This type of method is direct and is
easily used to construct a power model. However, it is not
accurate to build a power model considering only CPU or
memory factors. (2) The second class models the energy
consumption based on performance counters [32]. This kind
of method collects all kinds of events related to energy con-
sumption to model energy consumption. Although this
method is promising, it is too complicated to extend to other
datacenters.

Server energy consumption has a close relationship to its
processor frequency. Therefore, DVFS [33], [34], [35] is
widely used to to decrease the consumption of energy by
adjusting the processor frequency. For instance, when the
number of tasks processed on the server increases, DVFS
raises frequency of the processor to guarantee the QoS
demand. Conversely, if the number of task is less, DVFS
reduces the frequency of the processor to achieve energy
saving. Specifically, Herbert and Marculescu [33] applied
DVFS technology to process multi-threaded commercial
and scientific workloads, thus illustrating the potential of
DVFS for chip multiprocessors. Based on the success of
DVFS, Hanson et al. [34] considered it a viable option to
manage the thermal variations of the processor. Experimen-
tal results from the paper confirm that DVFS has a direct
influence on processor temperature and could be utilized
for thermal management. To improve the resource utiliza-
tion and efficiency of hardware infrastructure, Wu et al. [35]
leveraged DVFS to manage the supply voltage and fre-
quency for hosts in a datacenter, thus reducing the energy
consumption of the hosts. The method proposed in this
paper is effective, especially when a host has a light work-
load or is in idle mode. Although DVFS is promising, its
effect on energy saving needs to be further improved.
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Virtualization technology [36], [37], [38], [39], [40] pro-
vides a novel strategy to reduce energy consumption in
VNDCs. Through the use of virtualization technology,
workloads located on different servers can be merged to
improve the resource utilization and reduce operation costs.
Specifically, authors in [36] outlined frameworks that lever-
aged a VM migration technique and a server consolidation
method for efficient resource management. Additionally,
the authors believe that exploiting the virtualization can
achieve power management, load balancing, fault tolerance
and system maintenance. To achieve energy saving, Kumar
and Raghunathan [37] put forward a VM placement and
consolidation method to address a datacenter energy con-
sumption. To further reduce data centers energy consump-
tion , Beloglazov et al. [38] first explored the issue of the VM
migration and then proposed several adaptive heuristics to
address the energy-performance trade-off. Although the
experimental results show the effectiveness in reducing the
energy consumption, the authors did not consider the VM
reconfiguration, communication, and disk energy consump-
tion. In their later work [39], Beloglazov and Buyya solved
the problem of host overloaded detection under specified
SLA violation requirements. Additionally, the heuristic pro-
posed in the paper can handle known or unknown work-
loads using the MSW (multi-size sliding window)
estimation technique. To improve energy efficiency, in our
previous study [40], based on the linear relationship
between processor resource utilization and energy con-
sumption, we put forward five algorithms to reduce energy
consumption while maintaining the QoS. The drawback of
this method is that it is not suitable for varying workloads.

Combining both DVFS and virtualization technology [26],
[27], [28], [29], [41], [42] is an effective approach to lower the

energy consumption in VNDCs. Specifically, Urgaonkar
et al. [26] put forward a strategy called Lyapunov to jointly
maximize the energy costs utility and average throughput
of an application. The drawback of this method is that it did
not consider VM reconfiguration, communication and disk
energy consumption. Next, Mathew et al. [41] used the
IDEAL method to obtain the optimal frequency for the
incoming workload for the purpose of saving energy.
IDEAL is an idealized algorithm, and it does not highlight
VM reconfiguration and disk energy consumption. To
decrease energy consumption, Kimura et al. [27] proposed a
method named Standard to save energy consumption.
However, it considers only computational energy consump-
tion. Next, Shojafar et al. [42] explored the problem of
energy-performance trade-off. Although this approach is
promising, it assumes that tasks arrive in each time slot;
thus, there is consideration of possibly queued tasks. How-
ever, in most cases, the workload contains randomness. In
addition, the original paper did not take the energy con-
sumption of the disk into account. Finally, the work in [28],
[29] is focused on reducing the computing plus communica-
tion energy consumption in VNDCs but did not take into
account the energy consumption due to the server disks.
Table 1 summarizes these categories.

3 BACKGROUND

The system model and the related background knowledge
are discussed in this section. The main symbols used
throughout the paper and their meanings are shown in
Table 2.

3.1 System Model

A high level architecture of a VNDC system is shown in
Fig. 1. The system is made up of three layers namely: (i) a
user layer; (ii) a middleware layer; and (iii) a physical server
layer [28], [29], [44]. The system consists of n DVFS-enabled
virtualized server nodes SC = {S1; S2; . . . ; Sn }. A single-hop
virtual network under a central controller is used to inter-
connect the server nodes. Each server node Si 2 SC is char-
acterized by a virtual network interface card (VNIC), CPU,
amount of RAM, voltage frequency, network bandwidth
and disk storage. Each server can work with different CPU
frequencies by adjusting the voltage frequency using the
DVFS capabilities of the underlying hardware. As in [28]
and [29], we assume that each server node Si 2 SC manages
local virtualized resources (i.e., computing, network and
storage) as well as processes the tasks assigned to it.

End users submit requests to the admission control for
VNDC resource provisioning. The admission control sub-
system is used to prevent overloading of resources such
that SLA satisfaction is not impacted. The user requests
specify the CPU performance requirements, RAM, network
bandwidth and disk storage. The admission control uses
the information specified in the user requests as well as
data from the SLA subsystem to admit or reject incoming
service requests. Interested readers can refer to the work
in [45], which we have used in this paper.

All admitted requests will be maintained in a queue until
they are assigned the requested resources. Note that each
incoming service request has to be processed within a

TABLE 1
Comparison Between Different Algorithms (Where a Tick

Indicates That the Method Supports the Property, and a Cross
Indicates That the Method Does not Support the Property)

Ref. Contribute to Energy- SLA Energy

Save Power Aware Aware Efficiency

C1

[30] @ � � �
[31] @ � � �
[32] @ � � �
C2

[33] � @ � �
[34] � @ � �
[35] � @ @ @
C3

[36] @ � � �
[37] � @ @ @
[38] � @ @ @
[39] � @ @ @
[40] � @ @ @
C4

[26] � @ � @
[27] � @ � �
[28] � @ @ @
[29] � @ @ @
[41] � @ @ @
[42] � @ @ @

MCCD � @ @ @
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deadline time ðTtotalÞ defined in the SLA. In the paper, we
divide the SLA into two aspects: first, the total time (includ-
ing the queuing time, computation time, and network-
related time) for per job should be less than or equal to
ðTtotalÞ, second, the waiting-plus-computation time for per
job should be less than or equal to T . The scheduler per-
forms the allocation of the available virtual resources to the
user requests. The dispatcher dispatches the VMs to the
allocated host for processing. The virtual machine manager
(VMM) is responsible for handling the operations of both
the VMs and the VLAN. We assume that VNDC contains k
reconfigurable virtual machines, VM ¼ fVM1; . . . ; VMk�1;
VMkg. These VMs are interconnected by a switched VLAN
(virtual local area network) with limited throughput and
star-like topology [12]. A central node with VNS (virtual

network switch) serves as a gather/scatter and guarantees
internal communication between the VMs. Additionally,
the VMM dynamically allocates the proper resources, such
as computational resources, communication resources, and
disk resources, to the VMs for the purpose of processing the
incoming workload.

In the proposed approach, we consider the consumption
of energy by the CPU, network, disk storage and VM recon-
figuration. Given a VM i, the overall energy expended ðEtotalÞ
by the various system components of VM i is derived as

Etotal¼
Xm
i¼1

�
EcpuðiÞ þ EreconfðiÞ þ EcomðiÞ þ EdiskðiÞ

�
;

(1)

where EcpuðiÞ; EreconfðiÞ; EcomðiÞ, and EdiskðiÞ represent the
energy consumption by the CPU, VM reconfiguration, com-
munication, and disk, respectively. We will discuss how the
energy consumption by various system components of VM
i are derived in the following subsections.

3.1.1 Computation Energy Consumption

The CPU dynamic power consumption ðP Þ is mainly based
on the processor frequency and the supply voltage. There-
fore, we can define ðP Þ as [46]

P ¼A � Ceff � f � V 2; (2)

where A represents the active percentage of the gates, Ceff is
the effective capacitance load, f is the processing frequency,
and V is the CPU supply voltage of the CPU.

Since the relationship between P and f is cubic [47], we
can define the energy consumption of the VM i due to com-
putation ðEcpuðiÞÞ as

EcpuðiÞ¼
XQ
k¼0

ACeff

�
fkðiÞ

�3
tkðiÞ 8i ¼ f1; 2; . . . ;mg;

(3)

where Q denotes the maximum number of CPU frequen-
cies of each VM and VM i is said to be in an idle state
when k = 0. The parameter fkðiÞ represents the kth proc-
essing frequency of VM i, and the parameter tkðiÞ repre-
sents the instance at which VM i operates at fkðiÞ
frequency. Fig. 2 shows an example of VM i operating at
different frequencies when Q = 5.

3.1.2 VM Reconfiguration Energy Consumption

When a VNDC processes a workload under real-time con-
straints, it is necessary for the VMs to be able to increase/
decrease their processing rate. For this reason, changing
from a given fkðiÞ processing frequency to another fkþ1ðiÞ
frequency entails VM reconfiguration costs.

For a givenVM i, the energy consumption due toVMrecon-
figuration, ðEreconfðiÞÞ, has two main parts: an external energy
consumption due to VM reconfiguration ðEreconfðExtÞðiÞÞ
and an internal energy consumption due to the VM reconfigu-
ration ðEreconfðIntÞðiÞÞ, which satisfy

EreconfðiÞ¼EreconfðExtÞðiÞ þ EreconfðIntÞðiÞ; (4)

TABLE 2
The Symbols and Their Associated Meanings

Symbol Meaning

Etotal Total energy consumption
m The number of VMs
Ecpu Computational energy consumption
Ereconf VM reconfiguration energy consumption
Ecom Communication energy consumption
Edisk Storage energy consumption
P Dynamic power consumption of a CPU
f Processing frequency of a CPU
V Supply voltage of a CPU
fkðiÞ The kth discrete frequency of the VM i
tkðiÞ Time that VM i operates at frequency fkðiÞ
Q Number of the discrete CPU frequencies
EreconfðExtÞðiÞ VM i reconfiguration external energy

consumption
EreconfðIntÞðiÞ The VMs i reconfiguration internal energy

consumption
pnetðiÞ The communication energy consumption
kc Reconfiguration energy consumption

coefficient
h Gaussian noise
RðiÞ Communication rate of the ith end to end

connection
BðiÞ Refers to the transmission bandwidth
Pidle Idle power consumption at end to end link

connection
S Task size
b A parameter used to model the offered

workload under combination of parameter S
tðwÞ Task queue time
tðeÞ Execution time of a task
T Maximum allowed waiting-plus-computing

time per-job
Ttotal Job deadline
Rtotal Aggregate communication rate of VLAN
� The average arrival rate per unit time for

user jobs
m The average service rate per unit time for

jobs
ECC Sum of computation plus communication

energy consumption
ECRC Sum of computation, external VMs

configuration, and communication energy
consumption

ECRCD Sum of computation, external VMs
configuration, communication and disk
energy consumption
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where ðEreconfðExtÞðiÞÞ represents the reconfiguration
energy consumption and defined as

EreconfðExtÞðiÞ¼kc � Eexter; (5)

where parameter kc is the coefficient of reconfiguration
energy consumption and Eexter represents the reconfigura-
tion energy consumption of VM i from the final active fre-
quency for the last job processing to the initial active
frequency for the incoming job processing. In VNDCs, the
value of kc can be estimated to be a few hundreds of uJ per
½MHZ�2 [41].

The internal energy consumption due to VM reconfigura-
tion, ðEreconfðIntÞðiÞÞ, refers to the energy consumption by
VM i when it switches from the present active distinct fre-
quency to another frequency, so as to process jobs/tasks. For
example, when VM i switches from the current active dis-
crete frequency fkðiÞ to another frequency fkþ1ðiÞ, the VM
internal reconfiguration energy consumption is ½kcðfkþ1ðiÞ �
fkðiÞÞ2�. Therefore, ðEreconfðIntÞðiÞÞ can be indicated as

EreconfðIntÞðiÞ¼kc �
XQ
k¼0

�
fkþ1ðiÞ � fkðiÞ

�2
: (6)

3.1.3 Energy Consumption Due to Communication

As shown in Fig. 1, the VMs and the VMM communicate
through a dedicated virtual link. Therefore, the consump-
tion of power due to one-direction transmission plus
switching operations, ðpnetðiÞÞ, can be given as

pnetðiÞ¼pTnetðiÞ þ pRnetðiÞ; (7)

where pTnetðiÞ is the power consumption of transmitting plus
switching, and pRnetðiÞ represents the consumption of energy
due to the receiving operation. In general, the power con-
sumption of the channel is the same for transmitting and
receiving and can be calculated using the exponential for-
mula of the Shannon-Hartley as

pnetðRðiÞÞ¼h
�
2
RðiÞ
BðiÞ � 1

�
þ pidle; (8)

where parameter h is Gaussian noise and can be con-
sidered as a common value, parameter RðiÞ is the

transmission rate, parameter BðiÞ refers to the transmis-
sion bandwidth, and pidle represents the idle power con-
sumption due to end-to-end link connection and can be
considered a fixed value. The transmission delay, ðTDðiÞÞ,
of the ith link is defined as

TDðiÞ¼
XQ
k¼1

 
fkðiÞtkðiÞ

RðiÞ

!
: (9)

Therefore, the one-way communication energy consump-
tion, ðEcomðiÞÞ, can be computed as

EcomðiÞ ¼ pnetðRðiÞÞ � TDðiÞ

¼ pnet

�
RðiÞ

� XQ
k¼1

� fkðiÞtkðiÞ
RðiÞ

�!
:

(10)

3.1.4 Disk Energy Consumption

Through a storage as a service provided by the cloud service
providers, end users store data on the cloud datacentre [48].
For viewing and editing their data, end users have to down-
load the data to his/her system from the cloud and upload
to the cloud datacentre any modified files. The overall con-
sumption of power due to the storage service (EdiskðiÞ) [49]
can be calculated as

EdiskðiÞ¼ W

3600

 
ET þ 1:5

PCS

CCS

!
þ 2W

D
� Phd

Chd
; (11)

where CCS and PCS denote the capacity and the consump-
tion of energy by the server, respectively. The parameters
Chd and Phd denote the capacity and the consumption of
energy by the hard disk arrays, respectively. W refers to the
downloaded file size, ET refers to the per bit depletion of
energy due to the transmission and switching, and D refers
to the number of downloads per hour and can be acquired
empirically. The factor of 1.5 signifies the power require-
ment for cooling and other overheads while the factor of 2
in Eq. (11) is the power requirements for redundancy in
storage.

Fig. 1. VNDC architecture for stochastic tasks. Fig. 2. The range of frequencies for the considered VM i.
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3.2 Workload Model

We consider CPU-intensive jobs with related input data
used in [50]. Each accepted job consists of m tasks t ¼
ft1; t2; . . . ; tmg that will execute in parallel. The m tasks of
the job will be allocated to m VMs to execute on a given
host. Each task, ti, is defined by a tuple

ti¼
D
tðidÞ; S; tðwÞ; tðeÞ; tðdzÞ; tðdÞ

E
; (12)

where tðidÞ is the unique identification number of the task,
S is the task size, tðwÞ is the time that the task spent in the
queue waiting for processing by the VMs, tðdzÞ is the data
size used by the task, tðdÞ is the task deadline, and tðeÞ is the
task execution time, defined as

tðeÞ¼S

f
; (13)

where parameter f refers to the processing rate of the VM.
The completion time of a task (T ) is given as

T ¼ tðwÞ þ T ðeÞ: (14)

To evaluate the parallel execution performance, we use the
speedup ratio (SR) defined as

SR¼EðTlÞ
EðTpÞ ; (15)

where parameter EðTlÞ corresponds to the execution of the
tasks on a single VM and EðTpÞ is the execution of the tasks
on p VMs in parallel. Each admitted job must be completed
within an interval Ttotal ¼ maxðtðdÞÞ seconds. Considering
the randomness of jobs, we introduce a stochastic service
system theory (M/M/1 queuing model) to handle the issue
[28], [29]. Fig. 3 shows the queuing model of user tasks in
VNDC. This figure indicates that all admitted requests
will be maintained in a queue until they are assigned the
requested resource. Each incoming service request has to be
processed within a deadline (Ttotal) defined in the SLA. In
the paper, we divide the SLA into two aspects. First, the
waiting-plus-computation time for per job should be less
than or equal to T . Second, the total time (including the
queuing time, computation time, and network-related time)
for per job should be less than or equal to Ttotal. Let � be the
average arrival rate per unit time for user jobs and m be
the average service rate per unit time for jobs. The average
service time for user jobs, r, is given by

r¼�

m
; (16)

where 0 � r � 1 is used to judge whether the queue is busy
or not. The closer the value of r is to zero, the shorter the
waiting time of user jobs in the queue, while the closer the
value of r is to one, the longer the waiting time for the user
jobs in the queue.

Definition 1. Let H be the expected completion time (i.e., the
waiting time in the queue plus the execution time) for the user
jobs. LetHq be the expected waiting time of the job in the queue.
H andHq will satisfy the following:

H¼ 1

m� �
; (17)

Hq ¼ �

mðm� �Þ ¼ r� 1

m� �
: (18)

Proof. Suppose Pn ¼ PfN ¼ ng represents the probability
that the number of queuing tasks is equal to parameter n
in the queue at any one time; specifically, P0 is the proba-
bility that the number of queuing tasks is equal to param-
eter “0”. According to the conclusion in [51], Eqs. (17) and
(18) can be obtained. tu

4 OPTIMIZATION PROBLEM AND THE PROPOSED

SOLUTION

In this section, we discuss the problem overview and formu-
late the VNDC total energy consumption. We then put for-
ward a solution to address it.

4.1 Optimization Problem

The total energy consumed by a VNDC is formulated as a
minimization of Etotal under real-time constraints Ttotal

(Ttotal is the maximum allowed queuing-plus-computing-
plus communication time for per job) as follows:

MinimizeðEtotalÞ ¼

Minimize

 Xm
i¼1
ðEcpuðiÞ þEreconfðiÞ þ EcomðiÞ þEdiskðiÞÞ

!
;

(19)
subject to Xm

i¼1

XQ
k¼1

fkðiÞtkðiÞ ¼ S; (20)

0 � tkðiÞ � tðeÞ 1 � i � m; 0 � k � Q; (21)

XQ
k¼1
ðtkðiÞÞ ¼ tðeÞ; 1 � i � m; (22)

tðwÞ þ
XQ
k¼1

2fkðiÞtkðiÞ
RðiÞ þ tðeÞ � Ttotal; (23)

Xm
i¼1

RðiÞ � Rtotal; (24)

0 � RðiÞ � Rtotal 8i ¼ 1; 2; . . . ; m: (25)

Fig. 3. Queuing model of user tasks in VNDC.
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Eq. (19) is the objective function, which aims to optimise the
total consumption of energy, Etotal, by the VNDC. Eq. (20)
guarantees that a job can only be divided into m parallel
tasks. Eq. (21) ensures that each computation interval is less
than tðeÞ and that no negative execution time exists for any
tasks. Eq. (22) ensures that the computation time does not
exceed the execution time of a task, while Eq. (23) ensures
that the total time (include the queuing time, computation
time, and network-related time) for per job is less or equal
to Ttotal. The combination of both Eqs. (22) and (23) guaran-
tees the SLA requirement for users. The bandwidth inequal-
ity in Eq. (24) states that the bandwidth of each VM must be
lower than the total offered bandwidth by the global net-
work. Eq. (25) guarantees that the communication rate of
the channel is less than or equal to the available network
capacity.

4.2 Proposed Solution

In order to address the problem discussed in Section 4.1, we
propose MCEC (minimize computing-plus-VM reconfigura-
tion-plus-communication-plus-disk energy consumption)
algorithm. The key part depends on how to carefully tune
the workload fractions {fkðiÞtkðiÞÞ; 1 � i � m; 0 � k � Q}, the
end-to-end link data transfer rates {RðiÞ; i ¼ 1; 2; . . . ; m},
and the rates of computing {fkðiÞ; 1 � i � m}. In contrast
with the existing algorithms that optimize one or two energy
consuming resources (such as the computational energy con-
sumptionEcpu) in a VNDC, our objective of proposingMCEC
is to optimise the total energy consumed by the VNDC for
processing the input workload.

All in all, MCEC aims to optimize the total energy con-
sumption Etotal while meeting the user QoS requirements
defined in the SLA. The pseudo-code for MCEC is shown in
Algorithm 1.

The algorithm takes m, �, m, Q, S and b as inputs
and outputs tkðiÞ and Etotal. The main idea of MCEC is to
optimize Etotal while meeting the SLA requirements
(see Eqs. (19), (20), (21), (22), (23), (24), and (25)), thus
providing a solution to the optimization problem. The
algorithm first initializes the parameters shown in Table 3.
It then computes the task queue time tðwÞ (see Eq. (14)).
The algorithm finds all possible times that VM i operates
at frequency fkðiÞ while observing Eqs. (20), (21), (22), (23),
(24), and (25). Regarding each candidate time, we compare
the value of Etotal and choose the time that makes Etotal a
minimum (Line 9 - Line 16). Finally, MCEC returns the
results, including tkðiÞ and Etotal.

Algorithm 1.MCEC Algorithm

Input: The parameters m, �,m, Q, S, b
// please refer to Table 3 in Section 5.2

Output: tkðiÞ 1 � i � m 0 � k � Q;Etotal

1: Initialize parameters //such as m, �,m, Q, S, b ;
2: Compute tðwÞ according to Eq. (22); // task queue time
3: fkðiÞ  f  f0:15; 1:867; 2:133; 2:533; 2:668g;
// variable D is an independent identically distributed
//random sequence, in this paper, S=8, b=2

4: for (each workload D 2 ½S � b; S þ b� ) do
5: for (i ¼ 1 to m) do
6: EðiÞ  MAX;

//initial value is the maximum value
7: Find all possible times that VM i operates at frequency

fkðiÞð0 � k � QÞ using Eqs. (18), (19), (20), (21), (22),
and (23);

8: Get all solutions for tkðiÞ and save to TkðiÞ ;
// TkðiÞ is a Vector class for saving candidate value

9: for ( each Vector t 2 TkðiÞ ) do
10: Calculate EcpuðiÞ; EreconfðiÞ; EcomðiÞ; and EdiskðiÞ accord-

ing to Eqs. (3)-(4), Eqs. (10)-(11);
11: EtotalðiÞ  ðEcpuðiÞ þ Ereconf ðiÞ þ EcomðiÞ þ EdiskðiÞÞ;
12: if (EtotalðiÞ < EðiÞ ) then
13: EðiÞ  EtotalðiÞ;
14: tkðiÞ  t; //an optimal value denoted by;
15: end if
16: end for
17: end for
18: Etotal  

Pm
i¼1ðEðiÞÞ ;

//get the total energy consumption
19: end for
20: return tkðiÞ and Etotal ;

4.3 Theoretical Analysis

In this part, we will derive some theoretical conclusions for
the proposed MCEC algorithm. Although these conclusions
do not guarantee performance, they do give us some guid-
ance and inspiration. We present a total of four Theorems.
Theorem 1 is the time complexity of the proposed
algorithm, and Theorems 2 and 3 lay the foundation for
Theorem 4. The logical relationship of the four Theorems is
as follows: Theorem 1 proves the complexity of the pro-
posed algorithm theoretically. Theorem 2 lays a foundation
for Theorem 3. Specifically, Theorem 3 needs to use the
Eq. (26) from Theorem 2. Similarly, To prove Theorem 4, it
needs to use the conclusion from Theorem 3. Theorem 4
confirms that the communication energy consumption is a
convex function. Thus, there is an optimal value for commu-
nication energy consumption. The Communication energy
consumption accounts for a large part of the total energy
consumption (the sum of computation energy consumption
plus VM configuration energy consumption plus communi-
cation energy consumption plus disk energy consumption).
In this paper, the MCEC algorithm optimizes the total
energy consumption while meeting user QoS requirements
defined in the SLA.

Theorem 1. The complexity of MCEC is Oðn�m�Q� u),
where n refers to the number of workloads, m is the number of
VMs, Q is the number of discrete CPU frequencies, and u is the
number of TkðiÞ.

TABLE 3
Parameter Values for the Following Experiment

Parameter Value Parameter Value

� 4 Q 5
m 5 Rtotal 100 (Gbit/s)
m 10 CCS 604.8 (Tb)
h 0.5(mW) PCS 4.9 (kW)
kc 0.05 J=ðGHzÞ2 ET 1:42� ð10Þ�9ðW=bÞ
Ttotal 7(s) D 20
T 5(s) Phd 225(W)
Pidle 0.5(W) Chd 800(Mb/s)
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Proof. In MCEC, each job is processed by m VMs in paral-
lel. As for each VM, in order to save energy consump-
tion, each VM can operate at Q different discrete
frequencies. Furthermore, MCEC needs to find an
optimal solution from object TkðiÞ. Therefore, when the
number of workloads is n, the complexity of MCEC is
Oðn�m�Q� uÞ. tu

Theorem 2. The following inequality holds:

Xm
i¼1

XQ
k¼1

fkðiÞtkðiÞ � 1

2
Rtotal

��
Ttotal � tðwÞ � tðeÞ

��
:

Proof. According to Eq. (21), we can obtain Eq. (28):

XQ
k¼1

fkðiÞtkðiÞ � 1

2
RðiÞ

�
Ttotal � tðwÞ � tðeÞ

�
: (26)

Using the summation on both sides of Eq. (26), we can
obtain the following expression:

Xm
i¼1

XQ
k¼1

fkðiÞtkðiÞ �
Xm
i¼1

1

2
RðiÞ

�
Ttotal � tðwÞ � tðeÞ

�
:

(27)

Applying Eq. (23), Eq. (27) can be modified to have the
following form:

Xm
i¼1

XQ
k¼1

fkðiÞtkðiÞ � 1

2
Rtotal

��
Ttotal � tðwÞ � tðeÞ

��
:

(28)

Therefore, Theorem 2 has been proven. tu
Theorem 3. The following equation holds:

Xm
i¼1

XQ
k¼1

pnet

�
RðiÞ

� 2fkðiÞtkðiÞ
RðiÞ

¼ ðTtotal � tðwÞ � tðeÞÞ
Xm
i¼1

XQ
k¼1

pnet

 
2fkðiÞtkðiÞ

Ttotal � tðwÞ � tðeÞ

!
:

Proof.

Xm
i¼1

XQ
k¼1

pnet

�
RðiÞ

� 2fkðiÞtkðiÞ
RðiÞ

¼
Xm
i¼1

pnet

�
RðiÞ

� XQ
k¼1

2fkðiÞtkðiÞ
RðiÞ

!
:

(29)

According to Eq. (26), Eq. (29) can be put in the following
form:

Xm
i¼1

pnet

�
RðiÞ

� XQ
k¼1

2fkðiÞtkðiÞ
RðiÞ

!

�
�
Ttotal � tðwÞ � tðeÞ

�Xm
i¼1

pnet

�
RðiÞ

�
:

(30)

On the other hand, according to Eq. (21), we get

RðiÞ �
PQ

k¼1 2fkðiÞtkðiÞ
Ttotal � tðwÞ � tðeÞ :

Therefore, Eq. (31) can be put in the following form:

�
Ttotal � tðwÞ � tðeÞ

�Xm
i¼1

XQ
k¼1

pnet

 
2fkðiÞtkðiÞ

Ttotal � tðwÞ � tðeÞ

!

¼
�
Ttotal � tðwÞ � tðeÞ

�Xm
i¼1

pnet

 PQ
k¼1 2fkðiÞtkðiÞ

ðTtotal � tðwÞ � tðeÞÞ

!

�
�
Ttotal � tðwÞ � tðeÞ

�Xm
i¼1

pnet

�
RðiÞ

�
:

(31)

Based on the conclusion from both Eqs. (30) and (31),
Theorem 3 has been proven. tu

Theorem 4. The communication energy consumption Ecom is a
convex function.

Proof. According to the conclusion from Theorem 3

Xm
i¼1

XQ
k¼1

pnet

�
RðiÞ

� 2fkðiÞtkðiÞ
RðiÞ

¼
�
Ttotal � tðwÞ � tðeÞ

�Xm
i¼1

XQ
k¼1

pnet

 
2fkðiÞtkðiÞ

Ttotal � tðwÞ � tðeÞ

!
:

(32)

Eq. (32) is devided by a factor of 2, so we obtain Eq. (33),
that is

Xm
i¼1

XQ
k¼1

pnet

�
RðiÞ

� fkðiÞtkðiÞ
RðiÞ

¼
�
Ttotal � tðwÞ � tðeÞ

�Xm
i¼1

XQ
k¼1

pnet

 
fkðiÞtkðiÞ

Ttotal � tðwÞ � tðeÞ

!
:

(33)

Applying the definitions and properties of convex func-
tions to Eq. (33), we obtain the conclusion: Ecom is a con-
vex function. Therefore, Theorem 4 has been proven. tu

5 PERFORMANCE EVALUATION

We validated the proposed MCEC using extensive perfor-
mance evaluation and compare the performance of MCEC
against several baseline approaches.

5.1 Experimental Setting

We used the CVX solver in Matlab. Table 3 presents the
parameters and their values used in the experiment. For
example, kc is the reconfiguration energy consumption coef-
ficient, and it is mainly related to the cost of energy con-
sumption per portion of frequency transferring in the
channel. It means if we have more kc values the cost of chan-
nel for energy transferring is higher. RðiÞ is the communica-
tion rate of the ith end to end connection. Regarding to the
meanings of other parameters, please refer to Table 2.
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The offered workload is modeled as iid random sequence
S whose value belongs to the interval ½S � b; S þ b�, with
S=8 [Gbit] and b=2 [Gbit] [29]. The discrete frequencies
for the experiment are fkðiÞ ¼ f ¼ f0:15; 1:867; 2:133; 2:533;
2:668g [27]. To ensure the accuracy of experimental data,
each experiment has been numerically evaluated in more
than 1000 independent runs.

We consider Lyapunov [26], Standard [27], NetDC [28],
and IDEAL [41] as baseline algorithms for comparison with
MCEC. Note that the Standard algorithm uses the DVFS
method to save power, while the Lyapunov algorithm lever-
ages the queuing information to maximize the throughput,
so as to achieve energy saving. Although both the Standard
and Lyapunov algorithms focus on optimizing the compu-
tational energy consumption (Ecpu), they do not take into
account the VM reconfiguration energy consumption
(Ereconf ), communication energy consumption (Ecom), and
disk energy consumption (Edisk). Since the NetDC algorithm
depends on the proportion of computed real frequency, it
cannot be applied in actual environment. In addition, the
NetDC algorithm does not consider the internal VM energy
consumption as well as disk energy consumption. In con-
trast with the NetDC algorithm, IDEAL is an idealized algo-
rithm, and it does not highlight the VM reconfiguration and
disk energy consumption. Similarly the IDEAL algorithm
impractical in real setting since it requires working on con-
tinuous series of frequencies.

5.2 Experimental Results and Analysis

In this part, we evaluate the MCEC algorithm through a
series of experiments, including the scenario one used for
performance comparison with other algorithms, scenario
two used for robust estimation, and scenario three used for
performance comparison under real-world workload trace.

5.2.1 Scenario One

(1) Computation Energy Consumption. Fig. 4 shows the average
computational energy consumption (Ecpu) (y-axis) of the
five different algorithms (i.e., Standard, Lyapunov, NetDC,
IDEAL, andMCEC) under different number of VMs (x-axis).
The results of this experiment shows that IDEAL is the best,
NetDC is second, MCEC is third, Lyapunov is fourth, and
Standard is the worst. When the energy consumption

optimization is solely focused on CPU consumption, IDEAL
obtains the optimal frequency at each time slice, which leads
to less computational energy consumption. MCEC is close to
NetDC and better than the Standard and Lyapunov algo-
rithms. This is because MCEC can find the proper time for
the active discrete frequencies. However, the IDEAL and
NetDC algorithms cannot be applied in real scenarios.
The reason for Lyapunov performing better than Standard is
that Lyapunov utilizes the queuing information to reduce
energy consumption, while the Standard algorithm reduces
energy consumption by reducing the virtual machines CPU
frequencies.

Fig. 4 also indicates that, by simply increasing VM num-
bers (for example, when the number of VMs goes from 1 to
2), quite a lot of energy saving can be achieved. The reason
is that when the number of VMs increases, less quota
(fkðiÞtkðiÞ) of S will be assigned to each VM. Therefore, the
needed frequency and time for processing the task decrease,
as does the computational energy consumption (Ecpu).
However, when VM numbers is more than 2 (m > 2), in
terms of the three algorithms (NetDC, IDEAL, and MCEC),
there is no influence of increasing number of VMs on the
computational energy consumption. This is because the sys-
tem goes into the idle modemost of the time, and fewer or no
time is allocated to the residual frequencies. As for the Lyapu-
nov and Standard algorithms, by increasing the VM numbers
(for example, when m > 2), the computational energy con-
sumption (Ecpu) increases because both the Lyapunov and
Standard algorithms are not suited for a varyingworkload.

(2) Computation Plus Communication Energy. Figs. 5a, 5b,
and 5c show the performance of the NetDC, IDEAL and
MCEC algorithms when the number of VMs vary. The sum
of computation plus communication energy consumption is
defined as follows:

ECC ¼ Ecpu þEcom: (34)

We excluded the Standard and Lyapunov algorithms since
they do not consider the optimization of energy consump-
tion due to communication. We also varied h, with
0:2 � h � 0:8.

Fig. 5b shows that when h = 0.5, the IDEAL algorithm
leads to less ECC energy consumption, while NetDC is the
lowest performing algorithm. MCEC lies between the two
algorithms. Note that the IDEAL algorithm is expected to
perform well since it is an ideal algorithm but cannot be
used in real environments. MCEC saves an excess of 10%
ECC energy consumption compared to NetDC. This is
because the NetDC algorithm depends on the likelihoods of
the preceding and subsequent active discrete frequencies.
This strategy leads to much more communication energy
consumption and thus also the ECC energy consumption.

Figs. 5b and 5c investigate the influences of the parame-
ter h on the sum of computation plus communication
energy consumption ECC . As a result, Figs. 5a, 5b, and 5c
confirm that with the growth of h, ECC increases, proving
that h has an impact on energy consumption. Additionally,
the results reveal that with an increase in VM numbers, the
energy consumption ECC decreases. It can be explained that
more VMs means more processing power. Thus, the needed

Fig. 4. Ecpu value.
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frequency and time for processing the task decreases, lower-
ing the ECC energy consumption.

(3) Three Elements Energy Consumption. Figs. 6, 7, 8, 9, 10,
and 11 show the sum of the computation, external VM con-
figuration, and communication energy consumption for the
NetDC and MCEC algorithms (y-axis) as the number of
VMs vary (x-axis)

ECRC ¼ Ecpu þ EreconfðExtÞ þEcom: (35)

As the IDEAL algorithm does not consider the VM recon-
figuration energy consumption,we excluded it from the exper-
iment. In this experiment, we varied kc, with 0:005 � kc � 0:5.

Fig. 6 shows that, in comparisonwith theNetDC algorithm,
the MCEC algorithm saves more than 10% ECRC energy con-
sumption. The reason behind this is that MCEC can provide
the proper time to discrete frequencies for processing the
incoming workload. Judging from Fig. 7, NetDC leads to less
external VM configuration energy consumption ðEreconfðExtÞÞ
compared with MCEC. The reason is that, in contrast to
the computational (Ecpu) and communication (Ecom) energy
consumptions, VM configuration energy consumption
ðEreconfðExtÞÞ account for a small proportion of total energy
consumption. Therefore, the solution attempts to search the
best objective variables to optimise the energy consumed by
computation (Ecpu) and communication energy consumption
(Ecom), thus optimizing theECRC . Figs. 6, 7, 8, 9, 10, and 11 also
confirm that the VM configuration energy consumption
ðEreconfðExtÞÞ growswith the increases in the value of kc.

(4) Four Resources Energy Consumption. In this part, we
describe the experimental results regarding the sum of com-
putation energy consumption plus external VM configura-
tion energy consumption plus communication energy
consumption plus disk energy consumption for MCEC,
which is defined as follows:

ECRCD ¼ Ecpu þEreconfðExtÞ þ Ecom þ Edisk: (36)

Fig. 5. ECC in (Joule) results for h ¼ f0:2; 05; 0:8g.

Fig. 6. ECRC value when kc=0.05.

Fig. 7. Ereconf ðExtÞ value when kc=0.05.
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As Standard, Lyapunov, NetDC, and IDEAL do not con-
sider the disk energy consumption, this experiment did not
consider these four algorithms. However, we extended the
NetDC such that it considers the disk energy consumption
for the purpose of benchmark.

Fig. 12 displays the performance of MCEC and extended
NetDC with respect to ECRCD as the number of VMs vary
(x-axis). Fig. 12 indicates that MCEC has better performance
than the extended NetDC. This can be explained by the fact
that MCEC can find a better solution to the optimization
problem. It also shows that the ECRCD energy consumption
for MCEC can be kept at a stable state when m � 6 (m is the
number of VMs). This is because the MCEC algorithm is
capable of assigning the proper time for each active discrete
frequency whenm � 6.

Fig. 13 illustrates the performance of MCEC and
extended NetDC with respect to Edisk as the number of VMs
vary (x-axis). Judging from Fig. 13, the extended NetDC
leads to the least Edisk energy consumption compared with
MCEC during the optimization of ECRCD. The reason can be
explained as follows: in contrast to computational (Ecpu)
and communication (Ecom) energy consumptions as well as
the energy consumed by disk (Edisk) only account for a
small proportion of total energy consumption. Therefore,
the solution tries to search the optimal objective variables to
reduce the computational (Ecpu) and communication (Ecom)
energy consumptions, thus optimizing ECRCD.

(5) Job Execution Time. Fig. 14 indicates the execution time
per task for the first 100 tasks under different VM numbers.
Judging from this figure, the per task execution time
decreases as the VM numbers increases. This is because
increasing VMs means more processing power and thus the
less execution time per task.

5.2.2 Scenario Two

In Section 5.2.1 (Scenario one), we have selected Lyapu-
nov [26], Standard [27], NetDC [28], and IDEAL [41] as
baseline algorithms for comparison with MCEC. We have
mainly evaluated the MCEC algorithm in terms of computa-
tion energy consumption, computation plus communication
energy consumption, computation plus communication
energy consumption plus VM configuration energy con-
sumption, and total energy consumption (computation
plus communication energy consumption plus VM con-
figuration energy consumption plus disk storage energy
consumption).

In this part (Scenario two), we measure the robustness
for the proposed algorithm (MCEC) by varying experimen-
tal parameters. As Standard, Lyapunov, NetDC, and
IDEAL do not consider the disk energy consumption, this
experiment did not consider these four algorithms
(In Scenario one, we have done a detailed experimental
evaluation for the five algorithms). However, we extended

Fig. 8. ECRC value when kc=0.005.

Fig. 9. Ereconf ðExtÞ value when kc=0.005.

Fig. 10. ECRC value when kc=0.5.

Fig. 11. Ereconf ðExtÞ value when kc=0.5.
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the NetDC such that it considers the disk energy consump-
tion for the benchmark. In scenario two, the offered work-
load is modelled as an iid random sequence S whose
value belongs to the interval ½S � b; S þ b�, with S=8 [Gbit]
and b=2 [Gbit] [29]. The discrete frequencies for the experi-
ment are fkðiÞ ¼ f ¼ f0:3; 0:533; 0:667; 0:800; 0:933g, which
come from the power-scalable real Crusoe cluster with the
TM-5800 CPU in [27].

(1) Performance Comparison Under Different VMs. Fig. 15
illustrates the total energy consumption (computation
energy consumption plus VM configuration energy con-
sumption plus communication energy consumption plus
disk energy consumption) comparison under different
VMs. Fig. 15 indicates that MCEC can obtain a better perfor-
mance than extendedNetDC algorithm under different VMs,
the reason can be explained by the fact that MCEC can find a
better solution to minimize the total consumption of energy.
Fig. 15 also illustrates that the total consumption of energy
increases with the growth of VM numbers. The reason is that
more VMsmeansmore processing energy consumption.

(2) Performance Comparison Varying the Parameter kc. As
we mentioned above, in Scenario one (Section 5.2.1), we
have done a detailed experimental evaluation for the five
algorithms (Lyapunov [26], Standard [27], NetDC [28],
IDEAL [41], and MCEC). As the Standard, Lyapunov,
NetDC, and IDEAL do not consider the disk energy con-
sumption, this experiment did not consider these four algo-
rithms (in scenario one, we did a detailed experimental
evaluation). However, we extended the NetDC such that it

considers the disk energy consumption for the purpose of
benchmark. In scenario two, we measure the robustness of
the proposed algorithm (MCEC) by varying experimental
parameters in total energy consumption.

In this Section, we explore the impact of the parameter kc
on the total energy consumption. In the paper, the
setting of parameter kc is according to the published [28]
and [41]. As the parameter kc ranges from 0.005 to 0.5
(0:005 � kc � 0:5), we varied the value of parameter kc from
0.005 to 0.5, increased by a factor of 10. In other words, kc 2
f0:005; 0:05; 0:5g. Parameter kc is the reconfiguration energy
consumption coefficient, and it is mainly related to the cost
of energy consumption per portion of frequency transfer-
ring in the channel. According to the Eq. (6), the more kc
values, the more VM reconfiguration energy consump-
tion. Fig. 16 illustrates that MCEC has a better perfor-
mance than extended NetDC algorithm under different
value of parameter kc (0:005 � kc � 0:5). On average,
MCEC saves 9 percent of energy consumption compared
with Extended NetDC algorithm. The reason lies in
MCEC optimizing the overall consumed energy by com-
putation, VM configuration, communication, and disk
subsystems. Fig. 16 also confirms that the total energy
consumption grows with the increasing of the value of kc.
The reason is that the greater the value of kc, the greater
the value of VM configuration energy consumption and
total energy consumption.

Fig. 12. The value of ECRCD.

Fig. 13. The value of Edisk.

Fig. 14. Execution time per task for the first 100 tasks.

Fig. 15. Energy consumption comparison.
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(3) Performance Comparison Varying the Parameter h.
Parameter h has an impact on the communication energy
consumption. By varying the h (0:2 � h � 0:8), we can
obtain the comparison of total energy, as shown in Fig. 17.

Fig. 17 reveals that MCEC can obtain a better performance
than extended NetDC algorithm under different value of
parameter h (0:2 � h � 0:8). The reason behind this is that
MCEC can find a better solution to optimise the total con-
sumption of energy. Fig. 17 also indicates the overall con-
sumption of the energy grows in the value of h. The reason is
that the greater the value of h, the greater the value of commu-
nication energy consumption and total energy consumption.

5.2.3 Scenario Three

Different from Scenario one and two, in this scenario
(Scenario three), we have mainly evaluated the performance
for the MCEC algorithm under real-world workload trace.
The real-world workload trace is considered in [52]. Under
the real-world workload trace, kc=0.05 J=ðGHzÞ2, T=8 (s),
and each job has a mean length of 10 [Mbit]. Fig. 18 indicates
the comparison of the total energy consumption under the
real-world workload.

The result from Fig. 18 shows that, in terms of the total
energy consumption, MCEC leads to the best performance,
extended NetDC is the second, Lyapunov is the third, and
Standard the worst. The reason can be explained as follows:

MCEC can find a better solution for the optimization problem
by assigning a proper time slot for each frequency. By using
this optimization strategy each time, MCEC leads to the least
total energy consumption. Extended NetDC is better than
Lyapunov and Standard. The reason is that extended NetDC
considers the energy consumption by the CPU, network, disk
storage, and VM reconfiguration. Different from MCEC and
extended NetDC algorithm, Lyapunov and Standard only
optimize the computational energy consumption. The reason
for Lyapunov performing better than Standard is that Lyapu-
nov utilizes the queuing information to reduce energy con-
sumption, while Standard reduces energy consumption by
reducing the virtual machines CPU frequencies.

6 CONCLUSION AND HINT FOR FUTURE WORKS

The problem of how to efficiently reduce the high consump-
tion of energy by VNDCs while ensuring QoS has been
receiving significant attention among researchers and practi-
tioners. To address this problem,we put forward an adaptive
energy-aware algorithm that considers computational
energy consumption, VM configuration energy consump-
tion, communication energy consumption, and disk energy
consumption. The results of the experiments demonstrate
that minimising the total energy consumed by all resources is
more efficient than just minimising energy consumed by one
or two resources. In addition, the results from simulation and
real experiments also confirms that most of the energy is con-
sumed by computation and communication resources, while
energy consumed by the VM configuration and disk contrib-
utes only a small portion to the overall energy consumption
in the system. Moreover, our algorithm, MCEC, performs
better than other energy-saving algorithms. MCEC can be
used in real-life scenarios or on real-world cloud platforms to
minimise the overall consumption of energy of the system
while ensuring end-user QoS requirements.

In the future, we will consider more components related
to the energy consumption in VNDCs to maximize power
saving.
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Fig. 16. Energy consumption comparison when varying kc.

Fig. 17. Energy consumption comparison when varying h.

Fig. 18. Energy consumption comparison under real-world workload.
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