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Abstract—In modern cloud computing environment, the offload-
ing potential of DPU must be fully exploited for multiple tenants.
Existing DPU offloading techniques lack the capability to perform
the fair allocation of a DPU domain’s internal resources among
tenants with various performance requirements. In this article, we
propose a virtual multi-channel DPU offloading architecture for
multiple tenants (MTDA) and implement it on a BlueField-2 DPU
platform to achieve stability and fairness in resource allocation for
generic datacenter tasks. MTDA provides an independent virtual
channel for each tenant before their requests are submitted to avoid
competition among tenants. Considering the diverse requirements
of tenants, MTDA constructs a credit-based resource allocation
model and a traffic-aware scheduling algorithm to fully utilize
the rich computing resources of DPU and improve the fairness of
DPU resource allocation. Experimental results show that MTDA
increases the throughput by up to 101.2%, 143.2%, 36.1%, and
41.7%, lowers the latency by up to 50.3%, 58.9%, 26.6%, and
29.4%, improves the fairness by up to 98.8%, 99.0%, 98.3%,
and 98.4%, and provides more stable performance for multi-
tenants, compared with DPDK, iPipe, FairNIC, and LogNIC.

Index Terms—Credit model, DPU, fair resource allocation,
multi-tenant.

I. INTRODUCTION

W ITH the marvelous development of cloud computing
and network, the explosive growth of data in datacenters

has driven the leap of network bandwidth from 10 Gbps to 400
Gbps [1], [2]. However, the stagnation of CPU computing power
in recent years has caused traditional data centers, which rely on
CPUs to process data, to be overwhelmed, i.e., there exist too
many data center taxes in datacenters that prevent precious CPU
resources from being released.

The emergence of Data Processing Unit (DPU) bridges the
gap between the growth of network bandwidth and the stagnation
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TABLE I
RELATED WORK

of CPU computing power in the data center [3]. The rich comput-
ing resources in DPU, including various hardware accelerators
for packet processing and specialized functions (such as crypto,
compression, and hash, etc.), on-board DRAM, and multi-core
processors (for some multicore SoC DPU), endow it the potential
to offload the generic datacenter tasks for multiple tenants, which
can release CPU resources to improve the efficiency of the
entire computing system and lower the total cost of the overall
system. In recent years, several researchers have explored the
offloading ability of DPU from various aspects [3], [4], [5], [6],
[7], [8], [9], [10], [11], [12], [13]. Detailed comparisons are
summarized in Table I. AccelTCP [4], Lynx [5] and UNO [6]
focus on offloading network tasks or services to reduce the
network overhead. LineFS [7], Xenic [8], and LeapIO [9] aim
to offload various storage protocols into DPU to accelerate the
distributed storage systems. Unlike the fronted two categories,
Floem [10] and iPipe [3] explore the design space to offload
computation tasks and applications into DPU to enhance the
performance and lower the latency. However, most of them are
engaged in offloading various applications or services into DPU
and ignore the competition and fair resource allocation among
tenants since all the tenants share the same physical device and
will compete for the DPU’s internal resources.

Optimally managing and fairly allocating DPU resources
among multiple tenants is an effective technique to improve
the throughput of offloading applications. There are several
discussions and methods for allocating and scheduling DPU
resources [3], [11], [12], [13], [14]. Liu et al [14] also conclude
that the dynamic load conditions of DPU should be taken into
consideration for improving the performance of data centers,
which is one of the research challenges that must be solved.
However, there are no further solutions in their research. iPipe [3]
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proposes an actor-based hybrid scheduler, which combines First
Come First Serve (FCFS) and Deficit Round Robin (DRR) based
processor sharing, to promote the offloading benefits. Although
iPipe achieves dynamic resource scheduling through the hybrid
scheduler, it fails to consider the interference among tenants
and fair DPU resource allocation is also ignored. λ-NIC [13]
maps lambdas across different memory hierarchies to isolate
memory access and ensure fair allocation of resources, but it is
only suitable for serverless computing scenarios. FairNIC [11]
provides strict core partitioning, cache and memory striping,
and rate limiting of access to the fixed-function hardware ac-
celerator unit to achieve isolation and fair allocation for DPU
resources. However, this simple static partition method does not
consider the fairness of DPU resource allocation under diverse
applications of multiple tenants, each with varying performance
requirements. LogNIC [12] develops an optimizer to guide
fine-grained resource allocation and computation placement.
However, it requires an offline characterization phase to acquire
essential parameters as model input, rendering it inadequate for
adapting to the dynamic multi-tenant environment.

Existing DPU offloading architectures fail to satisfy the
complex and varying multi-tenant environments where all the
co-located tenants compete for the shared DPU’s internal re-
sources. This competition and interference will inevitably result
in degraded and fluctuating performance [15], [16]. In this paper,
we focus on DPU resource isolation and fair allocation under
complex and varying multi-tenant environments. We propose a
virtual multi-channel DPU offloading architecture for multiple
tenants (MTDA) and implement it on a typical multicore SoC-
based DPU platform Nvidia BlueField-2. MTDA maximizes the
offloading benefits by fairly assigning DPU resources to respond
to each tenant’s requests, according to the requirements of
application workloads. First, MTDA establishes an independent
virtual channel for individual tenants to ensure isolation and
mitigate the potential mutual interference among them. Offload-
ing requests will be inserted into corresponding virtual channels
based on the Tenant ID before they are submitted to the hard-
ware for execution. Second, for fair resource allocation, MTDA
abstracts DPU computing resources into credits and quantifies
the hardware resources to be allocated or transferred as the
number of credits changes. Based on their specific requirements,
MTDA allocates corresponding credits to each tenant. Third,
we design a traffic-aware scheduling algorithm that can adapt to
varying traffic characteristics and dynamic traffic behaviors by
assigning appropriate time slices.

The main contributions of our work are as follows.
� We propose a virtual multi-channel DPU offloading ar-

chitecture, called MTDA, which provides stable and fair
allocation of the DPU domain’s internal resources for each
tenant. MTDA separates the unified management of all of-
floading requests in DPU and builds an independent virtual
channel for each tenant to submit its offloading requests,
which prevents internal competition and interference of
requests among tenants.

� We develop a credit-based resource allocation model
that abstracts DPU resources to credit values and
allocates credits for each tenant according to its actual
requirements. Additionally, we also design a traffic-aware

TABLE II
COMPARISON AMONG DIFFERENT DPU DESIGNS

scheduling algorithm capable of adapting to diverse traffic
characteristics by monitoring the entire credit allocation
process and reallocating credits dynamically.

� We implement MTDA on the BlueField-2 DPU platform
and conduct a series of experiments with various bench-
marks (including both balanced and unbalanced work-
loads) to compare our method with four DPU offloading
frameworks (DPDK, iPipe, FairNIC, and LogNIC) from
four aspects, i.e., throughput, latency, fairness, and sta-
bility. For a fair comparison, we also implement them
on the BlueField-2 DPU platform. The evaluation results
demonstrate that MTDA enhances the throughput, reduces
the latency, and improves the fairness and stability of DPU
resource allocation.

The rest of this paper is organized as follows. Section II de-
scribes the background and motivation. Section III illustrates the
design of MTDA in detail. Section IV describes the implementa-
tion and portability of MTDA. Experimental results are demon-
strated in Section V. Section VI introduces related work. Finally,
Section VII concludes the paper and presents our future work.

II. BACKGROUND AND MOTIVATION

A. Data Processing Unit

Since the concept and technical standards of DPU are not
unified at present, the hardware design architecture of DPU
is diverse. From the perspective of core processors, DPU can
be categorized into three types which are FPGA-based, ASIC-
based, and SoC-based designs. Table II shows the comparison
between different DPU architectures.

FPGA-based DPUs usually combine hardware programmable
FPGAs with ASIC network controllers. They offer flexibility and
enhanced performance through parallel data flow processing.
However, these systems tend to be costly and pose challenges in
terms of programming [9]. Specifically, they require dedicated
programmers with sufficient skills in Hardware Description
Language (HDL) to fully leverage their capabilities. ASIC-based
DPUs achieve higher efficiency by sacrificing the flexibility
present in FPGA [13]. They are capable of running parallel
workloads with minimal latency and executing specific tasks
with highly optimized hardware structures. Nevertheless, their
programmability is limited, making them less suitable for han-
dling complex application scenarios [17]. Compared with the
aforementioned two categories, multi-core SoC-based DPUs
obtain the highest performance by adopting designs that mingle
dedicated hardware accelerators with programmable proces-
sors [18]. They usually hold rich computing resources including
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hardware accelerators, PCIe interface for host communication,
multicore processors, and onboard memory. Separate from the
host system, SoC-based DPUs are able to run their own operating
systems (commonly Linux), making them easier to program [13]
and obtain the maximum flexibility. Given these considerations,
we select Nvidia BlueField-2 DPU [19] as the experimental plat-
form and implement our virtual multi-channel DPU offloading
architecture on it.

B. Multi-Tenant Cloud

Multi-tenant cloud is a cloud computing service model where
multiple organizations or users collectively share a unified pool
of infrastructure and computing resources. Tenants within this
environment can leverage the resources provided by Cloud Ser-
vice Providers (CSPs) to deploy and execute their applications
or services. The emergence of multi-tenant cloud models not
only streamlines management processes and reduces operational
costs but also offers flexible and scalable cloud computing
services. Cloud resources for multi-tenant environments are
characterized by several key features, including 1) Resource
sharing: computing resources are shared among diverse ten-
ants, encouraging collaborative utilization while also fostering
competition for access to shared hardware infrastructure [22].
2) Pay-as-you-go billing: cloud computing system charges based
on the actual resource consumption of tenants [23]. This pay-
as-you-go billing model ensures users are billed for the precise
quantity of resources they consume, facilitating elastic resource
scaling and aligning costs with usage levels. 3) Dynamicity:
the computing demands of cloud data centers undergo constant
real-time fluctuations [24]. For example, during peak periods
such as year-end promotions, the server load experienced by
e-commerce platforms may escalate significantly in comparison
to standard operating periods. Consequently, the system design
should offer resource isolation to mitigate tenant competition
and provide dynamic configuration and traffic-aware schedul-
ing to accommodate fluctuations in tenant resource demands,
thereby ensuring optimal performance and fair resource alloca-
tion within the system.

C. Motivation

Although current DPU offloading frameworks have gained
decent performance, several research challenges need to be
addressed in dynamically offloading computation applications
of a multi-tenant system into DPU such as Bluefield-2. We will
demonstrate these challenges from two aspects as follows.

1) Competition among tenants: Considering the investment
and cost, today’s cloud providers usually don’t allocate physical
hardware to a tenant individually. The offloaded tasks of tenants
will share and compete with the internal resources of the DPU
domain [11], which results in performance degradation of the
whole system. Fig. 1 shows the experimental results of using
native DPDK to offload four typical applications in datacenters
(real-time analytics [10], flow monitor [25], IPv4 router [26]
and firewall [27]), the detailed experimental setup is described
in Section V-A. It can be seen that the throughput of the whole
system plummets with the increase in the number of tenants.

Fig. 1. Performance declines as tenants increase.

iPipe [3] alleviates this trend by scheduling requests with a
hybrid scheduler, but it does not fundamentally solve the prob-
lem of request competition among tenants (as shown in Fig. 4).
FairNIC [11] achieves fairness through the static isolation and
allocation of resources, but it is not suitable for unbalanced
load situations or scenarios with dynamic traffic changes (as
shown in Fig. 5). LogNIC [12] partitions computing resources
into multiple virtual instances and independently characterizes
the bandwidth to handle resource contention issues. However,
as an offline strategy, it also fails to address the dynamicity of
tenant resource demands (as shown in Fig. 13). To eliminate the
request interference among tenants, we first build an independent
virtual channel for each tenant in DPU to differentiate between
the offloading requests from different tenants, which can be
directed to their separate virtual channel, and then allocate
appropriate DPU computing resources for each tenant according
to its resource demands to process the offloaded requests.

2) Fair allocation of DPU computing resources for multi-
tenants: Emerging DPUs enclose rich computing resources
including a variety of hardware accelerators. It is a challenge
to fairly allocate these hardware resources for various offload
requests of tenants to achieve high and stable performance. Fig. 2
depicts the performance distribution of DPDK, iPipe, FairNIC,
and LogNIC when offloading four applications simultaneously.
We can observe that the throughput and latency of native DPDK
and iPipe fluctuate drastically over time, which means that they
cannot maintain stable performance in a multi-tenant environ-
ment. Although FairNIC and LogNIC guarantee small perfor-
mance fluctuations through strict isolation, they fail to achieve
fair resource allocation, leading to significant performance dif-
ferences among tenants. Moreover, their unfairness exhibits a
notable upward trend with the increase in the number of tenants
(experimental results are shown in Fig. 10). Therefore, we build
a credit-based resource allocation model to abstract the DPU
computing resources and assign credits for each tenant according
to its actual demands. A traffic-aware scheduling algorithm is
also proposed to adapt to the varying traffic behaviors.

III. DESIGN

In this section, we first formalize the definition of fairness
to pinpoint the root cause of unfairness and clarify our design
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Fig. 2. Performance of each tenant fluctuates over time.

TABLE III
LIST OF PARAMETERS

goals. Then we introduce the design specifics of our fair DPU
offloading architecture, namely MTDA, a system that effectively
separates the mixed offloading requests of tenants and ensures
stable performance and fair resource allocation.

A. Definition of Fairness

The assessment of fairness in resource allocation can be
defined in various ways, with different definitions being suitable
for different scenarios. In this subsection, we introduce two
typical definitions of fairness to clarify the underlying reasons
for unfairness and establish theoretical foundations to guide
the subsequent design of fair resource allocation strategy. The
detailed descriptions of each notation used in this paper are
summarized in Table III.

First, we follow the definition of fairness in research [28]
and [29], which is defined as the variance between the expected

weight and the actual weight of Tenanti. We denote Fair1
as the fairness index of DPU resource allocation and assume
that the throughput of Tenanti during the interval [t1, t2] is
Ti. Consequently, the overall system throughput is denoted as
T =

∑N
i=1 Ti and the measured weight ofTenanti is computed

as wreal
i = Ti/T . Therefore, the fairness index Fair1 can be

calculated as follows:

Fair1 =
N∑

i=1

∣∣wep
i − wreal

i

∣∣ , (1)

where N is the number of tenants, wep
i means the expected

weight of Tenanti, wreal
i represents the actual weight. A

smaller value ofFair1 indicates better fairness because it means
that the difference between the actual throughput and the fairly
allocated throughput is smaller.

Second, when multiple tenant requests run simultaneously,
they can negatively interfere with each other. To further assess
the impact of resource contention on performance and fairness,
and understand how the scheduler influences the interference, we
follow the definition of [30], [31] to redefine the fairness index
Fair2. The average slowdown Slowi for each tenant Tenanti
is defined as follows:

Slowi =
RLShared

i

RLAlone
i

, (2)

where RLAlone
i represents the request latency while running

the tenant Tenanti by itself and RLShared
i means the request

latency while Tenanti runs concurrently with other tenants.
The slowdown values, denoted as Slowi, express the difference
between these two scenarios. We define fairness as the ratio
between the minimum slowdown value and the maximum slow-
down value, which is formulated as follows:

Fair2 =
mini{Slowi}
maxi{Slowi} . (3)

The fairness index Fair2 varies from 0 to 1, where a higher
value indicates better fairness. If co-located tenants experience
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the same slowdown due to interference (i.e., the value of Fair2
equals 1), we consider the resource allocation strategy to be
completely fair.

B. System Model and Problem Formulation

Considering a multi-tenant cloud environment with N ten-
ants, where co-located tenants share and compete for the DPU
domain’s internal computing resources, including multicore pro-
cessors and hardware accelerators. This resource contention and
interference will inevitably lead to degraded and fluctuating
performance. To alleviate the competition and ensure fairness
among tenants, it is essential to implement an efficient allocation
strategy.

Denote the number of programmable processors as CM , and
CMi represents the multicore processor occupancy ofTenanti.
Since various applications need specific hardware accelerators
to perform, we denote ACC as the tenant dependency on them,
and the number of accelerators is M . Thus, ACCi

t represents
whether Tenanti relies on accelerator ACCt (1 indicates true,
otherwise the value is 0). Our objective is to achieve opti-
mal computing resource allocation among tenants, minimizing
fairness index Fair1 (lower is better), and maximizing Fair2
(higher is better). Similar to research [32], we construct an op-
timization problem model, which can be formulated as follows:

max
[
Fair2

(
CMi, ACCi

t

)− Fair1
(
CMi, ACCi

t

)]
(4)

s.t.
N∑

i=1

CMi ≤ CM, ∀i, (5)

M∑

t=1

ACCi
t ≤ M, ∀i, t. (6)

Equations (5) and (6) impose constraints on resource allocation
policy, ensuring that allocated hardware resources should not
exceed the total resource capacity.

Based on the discussion on the definition of fairness presented
in the preceding subsection, we can deduce two critical factors
contributed to unfairness: 1) the deviation between the ideal and
actual weights results from improper resource allocation, and 2)
performance slowdown caused by mutual interference among
co-located requests. Therefore, we can transform the fairness-
enhancing problem into two specific objectives: 1) considering
the actual resource demands of each tenant (min[Fair1]), and
2) alleviating the mutual competition among tenants for shared
resources (max[Fair2]). To address this, we propose MTDA,
an innovative virtual multi-channel DPU offloading architecture
designed to facilitate stable and fair allocation of the DPU
domain’s internal resources. The architecture of MTDA is il-
lustrated in Fig. 3.

First of all, we implement an independent virtual channel
for each tenant to ensure performance isolation and stability.
Offloading requests from multiple tenants are divided into inde-
pendent virtual channels to avoid competition and interference
with each other before they are submitted to the hardware.
Subsequently, for fair resource allocation, MTDA incorporates

Fig. 3. MTDA architecture.

a credit-based resource allocation model that abstracts DPU
resources as credits and assigns credits to each tenant according
to their actual requirements. The credit value of each tenant,
which presents the abstract of hardware resources, is allocated
and bound to the corresponding virtual channel according to
the credit allocation model. Finally, requests within the virtual
channels are dispatched to the physical hardware accelerator via
a traffic-aware scheduler, which allocates time slices according
to the actual demand of each tenant. When tenants contend for
the same accelerator during a period, the requests of each tenant
are sequentially sent to the ring buffer we establish. Then the
accelerator will consume these requests by fetching them from
the ring buffer. Further details will be provided in the subsequent
subsections.

C. Fair Resource Allocation Based on Credit Model

1) Independent virtual channels: In today’s data centers,
servers often host applications from multiple tenants on shared
physical DPU resources, leading to potential competition and
resource contention among them [33]. For instance, consider a
scenario where two tenants are co-located on the same server.
If Tenant A operates a compute-intensive application, it might
dominate the available resources, causing Tenant B to experience
head-of-line blocking. Therefore, it is essential to implement
robust performance isolation mechanisms to effectively manage
tenant competition and ensure fair resource allocation among
tenants.

In order to ensure the stability and security of multi-tenant
systems in complex shared resource environments and to mit-
igate potential interference among tenants, we implement an
independent virtual channel for each individual tenant to achieve

Authorized licensed use limited to: HUNAN UNIVERSITY. Downloaded on January 03,2025 at 03:09:08 UTC from IEEE Xplore.  Restrictions apply. 



3976 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 17, NO. 6, NOVEMBER/DECEMBER 2024

resource isolation. For clear identification, MTDA assigns a
unique Tenant ID to each tenant and associates tenant requests
with their corresponding virtual channels through tenant ID allo-
cation. Virtual channels are isolated from each other, effectively
preventing unnecessary interference or interaction among ten-
ants. The offloading requests will be received through dedicated
Virtual Functions (VFs) and inserted into the appropriate virtual
channel based on the assigned Tenant ID. Subsequently, these
requests are submitted to suitable hardware computing units,
such as various hardware accelerators or multicore processors,
for execution.

2) Credit model: Based on the principles of credit-based
scheduling, a technique widely employed to ensure fairness in
CPU resource allocation within the Xen hypervisor [34], we
extend the concept to facilitate fair DPU resource allocation in
MTDA. We introduce a credit-based resource allocation model
that abstracts DPU computing resources into credits. These
credits are distributed fairly among tenants, taking factors such
as the number of requests, the quantity of hardware accelerators,
and the number of programmable processors into consideration.
Inspired by the findings in study like [35], which indicate that
hardware resources allocated to virtual machines (VMs) tend to
follow an exponential distribution, we express the credit value
assigned to Tenanti as follows:

Crediti =
e
∑M

t=1ACCi
t × eCMi +Reqi

e
∑M

t=1ACCt × eCM +
∑N

j=1Reqj

× CREDIT,

(7)
where Reqi represents the number of requests from Tenanti’s
virtual channel, and CREDIT means the total amount of
credits, i.e., the abstraction of the overall hardware resources
in DPU.

According to (7), we quantify the hardware resources to be
allocated or transferred as the number of credits changes (i.e.,
the amount of credits increases or decreases). By predicting the
credit weight of each virtual channel, we assign proper time
slices to each tenant and achieve efficient time division multi-
plexing of physical hardware resources. However, the required
context switches might result in increased latency. Therefore,
if the available multicore processors can satisfy the tenant
demands, we allocate certain amounts of cores to each tenant
to avoid frequent context switching. Through credit allocation,
DPU resources can be fairly exploited by all tenants, effectively
alleviating DPU resource competition among tenants.

D. Traffic-Aware Scheduling

The credit-based resource allocation model effectively as-
signs the necessary hardware resources to each tenant based on
their requirements. However, system performance can be further
improved with an appropriate scheduling algorithm. Consid-
ering different tenants have various traffic characteristics, and
even the traffic of the tenant itself will change dynamically over
time in different periods, we design a traffic-aware scheduling
algorithm to apply to this situation.

The traffic-aware scheduling framework encompasses two
principal components: the Monitoring Unit and the Reallocating

Algorithm 1: Credit Reallocation Algorithm.
EXPIRED: The current scheduling period ends and there are
remaining credits

EXHAUSTED: All credits are exhausted and new requests
arrive
1) int CreditReallocation(int ∗req, int ∗acc, int ∗core)
2) if EXPIRED then
3) currentCredit = credit;
4) else if EXHAUSTED then
5) /* Trigger the credit reallocation process based on

(7) */
6) credit = creditAllocation(req, acc, core);
7) currentCredit = credit;
8) end if
9) return currentCredit;

10) End

Unit. The monitoring unit monitors the entire credit allocation
process and records the status of virtual channels. Tenant queues
will become inactive when one of the following conditions are
met: 1) EXPIRED: the allocated credits will expire by the end
of a scheduling period, 2) EXHAUSTED: all credits in the
tenant’s virtual channel are exhausted and new requests arrive.
These indicators will be provided as the input of the second
Reallocating Unit, as shown in Algorithm 1. EXPIRED and
EXHAUSTED denote the two conditions for deactivating a
queue, and currentCredit[i] means the current credit value of
Tenanti. If the reason for queue deactivation is EXPIRED, we
consider there are remaining credits for each tenant and renew
the value of current credits as the last scheduling period (Step 1
to 3). However, if the reason for deactivation is EXHAUSTED,
we regard the tenant application to have been too high-intensity,
i.e., the request generation rate becomes higher and triggers the
credit reallocation process according to (7) (Step 4 to 10).

The procedure of traffic-aware fair scheduling is depicted in
Algorithm 2. Overall, in order to adapt to the traffic dynamicity
and achieve fair DPU resource allocation, MTDA takes the
actual resource requirements of each tenant as crucial inputs
and generates optimal fair resource allocation results. The time
complexity of Algorithm 2 is O(N ·max(Reqi)), where N is
the number of tenants, and max(Reqi) represents the maximum
number of tenant requests Reqi. The main steps are as follows.
MTDA traverses the virtual channel of each tenant, if spare cred-
its and pending requests exist, the algorithm dispatches requests
from the virtual channel and decreases the corresponding value
of req[i] and currentCredit[i] (Step 1 to 6). Otherwise, if all
the credits of Tenantsi are exhausted or the current scheduling
period ends, MTDA sets the corresponding indicators as 1,
triggers the credit reallocation process, and continues to the next
scheduling period (Step 7 to 21).

IV. IMPLEMENTATION AND DISCUSSION

In this section, we present the implementation details of the
MTDA framework on the BlueField-2 DPU platform and discuss
the architecture independence and portability of MTDA.
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Algorithm 2: Traffic-Aware Fair Scheduling Algorithm.

Input: Request number of each tenant req[N ], accelerator
dependency acc[N ][M ], and multicore processor
occupancy core[N ]

Output: Fair resource allocation results credit[N ]
1) for i = 1 to N do
2) while req[i] > 0
3) if currentCredit[i] > 0 then
4) /* Dispatch requests from the virtual channel */
5) req[i]−−;
6) currentCredit[i]−−;
7) else
8) /* All the credits of Tenant[i] are exhausted */
9) EXHAUSTED = 1;

10) credit = CreditReallocation(req, acc, core);
11) /* Continue the next scheduling round */
12) return credit;
13) end if
14) end while
15) end for
16) /* By the end of the scheduling period */
17) EXPIRED = 1;
18) credit = CreditReallocation(req, acc, core);
19) /* Continue to the next scheduling period */
20) return credit;
21) End

MTDA implementation on BlueField-2 DPU: BlueField-2
DPU is the latest generation DPU product of NVIDIA, which
belongs to the SoC-based designs. It is equipped with eight
64-bit ARMv8 A72 cores, 16 GB of DDR4 RAM, 64 GB of
on-board eMMC Memory, and a variety of specific hardware
accelerators, which allows us to install an individual operating
system to flexibly deploy the offloaded applications or proto-
cols. In this paper, we install Ubuntu 20.04 as the operating
system and implement the MTDA protocol in Data-Center-
Infrastructure-On-A-Chip-Architecture (DOCA) [36] which is
a highly programmable SDK development platform tool for
NVIDIA-Mellanox’s DPU. Both the core component and ap-
plication development of MTDA are implemented using the
C programming language with a total of 11480 lines of code
(LOC). Specifically, we develop four applications for experi-
mental evaluation, including real-time analytics, flow monitor,
IPv4 router, and firewall, with 2292 LOC, 2431 LOC, 1348 LOC,
and 1219 LOC respectively.

Architecture independence and portability discussion: Al-
though MTDA is implemented on BlueField-2 DPU in this
paper, it can also be suitable for other DPUs because specific
hardware accelerators are the essential components. In addition,
the core component of MTDA is platform agnostic. While we
implement it in DOCA currently, we can easily extend MTDA
to other SoC-based DPUs, such as MIPS architecture, or port it
to FPGA-based DPUs. Moreover, we might also apply MTDA
to other architectures in multi-tenant scenarios in addition to
DPUs, which will be explored in our future work.

V. EVALUATION

In this section, we run a set of experiments to evaluate the per-
formance of MTDA on our BlueField-2 DPU platform by using
a variety of workloads we have mentioned in Section II-C, which
demonstrate that MTDA has several advantages in throughput,
latency, fairness, and stability compared with other offloading
methods, including Native DPDK, iPipe [3], FairNIC [11], and
LogNIC [12]. We also implement them on the BlueField-2 DPU
for comparison.

A. Experimental Setup

1) Experimental platform: Similar to FairNIC [11], we also
emulate a simple cloud environment with two Intel servers,
which are equipped with an NVIDIA BlueField-2 25-Gbps DPU
and a regular Intel E810 25-Gbps NIC respectively. Both of them
support an Intel 8171M 52-core processor running at 2.6 GHz,
128 GB RAM, and 512 GB NVMe SSD. We install Ubuntu
20.04 in the servers and instantiate tenants in VMs by KVM
and SR-IOV. The server with regular NIC is used to generate
workloads of different formats by DPDK Pktgen [37], and
connected to the server with BlueField-2 DPU via an SFP28
cable.

2) Workloads: We select four typical data center applications,
that present both compute-intensive and memory-intensive be-
haviors to fully evaluate the heterogeneous platform.

Real-time Analytics: Real-time analytics (RTA) [10] is a data
processing approach that involves real-time analysis and extrac-
tion of valuable insights and patterns from extensive datasets.
Significant data ingestion and processing make it compute-
intensive. Additionally, as it involves large volumes of data
access and management, RTA is also memory-intensive.

Flow Monitor: Flow Monitor [25] performs the capture and
analysis of network flows, with the primary goal of identifying
abnormal traffic patterns and network issues. It offers real-time
insights into network performance and security. Notably, this
process is highly memory-intensive, especially when dealing
with substantial volumes of network data.

IPv4 Router: IPv4 router [26] is responsible for routing IPv4
packets through the internet. It functions by receiving packets
and forwarding them from the source address to the intended
destination. Complex operations like packet forwarding and
address translation make it compute-intensive.

Firewall: Firewall [27] involves the inspection and filtering
of network traffic to enforce security policies. This operation
is computationally intensive because it involves analyzing each
incoming packet for potential security threats and comparing it
against a set of predefined rules to determine whether it should
be allowed or blocked.

Workload Configuration: To comprehensively assess
MTDA’s performance, we expand the number of tenants
from 1 to 8 and design two sets of workloads (balanced and
unbalanced workloads). In the cloud computing environments,
it is common for VMs holding aggressive applications (e.g.,
video, Hadoop) with relatively high request arriving speeds,
to run together with VMs holding non-aggressive applications
like web and mail [38]. To simulate this common situation,
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Fig. 4. Throughput of balanced workload.

Fig. 5. Throughput of unbalanced workload.

TABLE IV
CONFIGURATION OF BALANCED AND UNBALANCED WORKLOADS

we assign different request generation rates to tenants under
unbalanced workloads. The configuration details are outlined
in Table IV. We deploy specific applications on each tenant and
allocate varying traffic generation rates for them in the case of
unbalanced workloads.

B. Throughput

We first evaluate the overall system throughput under bal-
anced and unbalanced workloads. Experimental results in dif-
ferent packet sizes are shown in Figs. 4 and 5.

Since resource allocation strategy is not triggered in scenarios
involving a single tenant, MTDA achieves similar throughput
compared with other methods, as shown in Figs. 4(a) and 5(a).
Moreover, with the increase in packet size, the overall system
throughput generally exhibits an increasing trend. iPipe requires
additional resource overhead to manage migration tasks between
hosts and DPUs, which inevitably impacts its performance.
While FairNIC demonstrates reasonable performance when
confronted with balanced workloads, it exhibits unsatisfactory
performance in scenarios involving unbalanced workloads due
to its adoption of static resource partitioning strategies. LogNIC
abstracts offloaded programs as directed acyclic graphs and
makes resource allocation decisions based on factors such as
computation transfer overhead and potential queueing delay.

However, it overlooks the actual resource requirements of each
tenant. Overall, when dealing with multiple tenants, MTDA
presents a superior performance of throughput than the other four
methods, especially for unbalanced workloads. Take Fig. 5(c) as
an example, MTDA improves the throughput by up to 101.2%,
143.2%, 36.1%, and 41.7% respectively compared to DPDK,
iPipe, FairNIC, and LogNIC. This significant enhancement
in throughput is attributed to MTDA’s unique characteristics.
Through the implementation of independent virtual channels,
MTDA effectively mitigates resource competition among ten-
ants and provides optimized system performance.

C. Latency

Figs. 6 and 7 provide a comprehensive evaluation of latency in
both balanced and unbalanced workloads. They show a similar
trend as the experimental results of throughput. As shown in
Fig. 7, for the four tenants operating under unbalanced work-
loads, as the packet size increases from 256B to 1500B, the
latency gradually decreases for all five methods. This trend is
primarily due to the decrease in the number of packets pro-
cessed per second as the packet size grows. MTDA consistently
maintains the lowest latency across various packet sizes and
reduces the latency by up to 50.3%, 58.9%, 26.6%, and 29.4%
respectively compared to DPDK, iPipe, FairNIC, and LogNIC.
The reason is that MTDA guarantees the appropriate allocation
of hardware resources based on the individual requirements of
each tenant, thereby reducing queueing delay and request pro-
cessing time. The performance experimental results underscore
MTDA’s capability to achieve nearly line-rate processing within
multi-tenant environments.

p99 tail latency: For generic cloud applications such as so-
cial networking or search, the end-to-end latency is primarily
determined by the slowest operations, which are often referred
to as the request tail latency [39], [40]. In this subsection, we
measure the tail latency at the 99th percentile for four tenants
under the packet size of 1024B, results are displayed in Fig. 8.
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Fig. 6. Latency of balanced workload.

Fig. 7. Latency of unbalanced workload.

Fig. 8. p99 tail latency of each tenant.

iPipe effectively reduces the tail latency by directing requests
into a DRR runnable queue when latency exceeds the pre-defined
threshold. However, compared with DPDK, iPipe, FairNIC, and
LogNIC, MTDA significantly lowers the tail latency by up to
36.8%, 20.0%, 36.4%, and 21.2% respectively. Through re-
source isolation and fair allocation, MTDA alleviates significant
queue build-up caused by resource contention, leading to re-
duced end-to-end response times and enhanced user experience.

To further validate MTDA’s latency-reduction capabilities,
we assess the overall system p99 tail latency for four tenants
across various packet sizes. As illustrated in Fig. 9, we achieve
up to 23.5%, 14.5%, 16.7%, and 15.4% 99th percentile latency
savings compared to DPDK, iPipe, FairNIC, and LogNIC, re-
spectively. The results not only emphasize the effectiveness of
MTDA but also point to its potential in addressing real-world
cloud computing challenges where latency and response times
are critical metrics.

D. Fairness

In this subsection, we evaluate the fairness index of DPDK,
iPipe, FairNIC, LogNIC, and MTDA according to (1) and (3),
respectively.

Fig. 9. Overall system p99 tail latency.

First of all, we measure the results of the fairness index
Fair1, which depicts the difference between the expected
weight and the actual weight of Tenanti, with a lower value
of Fair1 indicating superior fairness. Take the throughput
of DPDK and MTDA in Fig. 4(c) as an example, for the
balanced workload, the expected weight W ep should be
equal to [1/4, 1/4, 1/4, 1/4], and the actual throughput of
DPDK and MTDA is (4.349, 3.284, 3.273, 4.439) and (5.288,
5.342, 5.343, 5.045) respectively. So we can calculate the
measured weights of DPDK and MTDA, which are W real

dpdk =
[4.349/15.345, 3.284/15.345, 3.273/15.345, 4.439/15.345] =
[0.283, 0.214, 0.213, 0.289] and W real

mtda = [5.288/21.018,
5.342/21.018, 5.343/21.018, 5.045/21.018] = [0.252, 0.254,
0.254, 0.240] respectively, and obtain the fairness index
Fairdpdk1 = 0.145 and FairMTDA

1 = 0.02.
Fig. 10 illustrates the results of Fair1 of five methods for

the balanced workload in the packet size of 1024B. It can be
observed that fairness gradually decreases as the number of
tenants increases. This trend may be attributed to the intensified
resource competition among tenants as their numbers grow.
Since each tenant will receive fewer resources, leading to a
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Fig. 10. Fairness index results of Fair1, which depict the difference between
the expected weight and the actual weight of Tenanti, with a lower value of
Fair1 indicating superior fairness.

Fig. 11. Fairness index results of Fair2, which denote the ratio of the
minimum and maximum slowdowns, where a higher value indicates better
fairness.

less fair resource allocation. Compared with DPDK, iPipe, and
LogNIC, the fairness index of MTDA is improved by up to
98.8%, 99.0%, and 98.4% respectively for multiple tenants.
Although MTDA obtains a similar fairness result to FairNIC
for two tenants, it promotes the fairness index by 98.3%, and
82.3% for three and four tenants respectively. This improvement
is due to the static resource allocation strategy in FairNIC, which
fails to meet the diverse resource requirements of multi-tenants.
In contrast, through the credit-based model and traffic-aware
scheduling, MTDA dynamically allocates computing resources
based on the actual needs of tenants, thereby reducing the weight
deviation between ideal and reality.

To demonstrate the benefits of MTDA in reducing inter-tenant
interference, we further measure the results of the fairness index
Fair2 , which denotes the ratio of the minimum and maximum
slowdowns, where a higher value indicates better fairness. Re-
sults of four tenants under various packet sizes are depicted in
Fig. 11. We improve the fairness index by up to 29.6%, 44.4%,
26.3%, and 21.4% respectively. MTDA divides offloading re-
quests from multiple tenants into independent virtual channels
and effectively alleviates the performance slowdown caused by
resource contention and mutual interference.

E. Stability

To demonstrate that MTDA has stable performance, we eval-
uate the stability of DPU resource allocation by measuring
the throughput of three tenants in 45 seconds for balanced

workloads. The packet size is set to 1024B. Fig. 12 presents
the experimental results. As shown in Fig. 12(a) and (b), DPDK
and iPipe reveal significant throughput fluctuations over time.
This instability can be problematic for maintaining consistent
performance levels. For FairNIC, while its throughput remains
stable due to the strict resource isolation, Tenant 1’s performance
(indicated by the blue line in the figure) experiences a notable
drop in performance due to its static resource allocation. Log-
NIC achieves performance isolation by partitioning computing
resources into virtual instances. However, tenants fail to attain
optimal performance due to unfair resource allocation. MTDA,
on the other hand, not only ensures stable performance but
also accomplishes nearly line-rate packet processing within the
multi-tenant environment, as shown in Fig. 12(e).

Stability under burst traffic: Unexpected burst traffic is a
common phenomenon within the data center environment, pre-
senting a potential risk of packet dropping and serious perfor-
mance degradation [41]. To assess the efficiency of MTDA under
extreme workload conditions, we measure the p99 tail latency
fluctuations over 30 seconds under four tenants. As shown in
Fig. 13, we initially employ a lightweight workload and intensify
it at the 8th second to emulate a burst traffic situation. DPDK,
FairNIC, and LogNIC experience noticeable latency increments
since they all employ static resource allocation policies, which
lack robust adaptive mechanisms capable of dynamically ad-
dressing unexpected situations. iPipe pushes requests to the DRR
runnable queue when the tail latency exceeds the pre-defined
threshold, effectively alleviating the surge in tail latency. How-
ever, it introduces additional request migration overhead. In con-
trast, through traffic-aware scheduling and credit reallocation,
MTDA demonstrates an effective response to burst traffic and
unexpected scenarios, providing stable tail latency levels and
enhanced overall performance.

F. Overhead of MTDA

To achieve stable and fair DPU resource allocation, MTDA
introduces an independent virtual channel for individual ten-
ants and implements a credit-based resource allocation model.
The evaluation experiments demonstrate that MTDA effectively
alleviates resource competition, and provides stable and en-
hanced performance. However, credit allocation and traffic-
aware scheduling require continuous monitoring of the whole
request processing and collection of relevant information men-
tioned in Section III-C. MTDA might also introduce some
additional overhead and potentially impact the overall system
performance.

To measure the overhead introduced by MTDA, we man-
ually adjust the resource allocation strategies among tenants
to achieve the possible optimal performance and compare it
with MTDA. Fig. 14(a) show the throughput of MTDA and the
manually-tuned version in the packet size of 512B varying the
number of tenants from 2 to 4. Fig. 14(b) displays the average
latency. As illustrated in the figure, when compared to the
manually-tuned results, MTDA reduces the throughput by less
than 4.9% and increases the latency by no more than 5.2%. We
also evaluate the additional CPU cores and memory utilization
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Fig. 12. Stability of DPU resource allocation in 3 tenants.

Fig. 13. Stability under burst traffic.

induced by MTDA, as shown in Fig. 14(c). MTDA exhibits a
modest increase in CPU and memory usage, with an average
rise of 3.3%, and 1.4%, respectively. The experimental findings
indicate that the additional overhead caused by MTDA’s fair
resource allocation and traffic-aware scheduling is acceptable,
in terms of both performance impact and implementation costs.

VI. RELATED WORK

DPU acceleration: Researchers have done a lot of work
to explore the potential of SmartNIC across various domains,
including network [4], [5], [6], [42], [43], [44], storage [7],
[8], [9], [45], [46], [47] and computation [3], [10], [48], [49]
acceleration.

For reducing network overhead, AccelTCP [4] employs
SmartNIC to accelerate the TCP protocol, offloading complex
TCP operations like connection setup and teardown to free up
valuable CPU cycles. Lynx [5] introduces an accelerator-centric
network server architecture that offloads server data and control
planes to the SmartNIC. UNO [6] studies how to make network
function placement decisions between the NIC and the host.
FlexNIC [42] provides a flexible DMA interface for network I/O,
enabling operating systems and applications to offload stateless
packet processing tasks. Clara [43] generates automated of-
floading insights for network functions, extracting features from
network functions and predicting their performance character-
istics on SmartNIC using machine learning techniques. Flex-
TOE [44] offloads all TCP data-path processing to SmartNIC
and leverages the fine-grained parallelization of TCP data-path
and segment reordering for exceptional performance.

To relieve cloud providers from heavy storage tax burden,
LeapIO [9] presents a novel cloud storage stack that leverages
ARM-based co-processors to offload complex storage services.
LineFS [7] decomposes distributed file system (DFS) operations

into execution stages that can be offloaded to a parallel data-path
execution pipeline and offloads CPU-intensive DFS tasks like
replication, compression, and data publication. Xenic [8] es-
tablishes a SmartNIC-optimized transaction processing system,
and employs a co-designed data store distributed between the
NIC and x86 host to enhance communication flexibility and
efficiency. AINiCo [45] proposes an intelligent transaction pro-
cessing system, which schedules transaction requests to different
CPU cores to minimize inter-transaction contention.

In addition, researchers have also proposed several methods
to make full use of the substantial computing resources on
SmartNIC and move computation tasks onto it. Floem [10]
provides a flexible programming system that simplifies the de-
velopment of network applications. It offers a unified framework
for implementing applications distributed between the CPU and
NIC. iPipe [3] explores the computational capabilities of mul-
ticore SoC SmartNICs and proposes an actor-based framework
for distributed application offloading to achieve host CPU and
latency saving. E3 [48] offloads microservice-based applications
to SmartNIC-accelerated server systems for energy efficiency.

To further optimize CPU resource allocation and alleviate
the heavy data center tax burden, MTDA offloads generic data
center tasks for multiple tenants and fairly allocates DPU internal
resources according to their specific demands.

Task scheduling and resource allocation: To make full use of
the multicore processors on DPU, several studies have concen-
trated on task scheduling and core allocation. IX [50] presents an
operating system that separates the control plane from the data
plane. The core of the IX control plane is a dynamic controller
that adjusts the number of cores allocated to applications by
monitoring CPU utilization. ZygOS [51] implements a work-
conserving scheduler, introducing a single-producer, multiple-
consumer shuffle queue for each core. This design allows idle
cores to aggressively steal pending events. However, work steal-
ing is not free and has associated costs. Shinjuku [52] imple-
ments preemptive scheduling at the microsecond scale, aided
by hardware support for virtualization. It leverages preemption
to select c-FCFS for low dispersion workloads and PS for all
other cases based on observed service times. iPipe [3] proposes
a hybrid scheduler that combines FCFS and DRR. Heavy-weight
actors are executed on DRR cores, while lightweight actors run
on FCFS cores. These studies primarily aim at the allocation of
multicore processors and scheduling requests among multiple
cores within DPUs. In contrast, MTDA focuses on multi-tenant
deployment and scheduling resources among tenants including
both cores and accelerators.

Authorized licensed use limited to: HUNAN UNIVERSITY. Downloaded on January 03,2025 at 03:09:08 UTC from IEEE Xplore.  Restrictions apply. 



3982 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 17, NO. 6, NOVEMBER/DECEMBER 2024

Fig. 14. Overhead of MTDA.

Multi-tenancy isolation: With the expansion of data centers,
cloud providers have started to deploy services on a shared
DPU, leading to increased competition for available hardware
resources. Researchers have proposed several solutions to al-
leviate the competition and provide cross-tenant performance
isolation. λ-NIC [13] aims to run serverless workloads (lambda)
on SmartNICs. To achieve isolated memory access, it maps
lambdas across different memory hierarchies within NICs based
on their memory-access patterns. FairNIC [11] focuses on strict
performance isolation, it isolates typical packet processing, core
cycles, shared memory, and fixed-function coprocessor access.
However, this static partitioning approach fails to adapt to the
diverse performance requirements of multi-tenants, especially
when their workloads are unbalanced. PANIC [33] enables
priority scheduling on FPGA-based SmartNIC, utilizing a new
hardware-based priority queue called PFIO, and allocates band-
width according to flow priorities. Different from the above-
mentioned approaches, MTDA aims at alleviating resource com-
petition and achieving fair resource allocation based on the
specific resource requirements of each individual tenant.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have proposed an efficient and fair DPU
offloading method for multi-tenants called MTDA. It divides
the unified management of all offloading requests into virtual
multi-channels to avoid internal competition and interference
of requests among tenants. By abstracting the DPU resources
to credit values according to a credit-based resource allocation
model, MTDA achieves the fair allocation of DPU resources
for each tenant based on its actual needs. After the resource
allocation, a traffic-aware scheduling algorithm is designed to
dynamically submit each tenant’s requests to hardware acceler-
ators for execution. Evaluations using four typical data center
applications show that MTDA increases the throughput by up
to 101.2%, 143.2%, 36.1%, and 41.7%, lowers the latency by
up to 50.3%, 58.9%, 26.6%, and 29.4%, improves the fairness
by up to 98.8%, 99.0%, 98.3%, and 98.4%, and provides more
stable performance for multi-tenants, compared with DPDK,
iPipe, FairNIC, and LogNIC.

Future work: In the current design, we primarily focus on
the fair allocation of computing resources, including multi-core
processors and hardware accelerators. However, it is essential to
acknowledge the significance of other critical resources within

data centers. For instance, research Falloc [32] and SoftBW [23]
highlight the importance of fair network bandwidth allocation. In
future work, we aim to extend MTDA to ensure the fair allocation
of other key resources, such as on-board memory and bandwidth.
Additionally, our research effort is primarily conducted on a
typical SoC-based DPU platform Nvidia BlueField-2. However,
as a software-level design, we can easily extend MTDA to other
SoC-based options such as the Cavium LiquidIO. Moreover,
given the platform-agnostic nature of MTDA’s core architecture,
we also have the potential to extend MTDA to other types of
DPUs, such as FPGA-based DPUs, or even other architectures
within multi-tenant scenarios. We intend to pursue these exten-
sions and explorations in our future work.
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