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D2OP: A Fair Dual-Objective Weighted Scheduling
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Abstract—In times of the Internet of Everything (IoE), the
power of the Internet is growing exponentially, followed by
a surge in the number of network requests. The conflict
between people’s high requirements for the Quality of Experience
(QoE) and limited computing resources are becoming increas-
ingly prominent. Therefore, an appropriate offloading method
is required to better ease this conflict. In this article, a highly
efficient scheduling architecture of information processing under
the big data flow of the IoE is proposed to enhance the schedul-
ing performance. First, we construct a dual-channel processing
model to describe the entire data flow and node devices. Second,
we carefully consider the choice of the weighting method to
better find a balance between dual objectives. Third, a dual-
objective deep Q-network (DQN)-based offloading algorithm
with principal component analysis weighting method (D2OP) is
proposed to collaboratively minimize task response time and
machine load in a more reasonable allocation. To verify the
performance of the D2OP, a series of experiments are conducted
from multiple angles. The experimental results demonstrate its
better performance than the three comparison algorithms in
reducing response time, load balance, and increasing task success
ratio.

Index Terms—Collaborative optimization, deep Q-network
(DQN), Internet of Everything (IoE), principal component anal-
ysis (PCA), service-level agreement (SLA), task offloading.

I. INTRODUCTION

W ITH the research and development of fifth-generation
(5G) technology, we have entered the Internet of

Everything (IoE) era. Tens of thousands of devices are con-
nected to the network, in addition to traditional devices such
as mobile phones, computers, and printers, also including
smart home devices, private vehicles, public facilities, and so
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on [1]. This has greatly increased the value of the Internet and
enriched our lives, but it also means an explosive growth in
the number of network requests. In the face of such a large
number of requests, the local computing power is insufficient
to cope. Therefore, we need to offload partial tasks to a place
where many computing resources are gathered, which is task
scheduling [2], [3].

Benefiting from the great progress in hardware technol-
ogy, edge technology has emerged as a supplement, filling
the insufficiency and relieving the pressure of cloud com-
puting (CC). A better advantage of mobile-edge computing
(MEC) is that it has a faster response to tasks, because of
its nearby deployment characteristics. However, even in the
face of relatively abundant computing resources, it is also cru-
cial to develop an appropriate scheduling strategy [4]. While
ensuring the quality of processing, it is also essential to find a
better balance among conflicting optimization targets [5], [6].
Only by better coordinating the relationship between com-
puting resources and tasks can satisfactory results be
achieved [7].

Many solutions have been proposed for scheduling prob-
lems in the MEC environments. The optimization problem in
large-scale task scenarios is an NP-hard problem, and solu-
tions based on the optimization theory may take a long time to
design strategies. Heuristic algorithms are also widely used to
design a low-complexity strategy [8], but they often lack cer-
tain theoretical support, and the performance of the algorithm
is difficult to guarantee. With the rise of artificial intelligence,
many solutions based on deep learning have been applied to
many fields, such as natural language processing, automatic
driving, and medical applications [9], [10]. However, the inher-
ent characteristics of deep learning require a large number
of prior samples to be put into model training, which lim-
its the scope of application. Furthermore, the trained model
cannot correct the results in time according to the environ-
ment, which means that the entire model must be retrained for
each local change. In the face of simultaneous optimization of
multiple objectives, some studies are simply subjective weight-
ing. However, there is an overlap between the information
that each target depends on, which cannot ensure the full use
of information. Therefore, an effective solution that compre-
hensively considers the scenario requirements of big data, the
environmental adaptability of the model, and the weight trade-
off between objectives are proposed in this article. Taking the
environment status as the system’s input, an effective schedul-
ing scheme can be obtained quickly after sampling training.
This method has better adaptability.
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In this article, our target is to simultaneously optimize the
response time and machine load. Among them, response time
is based on the user’s perspective. To assure users’ Quality
of Experience (QoE) [11], [12], a service-level agreement
(SLA) constraint is considered, setting the deadline for task
finish. If the finish time is later than the deadline, we treat
this allocation as a failure. Another objective is to balance
the load [13], [14] of all computing nodes as much as pos-
sible, based on the service provider’s perspective under the
premise of guaranteeing response time. Reaching the state of
service load balance (SLB) could improve responding speed
by decreasing extra waiting time and, thus, reduce network
congestion. Nevertheless, it could also avoid the situation in
which only a few machines keep working while some have
been idle for a long time. This makes a waste of resources, and
it is adverse to centralized management of resources. However,
only paying attention to user needs will result in the idleness of
low-performance machines and the nonstop operation of high-
performance machines. In contrast, it will make the response
too slow, and the user cannot bear it. Therefore, taking into
account the needs and contradictions of the two is the problem
studied in this article [15], [16].

Thus, a novel offloading algorithm is proposed to provide
a solution for this problem, called the dual-objective deep
Q-network (DQN)-based offloading algorithm with the prin-
cipal component analysis (PCA) weighting method (D2OP).
The main contributions in this article are as follows.

1) We construct a novel scheduling model in the IoE envi-
ronment. This model contains a dual-channel design to
reflect the actual scheduling situation.

2) We model the scheduling problem in the IoE environ-
ment as a Markov decision process (MDP) problem and
propose a solution based on deep reinforcement learning
(DRL).

3) We integrate the thoughts of parallel and distributed
to propose the D2OP algorithm, based on the DRL
method, the solution with response time and workload
as optimization goals, and to design the feedback of the
system.

4) We design a series of experiments to verify the
performance of D2OP, and the simulation result shows
a better exhibition compared to other machine learning
(ML) algorithms.

The remainder of this article is organized as follows.
Section II describes the current state of research in this field.
Section III introduces the system’s entire model and several
submodels. Section IV analyzes the proposed D2OP algo-
rithm in detail. Section V presents a series of performance
verification experiments of the proposed algorithm. Finally,
we summarize the whole article and mention possible future
research directions.

II. RELATED WORK

Presently, some scientists have also discovered the defect
of the imbalance in the development of hardware and the
massive data processing capacity and have performed many
studies in this field [17], [18], [19], [20]. This section reviewed

four aspects: 1) architecture; 2) objective; 3) weighting; and
4) method. Table I analyzes the comparison between some
typical study and this work in four aspects.

A. System Architecture

Chen et al. [21] developed a new advanced method
based on the whale optimization algorithm. The algorithm
converges faster and with higher convergence accuracy.
Abdel-Basset et al. [22] suggested a meta-heuristic algorithm
in fog computing, with outstanding effects in many aspects.
Mohanraj and Santhosh [23] proposed a novel approach in
a multicloud environment with a conspicuous improvement in
many facets. Liu et al. [24] studied the impact of different load-
based degree methods on system performance, and proposed a
scheduling model for cloud manufacturing. Simulation exper-
iments showed that assigning higher priority to tasks with
heavy loads could improve service utilization. Teng et al. [25]
transformed the scheduling problem between multiple servers
under MEC into a noncooperative game, and proposed the
solutions of a distributed scheme and a centralized scheme,
respectively, showing good performance in multiple indicators.

Most of the above-mentioned studies considered scenarios
of task scheduling in multiple environments, and they all raised
corresponding models. However, according to real application
scenarios, we additionally take the dual-channel conception
into account in this article, which considers the heterogeneity
of resources.

B. Objective Optimization

Wang et al. [26] proposed a HetMEC structure, a het-
erogeneous multilayer structure for processing. The solution
proposed on this basis had a good representation in reduc-
ing task delay. Zhang et al. [27] considered a combination
scheme of scheduling and containerization. The proposed
scheme enormously boosted the efficiency of program exe-
cution. Yu [28] developed a credible and sensitive algorithm
in the cloud. The proposed algorithm vastly protected user
data and improved user satisfaction. Lee et al. [29] proposed
a mobility management scheme based on MEC, significantly
reducing latency, so users could use the service normally even
on the move frequently. Zhu et al. [30] considered the problem
of vehicle computing unloading under resource constraints,
and proposed a multiagent DRL scheduling scheme, which
has a good optimization effect on task processing delay.

The above-mentioned approaches have made obvious
progress in their target. However, most of them only consid-
ered a single goal. When compared with the complexity of
reality, there is often more than one goal, and the goals gener-
ally contradict each other. Thus, in this article, we consider a
scheduling situation with dual goals, response time, and SLB,
to get closer to real-world scenarios.

C. Weighting Method

Xu et al. [31] designed a new architecture in the cloud. The
architecture considered the situation of fault task recovery. On
this basis, they proposed a dynamic scheduling algorithm under
this architecture. Tong et al. [32] designed a deep Q-learning
task scheduling (DQTS) method to deal with the DAG task to
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TABLE I
TYPICAL STUDY ABOUT TASK SCHEDULING STRATEGIES

optimize makespan and SLB. The experimental results show
a great performance of the proposed algorithm compared with
a few algorithms in WorkflowSim. Chen et al. [33] proposed
an adaptive allocation method, aiming at enhancing energy
efficiency, reducing latency and dismissing rate, and it was
proved through experiments that good results had been obtained.
Zhou et al. [34] focused on saving energy and improving security
quality under the constraint of time, applying a mixed-integer
linear programming approach.

Most of the above-mentioned studies considered the multi-
goals in the scheduling process. However, they did not con-
sider joint optimization between goals or did not combine
multiple goals in an appropriate and objective weighted man-
ner through verification. In this article, we seriously consider
the combination between the goals and the way the weights are
given and, thus, select the best method through a comparison
of a variety of objective weighting methods.

D. Optimization Methods

Wang et al. [35] considered the problem of the long
delay of the cache server while ensuring the security of the
data cache in the MEC environment. Based on the greedy
algorithm, a secure decentralized data caching strategy was
proposed, which could effectively improve the cache hit rate
and reduce latency. Wang et al. [36] proposed a distributed
Q-learning-assisted power allocation algorithm for two-layer
heterogeneous networks, and studied fixed or variable learning
rates and different kinds of multiagent cooperation modes. The

simulation results verified the superiority of the proposed algo-
rithm. Sheng et al. [37] proposed a solution that considered
the coupling relationship between tasks and the allocation of
computing resources. The simulation results showed an obvi-
ous improvement in saving energy of 73.8% compared with
traditional schemes.

Most of the above-mentioned studies considered solving
scheduling problems in different scenarios through heuristic
methods or optimization theories. However, for complex large-
scale scenarios, the time cost of solving the problem cannot
be ignored. In this article, we consider methods incorporating
neural networks to enhance the adaptability of the algorithm to
large-scale scenarios. At the same time, the algorithm solution
time is not significantly improved.

III. OVERVIEW OF SYSTEM ARCHITECTURE

In this section, we will describe the particulars of this
research problem. After that, an overall architecture is given
for this specific problem, and we describe several submodels
around the problem. A summary of the main symbols involved
is as shown in Table II.

A. System Model

To more clearly describe the process from task submission
to finish, an offloading architecture in the IoE environment
(OIOE) is proposed in this article, as shown in Fig. 1.
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TABLE II
D2OP PARAMETER SETTINGS

Fig. 1. OIOE architecture of the system.

While a task is generated from the client side, it is transmit-
ted to the base station (BS) through wireless transmission. The
BS collects all tasks from the user and sends them to the MEC
through two fiber channels. This proposal, which can provide
a much better performance, builds multiple paths via different
interfaces and channels from the source to the destination and
builds multiple backup paths. Due to the limitation of trans-
mission resources, there is a process of waiting in line. In the
MEC, a task is executed on a specified machine depending
on a certain strategy. After executing, feedback based on two
objectives is returned to the broker, and the result is returned
to the client.

B. Submodels

1) Transmission Model: The transmission process is
divided into two stages. In the first stage, the BS collects tasks
sent by users, applying the frequency-division multiple access
(FDMA) protocol. In the second stage, the BS sends those
tasks to the MEC, applying the time-division multiple access

(TDMA) protocol. It is a wireless transmission from the user
to the BS with a wireless transmission rate, defined as

Awire = B log2

(
1 + Pmyi,j

NB + hi

)
(1)

yi,j = ϕi × g0 × (
d0/disti,j

)θ (2)

where B is the communication bandwidth. Pm is the emis-
sion power of the client. N is the noise power. yi, j is the
channel gain, and it can be obtained through (2). hi is the
interference. d0 is the reference distance. distj is the distance
between BS and client j. g0 is the path-loss constant. ϕi is the
fading channel power gain. θ is the path-loss exponent.

The process of transmitting data from the BS to the MEC
is transmitted through wired transmission and optical fiber.
To be in line with reality, a dual-channel is adopted in this
model, with a different configuration. Thus, considering these
two transmission stages, the total transmission time of task i
is defined as

T trans
i = Si

Awire
+ Si

Afiber
j

+ Twait. (3)

Si is the calculation size of task i. Afiber
j is the communication

rate of channel j, and the value of j is 0 or 1, which symbolizes
two different rate channels. Communication resources are not
endless. Therefore, when communication is tight, tasks need to
be queued to wait for the release of communication resources.
Twait is defined as

Twait = max
(

0, leifiber
j − Ocur

)
if choose fiberj (4)

where leifiber
j is used to record the available time of channel

j, and Ocur is the current time. If leifiber
j is earlier than Ocur,

it means the task could be transmitted directly without wait-
ing. Otherwise, the task should wait for transmitting until the
channel is free. The main service channel is preferred under
the same conditions.

2) Response Time Model: One of the objectives in this
model is T res, which relates to user satisfaction toward pro-
vides. T res is the time from task submission to the result
returning to the user, containing data transmission time, wait-
ing time in line, and calculation time on computing nodes. The
time when the task arrives at the MEC after the transmission
is defined as

Oarr
i = Osub

i + T trans
i (5)

where Osub
i is the submission time of user equipment (UE) i.

However, even if the task arrives at the MEC, it may not
be able to start execution immediately. Because of limited
computing resources, the current state of the machine is also
considered. The task can only be executed if the machine is
idle. The available time of the machine j is defined as

Oidle
j =

{
Osta, the first task in this VM
Olast

j , otherwise
(6)

where the Osta is the beginning time of machine operation,
and that of all machines are the same. The Olast

j is the finish
time of the last task executed on machine j.
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Considering two aspects, the task arrival time and machine
state, the earliest start time of task i on given machine j is
defined as

Oest
i =

{
Oarr

i , Oarr
i ≥ Oidle

j

Oidle
j , otherwise.

(7)

Thus, the earliest finish time of a task is the time to return
the calculation result to the client, which can be defined as

Oeft
i = Oest

i + Si

Amach
j

+ Tback
i (8)

where Amach
j is the calculation rate of machine j. Tback

i is the
time to return the result to the user. Because the result size is
generally small compared with the original, it is neglected in
this article.

To provide a better experience to users, an SLA constraint is
considered. All tasks that violate this constraint are observed
as failures. Therefore, a variable that limits task completion
deadline is adopted in this constraint, defined as

Oddl
i = Oarr

i + Si

Amach
slo

+ Tendu (9)

where the Amach
slo is the rate of the worst performing machine of

all machines. Tendu is a value of the longest waiting time that
the user could tolerate. We judge whether the task is successful
or not through the index Ivio, defined as

Ivio =
{

True, if Oeft
i > Oddl

i
False, otherwise.

(10)

Therefore, based on the above, the response time of task i
is defined as

T res
i = Oeft

i − Osub
i . (11)

3) Load Balancing Model: Another goal of this article is
to balance machine load as much as possible in a heteroge-
neous environment. For users, fast response and high service
quality are what they care about most. However, for service
providers, an ideal state is that the load on each machine is not
much different, which means full use of resources. So trying
to achieve the state of SLB is meaningful. Load is an index
revealing the overall working state of every machine, and the
load of machine j is defined as

Lcur
j = Llast

j + Si

Amach
j

(12)

where Llast
j is the load of machine j at the previous moment.

Therefore, the total load of a machine can be obtained as

Ltot
j =

n∑
i=1

Si

Amach
j

(13)

where n is the number of tasks that are executed on this
computing node.

4) Feedback Designing Model: Every time a task is exe-
cuted, feedback is given by the environment after execution.
The feedback expresses the level of intelligence of the current
decision. The larger the feedback value is, the more favorable
we consider the current decision to be. In this way, the system
could guide the broker to make strategies. The feedback R is
a weighted sum of our two goals, defined as

R = w1 × norResi + w2 × norLoadi (14)

where w1 and w2 are the weights of the task delay and load,
respectively. norResi and norLoadi are defined as

norResi = T res
i − T res

min

T res
max − T res

min
(15)

norLoadi = Li − Lmin

Lmax − Lmin
. (16)

Equations (15) and (16) perform standardized operations for
two goals. T res and Ltot are two indicators with different
dimensions. Thus, to avoid the result being affected by the
difference in their value ranges, these two values need to be
adjusted to a uniform magnitude.

C. Problem Description

In the IoE environment, terminal devices, such as
mobile phones, laptops, printers, traffic lights, vehicles with
autonomous driving technology, etc., can all be regarded as
users. Those devices that generate millions of requests do
not have enough ability to process them. Thus, these requests
would be transferred to the MEC for processing, where a large
number of computing resources are gathered. However, no
matter how enormous the resources there are, a reasonable
resource allocation is still needed to make full use of them
and, thus, satisfy users’ high demands. At a certain times-
tamp t, a series of requests J = (task1, task2, . . . , taskn) will
be emitted as an input. Each task contains specific attributes,
which can be described as taski = (ueId, taskId, Osub

i ,

Si, reqMemi, reqCpui, upSizei). A series of offloading policies
are output to simultaneously optimize task response time and
SLB.

A simple case to interpret the importance of scheduling pol-
icy is given below. Suppose that there are only two computing
nodes for processing, and multiple tasks arrive at different
time slots. Each task is executed in the form of an exclusive
task node during processing. We define each node computing
resource as 10 units, and that of required resources of Ti, Ti+1,
Ti+2, and Ti+3 as 20, 30, 10, and 12 units, which means their
processing durations are 2, 3, 1, and 1.2 s, respectively. As
shown in Fig. 2(a), when tasks are not crowded, the computing
resource is sufficient to process. In this case, each task can be
handled directly when it arrives, so which is no need to wait.
However, as the Internet develops by leaps and bounds, task
jams have become the norm. During peak periods, an outstand-
ing scheduling strategy is of paramount significance. Based on
the above, a new task arrives at 6 s. There are two possible
actions to deal with this task, yet they lead to completely dif-
ferent results, as shown in Fig. 2(b) and (c), respectively. The
policy in Fig. 2(b) only needs 1.5 s, and the whole schedule
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Fig. 2. Impact of two different scheduling strategies on performance. (a) Current workflow schedule. (b) Scheduling strategy. (c) Another scheduling strategy.

is finished at 7.5 s. However, the policy in Fig. 2(c) needs to
wait for 0.7 s, and finish at 7.9 s. Compared with the former,
T res of Ti+3 increases by 26.67%. Therefore, on the premise of
identical circumstances, varying scheduling policies could also
produce a significant impact on performance. To shorten the
response time, enhance users’ experience, and reach SLB as
much as possible, a feasible solution is considered to optimize
them simultaneously in this article. The objective function can
be expressed as

Min
a(t)

T res
i , Ltot ∀i ∈ {1, 2, . . . , n} (17)

s.t. h ≤ δ (18)
n∑

i=1

memi ≤ M (19)

n∑
i=1

cpui ≤ C. (20)

n is the number of tasks. h is the number of parallel tasks,
and δ is the number of parallel tasks that can be accepted.
memi and M are the memory required to perform the task
and the memory capacity of the hardware, respectively. cpui
is the required CPU capacity, and C is the CPU capacity of
the remote server.

D. Problem Complexity Analysis

The necessity of an appropriate scheduling scheme has
been elaborated on above. This section demonstrates that the
research problem is an NP-hard problem.

The problem studied in this article is to obtain an appropri-
ate scheduling policy, making full use of computing nodes in
a heterogeneous IoE environment. The task can be expressed
as ti = (crj, mri), representing the requirement for CPU and
memory resources. The computing node could be expressed as
cnj = (cj, mj), representing the CPU and memory resources
inherent in itself. The prerequisite for the successful execu-
tion of the task is that the assigned node must meet the
requirements cj ≥ cri and mj ≥ mri.

The knapsack problem refers to putting a bunch of objects
Oi into several containers Tj through different combinations
so that the remaining space of the container is as small as
possible. The collection of objects O = {Oi} is used as input,
and the placement strategy of objects and containers is used
as output. Each object could be expressed as Oi = (ari, hri),
representing the requirement for the cross-sectional area and
height of Oi. The container can be expressed as Tj = (aj, hj),
representing the cross-sectional area and height inherent in
itself. The object Oi can be placed in container Tj and must
satisfy aj ≥ ari and hj ≥ hri.

Task ti can be viewed as object Oi, and computing node cnj

can be viewed as container Tj. Thus, the problem of finding
a suboptimal scheduling policy can be transformed to pack
these objects into distinct containers. The target of making
full use of computing resources can be viewed as minimizing
the remaining space in the container, that is, using as few
containers as possible under the premise that all objects are
packed into the container. Assuming the computer hardware
configurations are the same, then the containers are all the
same size and, thus, the above problem can be reduced to the
knapsack problem. The knapsack problem is a known NP-hard
problem. Thus far, the original problem is an NP-hard problem.

IV. PROPOSED D2OP ALGORITHM

An approach that combines DQN and PCA is proposed to
provide a solution for the scheduling problem in a hetero-
geneous environment. In this section, first, we introduce the
underlying theory of the algorithm. Second, we introduce the
framework basis of the algorithm. Finally, the whole workflow
of the proposed algorithm is provided.

A. Machine Learning

The ML algorithm is divided into three categories: 1) super-
vised learning (SL); 2) unsupervised learning (USL); and
3) reinforcement learning (RL). SL learns from a large number
of labeled datasets. USL mines effective features in unlabeled
datasets, and is mainly used for data preprocessing such as
denoising and feature extraction. RL is a way of learning while
interacting with the environment.

Q-learning (QL) is a classical RL approach [38], [39]. The
core idea of QL is to construct a 2-D table and record all
possibilities in an exhaustive way. The Q-table is combined
with m×n, where m is the number of possible states, and n is
the number of optional actions. The Q-value is the expected
future reward that can be obtained when each action is taken
in each state. The Q-value transition equation of state s for
choosing action a is defined as

Qt+1(s, a) = Qt(s, a) + α

(
R + γ max

a′ Qt
(
s′, a′) − Qt(s, a)

)

(21)

Qtarg
t (s, a) = R + γ max

a′ Qt
(
s′, a′). (22)

R is the reward given from the environment to the broker.
R + γ maxa′Qt(s′, a′) is the actual Q-value as defined in (22),
and Qt(s, a) is the evaluation value. α is the learning rate,
which represents the learning step length of the network. γ is
the discount factor indicating the importance of future reward.
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However, a significant problem is that such an exhaustive
approach can lead to memory overflow when the task vol-
ume is large enough and the number of possible states is
excessively large.

To meet the needs of large-scale data, DQN introduces DL
based on QL to replace the function of Q-table and directly
obtains Q-value. This method avoids the shortcomings of the
two. Only a single DL or RL has its deficiency.

1) DL belongs to SL, which means it needs a large number
of labeled samples and is trained by judging the results
with the labels. There are great limitations in applicable
scenarios.

2) RL is a self-learning method, that can construct labels
of the data through reward values. However, this method
is not suitable for large-scale scenarios, owing to the
termination of storage.

3) Tasks are regarded as independent of each other in DL,
however, they are considered correlative in RL.

Even though combined with DL, DQN still retains the
nature of general RL, learning adaptively through interacting
with the environment. There are two networks in DQN, with
consistent structure but inconsistent parameters. One is the
current network with the newest parameters, used to get the
estimated value. Another is the target network with older
parameters, used to predict the real. In the beginning, there
are no samples to learn from, so there is a process of accu-
mulating samples. The environment enters the current state
s as the input of the current network EN. EN would output
the Q-value corresponding to each action, marked as Q(s, a).
The broker will adopt the action a corresponding to the largest
Q-value, and the environment changes from s to s′. Afterward,
a certain amount of samples is extracted from the pool D ran-
domly. In each sample, s enters EN, and s′ is distributed to
the target network TN as input, and the evaluation value Qeval
and the actual value Qtarg are gotten. The parameters of EN
update through the deviation between the two. For every cer-
tain number of iterations, parameters of TN would be updated
by copying the current network’s. The above two stages will
alternate continuously until reaching preset training times. The
network cannot be thought of as reaching convergence unless
the discrepancy between the target and evaluation becomes
quite small.

Combining the strong point of the two and making improve-
ments on this basis, DQN has three notable characteristics.

1) Using the value function approximation method to
replace the Q-table not only avoids the problem of
dimension explosion but also reduces the cost of search-
ing for the Q-table.

2) To break the correlation between samples in a continu-
ous period, an experience replay approach is introduced.
Every once in a while, the network will randomly distill
a certain number of samples from the pool.

3) The double Q-network mechanism avoids the
interference caused by the correlation between Qtarg
and Qeval and improves the stability of the network.

The pseudo code for DQN can be described in Algorithm 1.
The time complexity is O(PT), where P are the number of
episodes, and T is the number of timestamps.

Algorithm 1: DQN Algorithm
Input: Mobile user equipment
Output: Offloading strategy
Initial the environment and parameters;
Initialize the experience replay pool D and the two
neural networks ;

for preset number of iterations P do
Obtain the initial state s1 from environment;
for t = 1, T do

Get action a through ε-greedy approach;
Put (s, a) into the evaluation network EN, getting

Q(s, a) and R;
Transfer environment from state s to s′;
Add (s, a, R, s′) into D;
Choose a sample in D randomly, and put it into

EN and the target network TN;
Get Qeval and Qtarg by Eq. (22);
Calculate the divergence between Qeval and Qtarg

through loss function;
Update the parameters of EN;
Copy the parameters of EN to TN every k steps;

end
end

B. MDP

A change in one state is potentially linked to an infinite
number of previous states of the environment. It is difficult
to model the problem due to its complexity. Therefore, it is
necessary to simplify the problem model and assume that the
state transition has Markov properties. The Markov property
means that the current state is only related to the previous
state, but has nothing to do with any other state, defined as

Pa
ss′ = E

(
St+1 = s′|St = s, At = a

)
. (23)

MDP is a process with Markov properties.
MDP is an RL frame, as well as the cornerstone of all

theories of RL. The Markov reward process (MRP) is an
MDP with a reward, which can be represented by a five-tuple,
〈S, A, P, R, γ 〉. S is the collection of all possible states, rep-
resented through the state of every computing node in this
article. A is the collection of all actions, that is, which node
to be chosen to work. P is the probability of choosing action
a under state s. R is the feedback given by the environment
to the current decision. The sum of all future rewards starting
from time t Rt is defined as

Gt = Rt+1 + γ Rt+2 + · · · = �∞
k=0γ

kRt+k+1 (24)

where γ is the discount factor, which reflects the extent of
emphasis on future reward.

To represent the long-term value of a certain action, the
behavior value function of the policy π is defined as

Vπ (s) = Eπ [Gt|St = s, At = a]

= Eπ
[
Rt+1 + γ Rt+2 + γ 2Rt+3 + · · · |St = s, At = a

]
= Eπ

[
Rt+1 + γ (Rt+2 + γ Rt+3 + · · · )|St = s, At = a

]
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= Eπ
[
Rt+1 + γ Gt+1|St = s, At = a

]
= Eπ

[
Rt+1 + γ Vπ (St+1, At+1)|St = s, At = a

]
. (25)

In this way, the optimal policy π∗ is found by finding the
largest action-value function, defined as

Q∗(s, a) = Ra
s + γ

∑
s′∈S

Pa
ss′max

a′ Q∗(s′, a′). (26)

The solution to the problem is obtained by solving the equation
using the RL method. Therefore, the model complies with
the MDP.

C. Principal Component Analysis

According to (14), a method is needed for weighting two
goals. There are two types of multivariate statistical weighting
methods: 1) subjective weighting and 2) objective weight-
ing. However, to ensure the fairness and reasonableness of
the reward, an objective weighting method, PCA, is adopted.
PCA [40], [41] is a data analysis method that can extract
the main feature components of data. In real applications,
a problem is always accompanied by lots of related vari-
able factors, and these variables all reflect different degrees
of information. Our mission is to give these two goals an
equitable weight to better guide the broker’s decision making.

Treat the whole sample data as a 2-D matrix. Each row is a
sample record, and each column is a collection of the values
to an indicator of all samples. The idea of the PCA algorithm
is as follows.

1) Eliminate the dimension of the data because the two
objectives are different physical quantities, so their units
and value ranges are inconsistent. The data standardiza-
tion method uses min-max normalization, defined as

xi,j = xi,j − min
(
x1,j, . . . , xp,j

)
max

(
x1,j, . . . , xp,j

) − min
(
x1,j, . . . , xp,j

) (27)

Indj = {
xi,j

}
, i ∈ [0, n] (28)

where xi,j represents the value of the ith sample corre-
sponding to the jth index. Indj is the collection of the
value of all samples on indicator j.

2) Construct a covariance matrix C, which is used to
express the correlation between indicators, as

C =

⎡
⎢⎢⎢⎣

cov(Ind1, Ind1) · · · cov
(
Ind1, Indj

)
cov(Ind2, Ind1) · · · cov

(
Indj, Ind2

)
...

. . .
...

cov
(
Indj, Ind1

) · · · cov
(
Indj, Indj

)

⎤
⎥⎥⎥⎦. (29)

The nonoverlapping information between the indicators
appears as their covariance is 0.

3) Calculate the eigenvalue valueeig and eigenvector
vectoreig of C by setting det(C) = 0. valueeig represents
the amount of information of corresponding vectoreig.
Actually, when i = j, the value of cov(Indi, Indj) equals
to that of variance.

4) Sort the vectors from high to low variance and select
k indicators that you need. In this way, the effect of
dimensionality reduction can be achieved.

Algorithm 2: PCA Algorithm
Input: Original samples data
Output: Compressed data
for Each indicator do

Standardize all samples according to Eq. (27);
end
Construct the covariance matrix C through Eq. (29);
Obtain the valueeig and vectoreig by setting det(C) = 0;
for Each pair of valueeig, vectoreig do

Sort valueeig, vectoreig in descending order according
to valueeig;

end
Select the top k vectoreig as the mapping relationship;
Multiply the original sample matrix with the projection
matrix;

5) Map sample points to selected feature vectors, so that
the sample point could be expressed linearly through
new vectors. In this way, the process of converting from
the original indicator to the new indicator is completed.

In this article, we aim to obtain a suitable weight for two
objectives. The variance represents the information, so we
think the bigger the value of the variance is, the more the
information includes. Therefore, process the data in Indj by the
way of (30), and the weight of indicators could be obtained,
satisfying (31)

wj = valueeigen
j∑J

i=1 valueeigen
i

(30)

J∑
j=1

wj = 1. (31)

The general flow of PCA could be described in Algorithm 2.
The computational complexity of the covariance matrix is
O(m2n), and that of eigenvalue decomposition is O(m3). Thus,
the complexity of the whole workflow is O(m3 + m2n), where
m is the number of indicators, and n is the number of samples.

Many deep learning algorithms have several parts in com-
mon: 1) determine the action of this episode according to a
certain strategy; 2) execute actions to obtain immediate feed-
back R and the next state of the environment; and 3) update
network model parameters. The PCA method is applied to
dynamically assign weights to objectives to calculate network
feedback. Therefore, PCA has a certain degree of universality
for deep learning algorithms.

D. D2OP Algorithm

In this article, a novel algorithm D2OP is developed to give
a strategy on an offloading scheme under the OIOE model,
devoted to reducing T res and Ltot through a better alloca-
tion strategy. The introduction of DQN solves the problem of
Q-table storage explosion, on the premise of retaining the RL
adaptive learning. PCA stands out among multiple objective
weight distribution comparison methods to ensure the weight
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Fig. 3. Decision flow of the D2OP.

of targets. The dual-channel design and its selection strategy
are based on the actual scenarios.

A schematic diagram of the D2OP decision-making process
is shown in Fig. 3. The broker obtains a state message from the
environment, and the current network would output an action
that makes the Q-value maximum. The environment transfers
to the next state after implementing the given action in the
current state. For the change of state in a round, the broker will
evaluate the quality of this transition on given objectives. The
respective values of load and response time would be weighted
through the PCA method and, thus, a global reward is returned
to the broker to update the two networks. This transition will
be put into the experience pool. Then, the deviation between
the output Q-values of the two networks, called loss, is used to
update the parameters of the current network. At every certain
step, the parameters would be copied from the current network
to the target one. Repeat the above steps until the loss is small
enough and we think the network has already trained better.

1) Communication: On the facet of communication, a dual
channel is designed during the transmission between BS
and cloud to reflect the realistic scenario. This process is
a wired transmission. Generally, the channel speed is not
exactly the same in reality, so two channels with inconsistent
communication speeds are applied in this architecture.

In actual applications, high-quality resources are generally
called first under the same conditions. Moreover, trying to
reduce task delay is one of the targets, which includes trans-
mission time, according to (3), (5), and (11). Based on this
point, a similar design idea is adopted to ensure the qual-
ity of service. When communication resources are abundant,
the main service channel is in priority. Otherwise, the sta-
tus of both two channels will be considered comprehensively.
While communication is tight if the main channel will end
the busy state before the other, choose the main channel, else,
the backup channel. The pseudo code of this process could be
expressed in Algorithm 3, and the time complexity is O(n).

2) Workflow: The entire algorithm flow is as follows. Tasks
are generated on the UE side, and there are many types of
terminal devices, not just limited to smartphones. Next is a
data transmission process. Users send their task requests to
the BS side through wireless connections. The role of the BS
side is to collect tasks sent by users and send them to the cloud
through wired transmission. Here, is a process of queuing due
to limited resources. After the data arrives in the cloud, the

Algorithm 3: Channel Selection Method
Input: Channel status, tasks
Output: Channel selection strategy
for Every time a task arrives do

Calculate the time for the task to reach BS;
Assess the current status of the two channels by

Eq. (4);
if Communication resources are in idle then

Choose the faster channel fiber1;
else

if fiber1 ends current task sequence earlier than
fiber0 then

Choose fiber1;
else

Choose fiber0;
Calculate Ttrans

i by Eq. (3);
Update selected channel available time;

end

Algorithm 4: D2OP Algorithm
Input: UEs, system parameters
Output: Offloading strategies
for Each task generated by UE do

Calculate Ttrans
i through Alg. 3;

Task i arrives the cloud side;
Pair the task i with the machine j selected by Alg. 1;
if Machine j is in busy then

Wait until machine j finishes the previous tasks;
Put task i on machine j for executing;
Observe the environment and return a reward to the

broker, calculated by Alg. 2;
Update network parameters;

end

broker makes decisions based on the overall situation of the
system, choosing the allocated machine. The result of task
execution will be back to the client. For each allocation, the
impact of this decision on the two goals would be observed,
respectively, by the environment. And these two values would
be weighted through the PCA method as a total reward to
guide the broker’s decision making. The entire process could
be described as Algorithm 4, and the time complexity is
O(m2n(m + n)).

V. SIMULATION EXPERIMENTS AND DISCUSSION

In this section, an introduction of the total simulation
environment is given first, including some hardware config-
uration information and related parameters. Then, to prove
the performance of the proposed D2OP algorithm, a series of
experiments are listed and compared with several comparison
algorithms. For every experimental result figure, its description
and analysis are given below. The comparison algorithms con-
sist of QL, Sarsa, and WRR. The first two belong to RL, which
adaptively learns from the external environment. To ensure the
fairness of the comparison results, the weight values of these
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TABLE III
D2OP PARAMETER SETTINGS

Fig. 4. Convergence for different learning rates.

two algorithms are obtained using consistent weight methods.
WRR is a classical algorithm that allocates tasks to computing
nodes with different weights.

A. Experimental Environment Setup

CloudSim is used as our simulation platform, using Python
3.6.4 as the programming language. The entire project runs
under the operating system Windows 10 64 bit. The processor,
CPU frequency, and running memory of the device are i5-8400
with six cores, 2.80 GHz, and 8 GB, respectively. To ensure
the result’s rationality, the overall parameters of D2OP are set
uniformly, as listed in Table III.

B. Learning Rate Selection

Learning rate α is a critical parameter that could play an
important role in the whole network’s performance. Therefore,
we need to find a suitable α value to make the network con-
verges better with a smaller difference between the estimated
value and the real value.

The network convergence effect of varying α is shown in
Fig. 4. From the experimental result graph above, when α is

(a) (b)

Fig. 5. Optimized performance for single-objective scenarios. (a) Optimi-
zation effect on RESP. (b) Optimization effect on TL.

set to 1e-6, it is obvious that the network does not tend to
converge. The blue line in the figure oscillates repeatedly as
the training episodes progress, while the red one achieves con-
vergence at nearly 2000 episodes. Therefore, 1e-5 is chosen
as the value of α. The reason is that if α is too small, the
network can not reach converge in less time, and it may fall
into a local optimum and miss the global optimum.

C. Results for Single Objective

In this section, the response time and SLB are measured
among different methods separately and, thus, two metrics are
advanced to judge the performance. RESP is defined as

RESP = 1

n

n∑
i=1

(
Oeft

i − Osub
i

)
(32)

judging for task average delay. From the time user submits
the request until the result is fed back to the user, TL is the
metric to observe the total load for all machines, defined as

TL =
m∑

i=1

Ltot
i . (33)

We move closer to SLB by minimizing the total load for the
reason that the settings of computing nodes are proximate and,
thus, in these circumstances, we deem that the smaller the TL,
the more balanced the system.

We take the training level as the horizontal axis and observe
the changes in the two indicators. Fig. 5(a) shows the aver-
age response time among these four algorithms. The delay of
WRR is the highest, and the best performer is the D2OP algo-
rithm. The performance of QL and Sarsa is not much different.
The trend of WRR is unstable, that of QL and Sarsa is main-
tained at a certain range, while that of D2OP is in reduction,
which means that the performance of the proposed algorithm
becomes better as training progresses.

From Fig. 5(b), we can see that as training advances, the
load levels of all four algorithms have risen. The optimization
effect of D2OP is always the best, followed by QL and Sarsa,
and the worst is WRR.

Through this group of single-target control experiments, the
optimization effect of the proposed D2OP algorithm is proved
when there is only a single objective.
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Fig. 6. Convergence for different weighting methods.

D. Results for Multi Objectives

1) Weighting Method Selection: In this article, a novel
D2OP algorithm is proposed to minimize T res, and reach SLB
as possible. This is a two-objective optimization problem, so
properly weighting these two goals is necessary. Those com-
parison weighting algorithms are PCA, Kernel PCA (KPCA),
and Entropy, among which KPCA tests two kinds of kernel
functions, the Gaussian kernel, and the polynomial kernel.
PCA is a weighting approach that extracts information in a cer-
tain dimension to reach the purpose of dimensionality reduc-
tion. KPCA is a way of mapping data from low-dimensional
to high-dimensional through kernel function transformation.
Then extract information in higher dimensional space by using
PCA, and finally map it back to lower dimensional space.
Different kernel functions mean different mapping strategies.
Entropy is a way of ensuring weight by the level of data
confusion.

As shown in Fig. 6, all four weighting methods could
converge as training progresses. The method with the best
performance is PCA, so we apply it to this project. At the
beginning of the training process, the PCA method starts from
a lower loss value, with a faster convergence speed. The sta-
bility after convergence is also good, followed by the Entropy
method. Last is KPCA with the Gaussian and polynomial
kernel, with the slowest convergence speed.

2) Channel Transmission Delay: Data transmission
includes the process from UE to BS and from BS to cloud,
so transmission delay equals the sum of wireless and wired
transmission. To be in line with reality, the model proposed
in Section III-A designs a dual-channel, one with a faster
transmission rate, and one with a lower one. This design has
the consistency of the backup scenario in many fields of life.
This experiment is set to prove performance improvement at
this point, in which the single channel represents the faster
channel. The result is shown in Fig. 7.

The interval of generating task is set as an independent vari-
able, and the total transmission delay as a dependent variable.
The bigger the interval of generating tasks, the smaller the
number of generating tasks is and, thus, the smaller the total
transmission delay will be. Fig. 7 shows the changes in the

(a) (b)

Fig. 7. Transmission delay of varying channel. (a) Small tasks. (b) Large
tasks.

Fig. 8. Reward with different algorithms.

transmission delay of different task sizes and different chan-
nel designs under the change of the number of tasks. The Si

range of the small task is (100, 1000) kB, and that of the
large task is (1000, 2000) kB. Whether it is a large task or
a small task, the transmission delay will be prolonged as the
number of tasks increases. However, compared with the single-
channel, the dual-channel model greatly reduces the delay, and
the more tasks, the greater the reduction. This also proves the
advantages of the OIOP model and its stability.

3) Reward: Different approaches make different rewards.
Three algorithms, D2OP, QL, and Sarsa are all RL algorithms,
learning from the environment, and will return feedback
toward every action. If the reward is higher, usually we regard
the action as more beneficial.

According to (14), the reward is a weighted sum of normal-
ized T res

i and normalized Ltot
i , whose range is from −1 to 0.

Only when the task violates will the reward value reaches −1.
In Fig. 8, in the beginning, the reward is lower because of
inadequate training. As the training progresses, the feedback
of D2OP is getting better, and the curve is gradually stable
only with less fluctuation. However, the feedback of QL and
Sarsa is still continuously shocking with lower rewards. This
means that the strategies made by the D2OP algorithm among
the three are more likely to perform well in the future, and
the performance is more stable than the other two. The result
of D2OP is more superior to QL and Sarsa, which is due to
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(a) (b)

(c) (d)

Fig. 9. Success ratio among different algorithms with changing task sizes.
(a) Task size between 100 K and 1 M. (b) Task size between 1 M and 2 M.
(c) Task size between 2 M and 3 M. (d) Task size between 100 K and 3 M.

the discrepancy in processing mechanism and, thus, we choose
the D2OP to obtain a scheduling strategy.

4) Success Ratio: The SLA constraint is set for ensuring
users’ QoE (response time and successful processing rate).
Equation (8) defines the latest finished time, containing task
transmission delay, time to wait for the computing node, and
calculation time on the selected machine. If the response time
exceeds this deadline, the current task will be regarded as
a failure and will be given up. The metric to measure the
situation of task execution is defined as

success ratio = the amount of finished tasks

the amount of all tasks
. (34)

The fewer abandoned tasks, the higher the ratio. We regard it
to perform better.

Fig. 9 shows the task execution success ratio of four algo-
rithms at different levels of task size. The horizontal axis
represents the rate of task generation, which is proportional
to the number of tasks. As the task generation rate increases,
the results of WRR are the worst, whose curve is basically
at the bottom, in repeated shocks. This is for the reason that
the WRR is a classical weighted polling algorithm, having
higher uncertainty, while the other three algorithms are RL
algorithms. Relative to WRR, those three can remain stable
within a certain range. As the task size increases, the success
rate of all four algorithms has dropped, which is subject to the
limited computing power of nodes. The trends of QL are keep-
ing pace with Sarsa, and they are both below that of D2OP,
for the reason that the frameworks of the two are roughly the
same, only slightly different when updating the status. Under
all circumstances, the D2OP performs the highest processing
capacity.

5) Expanding Computing Nodes: In this article, we have
proposed a D2OP algorithm to jointly optimize task response

(a) (b)

Fig. 10. Dual-objective performance verification under task node expansion.
(a) Optimization effect on RESP. (b) Optimization effect on TL.

time and machine load. And this part is set to verify the opti-
mized performance of the proposed method. Our objective is
to make these two values of RESP and TL as low as possi-
ble at the same time. This experiment is conducted to observe
D2OP’s performance compared with QL, Sarsa, and WRR.

Fig. 10 shows the performance comparison of four algo-
rithms on task delay and machine load, respectively. In
Fig. 10(a), the value of RESP is reducing while the amounts
of computing nodes increase from 4 to 8. However, if it con-
tinues to increase the number of computing nodes, RESP
is slightly increasing. This is because the computing capa-
bility is not sufficient to handle so many tasks, so adding
nodes save time waiting for nodes to be idle. While at this
time, the nodes’ capacity has reached saturation yet, even
though continue to add nodes, the calculation time cannot
be reduced. For the reason the system still needs to optimize
the machine load simultaneously in a heterogeneous environ-
ment, partial tasks should be allocated to newly added slower
nodes, leading to a growth in RESP. Yet, in all cases, D2OP
has stronger performance than the other. In Fig. 10(b), the
TL value of D2OP is also the slowest. This means in the
case of optimizing RESP and TL at the same time, D2OP
has the best optimization effect on both. The proposed algo-
rithm has better adaptability in the case of computing node
expansion.

In conclusion, in the node expansion experiment, D2OP
performs better ability on jointly optimizing both task delay
and balancing machine load than other comparison algorithms,
with great robustness.

6) Expanding Task Density: This section is set to test
the performance of the algorithm when the number of tasks
increases as the user scale increases. The evaluation indicators
are two optimization objectives, RESP and TL.

In Fig. 11, it can be seen that with the expansion of the task
scale, the RESP and TL of the four algorithms are extended.
This is the reason that although the scale of tasks is contin-
uously expanding, the computing resources are limited. From
the trends in the figure, the proposed D2OP algorithm has the
best optimization performance for both RESP and TL, fol-
lowed by QL and Sarsa. The worst performer is WRR. This is
because WRR can not adjust the strategy according to the envi-
ronment in time, which lacks adaptability. However, D2OP can
better adapt to large-scale task scenarios due to the application
of neural networks.
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(a) (b)

Fig. 11. Dual-objective performance verification under task density expan-
sion. (a) Optimization effect on RESP. (b) Optimization effect on TL.

VI. CONCLUSION

In this article, we designed a scheduling model in the IoE
environment. The scheduling problem in such a scenario was
modeled as MDP, and a corresponding solution based on the
DRL and PCA method was proposed. When jointly optimizing
task response time and SLB, we carefully considered the mea-
surement of the proportion between the two goals. Through
comparison experiments with multiple objective weighting
algorithms, we chose the most suitable weighting algorithm.
For the proposed D2OP algorithm, we first elaborated on its
theoretical basis in detail. Second, an exhaustive process and
its pseudo code were spread out. Third, using multiple ML
methods as comparison methods, multiple experiments are
used to verify the performance of the proposed algorithm, and
it shows a better performance in promoting users’ QoE and
SLB, with good robustness.

With the proliferation of the Internet, people have triggered
increasing attention to privacy protection. Hence, in future
work, we will focus on the data security issues in the schedul-
ing process, making the model more perfect and in line with
reality.
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