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Abstract: The concept of Cyber-Physical Systems (CPSs), which combine computation, networking, and physical processes, is considered to be beneficial to smart grid applications. This study presents an integrated simulation environment to provide a unified platform for the investigation of smart grid applications involving power grid monitoring, communication, and control. In contrast to the existing approaches, this environment allows the network simulator to operate independently, importing its results to the power system simulation. This resolves conflicts between discrete event simulation and continuous simulation. In addition, several data compensation methods are proposed and investigated under different network delay conditions. A case study of wide-area monitoring and control is provided, and the efficiency of the proposed simulation framework has been evaluated based on the experimental results.
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1 Introduction

Cyber-Physical Systems (CPSs) are considered among the leading technological innovations of recent years and have been referred to as the next revolution in information technology[1]. CPSs combine computation, communication, and control techniques to provide reliable and robust integration of computing and physical processes. The intrinsic characteristics that distinguish CPSs from other systems are their real-time responses and high reliability[2]. CPSs can be applied in many areas, such as medicine, aerospace, transportation, and defense[3]. Electrical power grids, which are among the largest and most complex physical systems, are typical CPS case studies. These systems are known as Cyber-Physical Energy Systems (CPES)[4] or smart grids.

Reliability and efficiency are the most important problems encountered in the modern power grid[5]. The impetus driving the development of the smart grid is the unobservability, unreliability, low resiliency, and low efficiency of the existing power grid. The smart grid offers a self-monitoring and self-healing power delivery architecture[6] with two-way communication. Its foundation is a reliable and stable two-way communication infrastructure that satisfies both real-time and off-line applications[7, 8]. Smart grid applications are sensitive to network delay and packet losses; therefore, the influence of a communication network on such applications must be investigated. This study presents an integrated simulation environment developed for both the power grid and the communication network that supports the
modeling and simulation of smart grid applications.

The integrated simulation platform consists of three modules, i.e., power grid simulation, communication network simulation, and control simulation for applications. The power grid simulation module, TH-STOPLE\textsuperscript{[9]}, is a power system simulator designed by Tsinghua University that is capable of simulating the transient states of a power system with more than 1000 nodes. The communication network simulation module is currently based on queuing systems that interact with databases and is compatible with other network simulation tools, such as NS2\textsuperscript{[10]}. The control simulation module is developed based on Matlab and is able to process data in the presence of network delays or lost packets. These three modules run independently and are connected through network programs, which makes it easy to replace any of the elements. These modules also share the same virtual clock, forming a closed-loop system. To evaluate the effectiveness of the proposed simulation platform, Wide-Area Monitoring and Control (WAMC) systems\textsuperscript{[11]} are considered as a study case. Several data compensation methods are proposed corresponding to different communication network conditions, and the experimental results are analyzed for their effectiveness. Additionally, this environment has revealed a cyber-impact on power systems.

2 Literature Review

The smart grid refers to the integration of electrical grid and information technologies to provide a better energy supply infrastructure\textsuperscript{[12]}. The communication network is employed to link these two elements. Because much of the existing work on the smart grid focuses on the impact of communication network performance on power grid control effectiveness\textsuperscript{[13, 14]}, it is urgent to build an integrated environment for both power grid and communication network simulations.

A modeling and simulation framework is proposed in Ref. \textsuperscript{[15]} to analyze the performance of an IP-based communication network to support Phasor Measurement Unit (PMU)-based WAMCs. The authors used OPNET tools to analyze the impact of communication network capacity and background noise traffic on PMU data delays in WAMCs. However, this study focuses on the analysis of network delays without performing closed-loop experiments and tests.

Early work on closed-loop simulation can be found in Ref. \textsuperscript{[16]}, which describes the difficulties of simulating both the power grid and the communication network. The power grid requires real-time simulation based on a continuous simulator, while communication network simulation uses discrete events. Consequently, a high-level synchronization program was developed to set synchronization points to solve the problem. However, this solution may cause errors to accumulate, as the method tends to convert discrete simulation to continuous simulation. The approach to simulation presented in Ref. \textsuperscript{[17]} relies on the same principle.

A simulation platform based on OpenDSS and NS2 is described in Ref. \textsuperscript{[18]}. The influence of average message delays on PV (photovoltaic) voltage magnitude in a wireless network environment is analyzed in the context of solar ramping problems in solar PV systems. However, due to the independent structures of OpenDSS and the NS2 simulator, the platform is not well integrated, and a separate script file is required.

The problem of synchronizing simulated clocks between two different simulators is addressed in Ref. \textsuperscript{[19]}. UNIX pipes are used to communicate, and internal events in NS2 are used to trigger the power grid simulator, Modelica. NS2 controls Modelica’s simulation time. However, certain events triggered exclusively in physical systems cannot be discovered, which may lead to simulation errors.

In Ref. \textsuperscript{[20]}, a dynamic power grid simulation is modified into discrete events. A global scheduler is imported to record the event list of the power grid and the network simulator. In addition, the two simulators share a timeline. This platform can capture all the events of the two simulators and remove any accumulated errors introduced by process synchronization. However, there is still a chance of simulation errors, for example, when one simulator encounters an error, the other simulator is not informed until the event arrives. Simulation errors may be introduced during this interval.

As noted above, the primary difficulty of integrating power grid and network simulation is the synchronization between discrete event simulation and continuous simulation. However, this issue arises only if we combine the two different types of simulators into a cyber-physical co-simulation environment. The present work proposes a new approach to this problem, which is introduced below.
3 Integrated Cyber-Physical Simulation

Our approach is based on the simple idea that a power system simulator cares only about end-to-end network delays or packet losses. Therefore, it is no longer necessary to synchronize the discrete network simulator with the continuous power grid simulator. The network simulator operates independently to record data, while the power system simulator only imports the data from the network simulation. In a typical power system, data are collected periodically from PMUs or other sensor devices with a packet size less than 2 kB\(^{15}\). Thus, the impact of power grid data on the simulation of a communication network can be considered negligible. This simulation method would still be applicable if the volume of the power data grows large enough to affect the network simulation. This is possible because the power grid simulation is fully controlled; the system can indicate the time of occurrence of a fault, so that the network packet can be added at precisely that time during the network simulation. Simulation errors can be avoided because only one simulator is operating. The integrated cyber-physical simulation framework design is shown in Fig. 1.

Network simulators such as NS2 use record files to record the event of each packet, and end-to-end network delays or lost packets can be obtained from these files. The network simulation is carried out before the power system simulation, and the results are written into a database.

The power system simulator defines the starting time of a simulation, and the simulation interval is dependent on the specific data-sampling rate of each application. For example, a WAMC system’s sampling rate is approximately 10-100 ms per sample. In our test case, a simulation interval of 30 ms is assumed for the transmission of data from the PMU to a Phasor Data Center (PDC). At the end of each simulation period, the power system simulator suspends the simulation and sends the results to the queue model. There is a virtual clock in the power system simulator: each packet sent is marked with the current simulation time stamp.

Once the queue model receives a data packet from the power system simulator, it reads the communication network simulation results from the database and calculates the current data packet delays or packet losses. The queue model then places this step packet into the queue according to its calculated delay. The time resolution of two neighboring queue positions depends on the accuracy requirements of the application. For example, if the control feedback returns in ms, the time resolution is 1 ms, which means that 1.1 ms or 1.2 ms can be treated as 1 ms. This resolution is applied to both the queue model and the controller to calculate the control feedback.

The queue model then pushes the current top-of-queue packets of one simulation period to the controller. For example, if the simulation interval is 30 ms with a resolution of 1 ms, the top 30 packets are sent to the controller.

The controller computes its outputs from the current data packets and the time resolution. For example, the 30 packets received after one simulation period are used to calculate the feedback data. Each of the 30 feedback results is processed and marked with a time stamp. The results are sent back to the power system simulator, and the controller waits for the next data packets.

When the power system simulator receives the feedback packets, it exits suspend mode and initiates another simulation period. Due to the time stamp included in the control feedback results, the simulator can specify the exact time step to incorporate the corresponding control data into the simulation.

As described above, the three simulation steps are interdependent to avoid conflicts in the simulation. The entire system state diagram is illustrated in Fig. 2.

4 System Implementation

4.1 Implementation of power system simulator

The TH-STBLT software package is a power system simulator developed by the Department of Electrical Engineering, Tsinghua University. It has recently been
employed as the computational core component of a power system real-time hybrid simulation[9].

TH-STBLT is a typical and traditional simulator for large power systems. It is capable of providing dynamic simulation of power systems, including electrical distribution networks, generators and loads, motion of the interconnected generators, and coupled electromagnetic and mechanical phenomena after disturbances or faults.

In TH-STBLT, a power system is modeled using a set of ordinary differential equations and a large sparse algebraic equation[21]. The differential equations numerically describe the dynamic power components, while the algebraic equation characterizes the power network to investigate node voltages, branch currents, injected currents, etc.

TH-STBLT uses the implicit trapezoidal integration method to numerically solve the model of a power system. This method has been widely used in power system simulation due to its good convergence and stability. The LU factorization algorithm is employed to solve high-order polynomial equations with increased complexity. To improve the efficiency of processing fault or disturbance events, we propose adopting a method based on synthesis fault port admittance instead of the traditional approaches.

As Fig. 3 shows, the simulation begins by loading models of the system components and the dynamic parameters of each device. The steady-state load flow is then calculated, and the dynamic scenario is initialized. A fault/disturbance can be added to the system at a specified time, and the simulation proceeds to its core function. Differential Algebraic Equations (DAE) are applied to calculate the transient state of the system based on iterative computations. In Fig. 3, \( U_1 \) is the initial value, \( U(k) \) and \( U(k + 1) \) refer to iteration steps, and tol is the convergence criterion. The simulation results are then collected and dispatched to the communication network. Then, the next simulation step begins, where \( t \) is the simulation time, \( dt \) refers to the simulation step size, and \( t_s \) is the simulation stop time set by the user. TH-STBLT has been widely employed and assessed in practice, and its performance and accuracy have been confirmed. We adopted the China Southern Power Grid in 2008 as an example for evaluation of TH-STBLT. This sample system contains 1393 nodes, 2371 branches, 244 generators, and 620 loads. The controllers include 244 types of exciters, 244 prime movers and governors, and 31 power system stabilizers.

The results of the simulation of a three-phase fault at a substation using TH-STBLT are presented in Fig. 4, compared with results obtained via the commercial software BPA, which is widely employed in power system dispatching, operating mode analysis, power system planning, etc. The simulation results demonstrate the effective and stable performance of TH-STBLT compared to BPA.

The transient characteristics of large power grids are indicated by oscillations after a fault or disturbance. Four parameters of these oscillations are used: amplitude, frequency, phase, and damping. As Fig. 4 shows, the frequency, phase, and damping produced by TH-STBLT are consistent with BPA, while the maximum amplitude difference is 0.42% of BPAs output.
4.2 Implementation of network simulation

Network delays due to noise traffic are generated by a circular queue. There are six steps in this circular queue, whose flowchart is illustrated in Fig. 5. In addition to reading packet delays from the database, packets based on special distributions can be generated.

Figure 6 gives an example of how the network simulation queue works.

The steps of the generation of packet delays are detailed below.

1. Initializing the queue for one channel

A channel is the path from the power system simulator to the controller. The time resolution is set according to the application requirements. When starting a simulation, the Head and Tail pointers are both set to the initial position. We code the entries as type 0 to identify an empty queue position, type 1 for a noise packet, and type 2 for power grid data.

2. Calculating the noise packet of the $k$-th period

Assume that a power grid packet $a_1$ arrives in the $k$-th simulation period. The size of the noise packet is calculated according to the given noise distribution or read from the database. For example, if the first grid packet is delayed for three time units, then the number of noise packets is three, and the electrical grid packet will be placed in the fourth position in the queue. Each occupied position is marked, and the Tail pointer is moved.

3. Updating the status of the queue after sending data in the $k$-th simulation period

Assuming that each simulation period contains a three-unit time resolution, three packets are sent to the controller from the queue during each period. At the end of the first simulation period, three packets are sent, and the Head pointer moves to the position marked as type 2. Positions whose data have been sent are re-marked as
type 0.

(4) Calculating the noise packet of the \( k \)-th period

Assume that power grid packet \( a_2 \) arrives during the second simulation period and that its calculated delay is two time units. Packet \( a_2 \) is then placed in the sixth position in the queue. The Tail pointer moves back two positions.

(5) Updating the status of the queue on dropouts

In scenarios in which the calculated delay is larger than a defined threshold, the packet is regarded as lost. For example, in a normal distribution with mean \( \mu \) and variance \( \sigma \), the packet is lost if the calculated delay is larger than \( \mu + 3\sigma \). The lost packet is not placed in the queue.

(6) Updating the status of the queue after sending data in the \( (k+1) \)-th simulation period

At the end of the second simulation period, three packets are sent. Both \( a_1 \) and \( a_2 \) are sent. The Head pointer then moves back three positions. Positions whose information was sent are marked as type 0.

4.3 Implementation of the controller

As Fig. 7 shows, the controller is implemented as three modules, i.e., data preparation, control algorithm with changeable parameter settings, and feedback return.

(1) Data preparation

In this module, asynchronous input data from all PMUs are synchronized, or compensated for if missing. One major challenge in wide-area monitoring is that the controller cannot provide outputs until input data from all the PMUs are collected, some of which may be delayed or even missing. As a trade-off between time and accurate control, data from each individual PMU are collected and sorted in an index buffer by their corresponding time stamps. The missing data must be filled in. Three steps are necessary to completing this task, which are described as follows.

**Step 0** Initialize the clock label Latest-Time, indicating the latest time stamp of the data that have been utilized.

**Step 1** Read data into the buffer during each period. As mentioned above, this buffer is used for data compensation. Three sub-steps comprise this process as follows:

**Step 1.1** When new data arrive, they are compared with the clock label Latest-Time. If their time stamps are less than Latest-Time, these data were collected earlier than the latest utilized data and should not be used as controller input. They are either stored for future use or simply discarded.

**Step 1.2** Check the time stamps from different communication channels and place the data with the same time stamp into the correct position in the input buffer.

**Step 1.3** Check to determine whether all the data with the latest time stamp have arrived. If yes, proceed to Step 3; otherwise, proceed to Step 2.

**Step 2** Compensate for the missing data.

Three methods are designed to compensate for missing data and data without synchronization.

- **Single Channel History (SCH):** When data from one channel are delayed or missing, they will be filled with the last consecutive data used in the previous period.

- **Full Channel Compensation (FCC):** The time stamps of the latest data arrivals from different channels are recorded. The data from the last three sets in the previous periods are used to estimate the data with the present time stamp.

- **Single Channel Compensation (SCC):** During one simulation period, the newly arrived data from each channel are used immediately. The missing data are estimated from the last three sets in previous periods.

**Step 3** Pass all the signals to the controller as its
inputs. Set Current Time as the time stamp of those signals.

(2) Control algorithm
In this module, with parameter adjustment, the controller’s parameters can be adjusted corresponding to signal dynamics. The controller reads input data and calculates control outputs according to the control strategy or algorithm, which can be changed for different applications.

(3) Feedback return
In this module, the control signals are sent. Additionally, the controller’s dynamics are plotted, and corresponding stability metrics are calculated.

5 A Case Study
In this section, WAMC in a smart grid is considered as a case study to evaluate the performance of this simulation environment.

5.1 WAMC of China Southern Power Grid
Synchronized PMU-based WAMC is an important function in the current power grid[22]. Compared with a traditional SCADA system, a PMU-based system can provide more detailed data on the power grid in real time[23]. As the sampling interval becomes smaller (in milliseconds), the requirements on system delay become more stringent. Additionally, real-time data are transmitted through the communication network to a PDC for processing[15], and the control data generated by the PDC are then sent to the end devices. Hence, the performance of a communication network plays a vital role in the WAMC.

In this case study, an actual WAMC system of the China Southern Power Grid (CSG)[11], shown in Fig. 8, is modeled in our cyber-physical simulation environment. The red dots indicate seven locations that can be divided into two regions, as shown below. Each location sends data to the control center, marked in blue lattice. The controllers are coordinated to damp the two dominant inter-area oscillation modes.

A disturbance that will cause a frequency oscillation between regions 1 and 2 is introduced into the system during the power system simulation. Obtaining control over this low-frequency oscillation is the primary focus. After data are collected from PMUs in each region, the data are sent to the control center to calculate their corresponding frequencies. A wide-area damping controller is designed to control the low-frequency oscillation. The controller output is used to control the two regions to determine the frequency control strategy. Control feedback data are then distributed to each substation from the control center.

According to Ref. [9], a typical PMU data-sampling rate is 30 ms per sample, and the packet size is 68 bytes per sample. In this experiment, the sampling rate was set to 10 ms, and the data packet size was 60 bytes. We investigated the effects of communication delays with different means and variances on system stability. We used the quadratic performance as defined in the following equation to evaluate the system’s dynamic stability:

$$\gamma = \int_0^{+\infty} s^2 \, dt,$$

where $s$ is defined as the frequency deviation between the two different regions. The quadratic performance can reflect the overall deviation after the disturbance is introduced into the power system.

5.2 Communication delay measurement and modeling
The actual measurements of the WAMC communication delay are illustrated in Fig. 9, which includes 60 000 samples over a period of 60 s.

The delay varies from 56 ms to 90 ms with a mean 68.35 ms and a variance of 11 ms. Most delays are from 60 ms to 80 ms. To test the performance of different methods with increases in delays, the normal distribution was utilized to generate delay data with means in a range of 50-130 ms. The performances of different data compensation methods were also evaluated under different mean values of delay with variances ranging from 1 ms to 15 ms.
5.3 Experimental results

The experimental results are depicted in Figs. 10-14, where different communication delays, variances, and data compensation methods lead to different system performances. According to its definition, a higher $\gamma$ indicates a worse performance.

As Figs. 10-12 show, system performance with

W AMC presents a dramatic improvement over the performance of no control scenarios, especially when no communication delay is involved. With increased communication delays, the system performance becomes worse for all the data compensation methods.

We have also investigated the system performance with W AMC compared to the traditional synchronization framework. In the traditional method,
a synchronization point is required between the network and the power grid simulators. As previously mentioned, a simulation error will occur during this synchronization. This may delay the data transmission from the power grid to the controller, and the feedback data would subsequently be delayed as well. These events will lead to a worse performance in the WAMC experiments. The system performance was assessed with mean delay values varying from 50 ms to 130 ms. For each mean value, we tested the variance from 1 ms to 15 ms with steps of two, i.e., a total of eight points.

As Fig. 13 shows, the performance of the designed system can be effectively improved in most cases. Figure 14 illustrates the average percentage of improvement in system performance compared to the traditional framework. With increases in mean delays, the difference between methods becomes less significant. It is reasonable to assume that the system performance of WAMC will drop in response to the increased delay and, therefore, that the correction of simulation errors will exert less influence on the system.

This experiment resulted in some additional findings. It can be observed that the system performances of different methods vary with increased variances in the delay. Most methods lead to better system performance when the delay variance increases within a certain range. The overall variation in system performance within a single method is consistent when the mean delay changes. This means that performance under different delay variances is more dependent on the method itself than on the mean delay. If the variance of delay has little impact on system performance, the same characteristics may be revealed with various values of mean delay.

When the delay variance is small, methods requiring no data synchronization, such as SCC, exhibit a better performance. However, with an increased delay variance, methods such as FCC with synchronization perform better. This is because when the delay variance is small, the input data are likely to be already synchronized, and interpolation estimations in the synchronization step may lead to errors. However, when the delay variance increases, the input data are more random, and data synchronization becomes necessary. This result indicates that data compensation methods should depend on different network delay scenarios.

We conclude from these experimental results that the proposed simulation method provides better performance than the traditional synchronization framework. Data compensation methods play an important role in WAMC systems, which are important parts of smart grids. Data compensation methods should be chosen according to network delay variations. To identify the best method in an unstable network environment with a large variance in delays, the performance should be tested under a particular network delay mean.

6 Conclusions

Cyber-physical systems focus on close interactions between cyberspace and the physical world. The impact of cyber-systems (e.g., communication networks) on physical systems (e.g., power grid systems) can be investigated via simulations. This study is a preliminary attempt to develop an integrated cyber-physical simulation environment, especially for smart grid applications. The implementation uses communication network simulation, power grid simulation, and WAMC control simulation. An existing well-developed and improved power system simulator, TH-STBLT, was adopted in this work.

The difference between our proposed simulation framework and others is that our framework solves the synchronization problem between discrete event simulation and continuous simulation by running the two simulators asynchronously. However, because the two simulation tools run asynchronously in the proposed framework, it will be difficult to apply it in real-time simulations for online application. This simulation framework can be used in the assessment of any power grid system designs. In our experiment, this simulation platform was tested using the WAMC system in a smart grid as a case study. Several data compensation methods were developed and investigated under different network delay conditions with or without data synchronization. The experimental results are useful toward WAMC system design and implementation.

The network model in this experiment is simple, as only a normal distribution is used to generate the delay means. In future studies, more network models will be investigated and integrated into this environment. Furthermore, the existing WAMC for CSG, with hundreds of nodes, will be added and
investigated in detail in this simulation environment before its actual operation.
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