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Abstract

Multimodal Emotion Recognition for Conversation (ERC) is a challenging multi-class classification task that requires recognizing multiple speakers’ emotions in text, audio, video, and other modalities. ERC has received considerable attention from researchers due to its potential applications in opinion mining, advertising, and healthcare. However, the syntactic structure characteristics of the text itself have not been considered in this study. Taking into account this, this paper proposes a conversational affective analysis model (DSAGCN) combining dependent syntactic analysis and graph convolutional neural networks. Since words that reflect emotional polarity are usually concentrated exclusively in limited regions, the DSAGCN model first employs a self-attention mechanism to capture the most effective words in the dialogue context and obtain a more accurate vector representation of the emotional semantics. Then, based on speaker relationships and dependent syntactic relationships, the multimodal sentiment relationship graphs are constructed. Finally, a graph convolutional neural network is used to complete the recognition of multimodal emotion. In extensive experiments on two real datasets, IEMOCAP and MELD, the DSAGCN model outperforms the existing models in terms of average accuracy and f1 values for multimodal emotion recognition, especially for emotions such as “happiness” and “anger”. Thus, dependent syntactic analysis and self-attention mechanism can enhance the model’s ability to understand emotions.
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1. Introduction

In recent decades, emotional recognition has had potential applications in developing compassionate robots [1]. With the rapid increase of open dialogue data on social media platforms like Facebook, Twitter, Youtube, and Reddit, more researchers have begun to pay attention to emotional recognition in dialogue [2], and human–computer dialogue systems and diagnose to brain-computer-interfaces have attracted much attention and gradually become a research hotspot in academia and industry. Research on emotion recognition in brain-computer-interfaces and EEG analysis is currently the main way to achieve emotional intelligence [3]. Brain-computer interfaces are mainly used to achieve emotional interaction functions by combining disciplines such as cognitive science and psychology. In a human–computer dialogue system, expressive communication is an important research direction for scholars in relevant fields. Humans can have passionate communication through language and gain emotional comfort [4]. If the human–computer dialogue system wants effective, responsive communication with human beings, it must have enough emotional analysis and judgment ability. Specifically, on the one hand, computers need to identify and judge user emotions, and on the other hand, it needs to incorporate appropriate emotions into the answered messages. Therefore, how to give the machine the ability to understand and express emotion in dialogue is a new challenge in the field of emotional analysis [5].

The key to the breakthrough of ERC includes three significant factors: emotional stimulus (acoustic, visual, audiovisual, text reading, etc.), data collection (EEG recordings, MRI scans, f-NIRS, facial expressions, speech), and the ability of the model to extract data with rich semantic information [6]. We investigate text, video, and audio data collected from individuals in video conversations to identify the speaker's emotion.

In existing ERC task studies, Ghosal et al. [2] processed the sequence contexts composed of dialogue sequentially and modeled the dependencies between speakers by constructing a graph convolutional neural network. Poria et al. [7]
recurrent neural networks to gather contextual information of the dialogue text. Although the deep learning model is used to extract semantic information in the dialogue context, the syntactic structural features of discourse are ignored. As the basis for understanding the language, the syntactic structure can effectively represent the grammatical structure of the sentences, reveal the relationship between the components of the text, and enhance the ability of the model to understand the emotion of the discourse [8].

Syntactic analysis methods usually contain two classes, syntactic structure analysis, and dependent syntactic analysis. Syntactic structure analysis is mainly used to analyze the phrase structure of sentences, while helpless syntactic analysis focuses on the dependencies between the various components of the sentence. Spatially, dependent syntax trees generated by dependent syntax analysis are a kind of graph data, with words in sentences serving as graph nodes and dependency between words and words as edges. Graph convolutional neural networks are often processed graph structures [9] that capture word-word dependence by GCN by Zhao et al. Lai et al. [10] used the Bi-LSTM and GCN models to extract semantic information on the text and classify emotions in combination with conditional syntactic structure analysis. However, the degree of importance between words is different, reflecting the importance of different emotional feature vectors in the dialogue text. This paper gives different weights between word vectors by introducing attention mechanisms.

In view of this, this paper proposes the multimodal dialogue emotion recognition model combining the dependent syntactic analysis and GCN in accordance with the perspective of the insufficient discourse syntactic structure analysis and weak ability to capture semantic information. First, this paper inputs feature vectors from text, video, and audio modalities into the Bi-LSTM model to obtain feature information of historical contexts, and then adopts a self-attention mechanism to capture the most effective words in dialogue contexts to obtain a more accurate vector representation of emotional semantics. Then multimodal sentiment relation graphs are constructed based on speaker relations and dependent syntactic relations, respectively. Finally, a graph convolutional neural network is used to complete the recognition of multimodal emotions. The DSAGCN proposed in this paper introduces a self-attention mechanism to obtain a more accurate vector representation of emotional semantics. Then, through the dependent syntactic structure, we focus on analyzing the relationship between the components of the sentences, facilitating improving the understanding of the model. The experimental results show that the DSAGCN model is superior to the existing models regarding accuracy and F1 values on two real datasets, IEMOCAP and MELD, especially on emotions such as “happiness” and “anger”. Therefore, we believe that DSAGCN can be widely used in emotion analysis, such as human–computer dialogue systems and opinion mining.

The contributions of this paper are as follows:

1. This research proposes a new model called DSAGCN, which combines the adjacency matrix constructed by graph convolutional neural network and dependency syntax analysis, fully considering the dialogue context history of multi-speakers, the dependence relationship between speakers. In addition, the syntactic structure of the dialogue context can be used for emotion recognition in multimodal datasets.

2. Using a multimodal dataset to extract different features of dialogue text, enable the model to learn richer feature information, improve the robustness and introduce a self-attention mechanism to weigh the most emotional feature vectors, reduce the number of network parameters and obtain a more accurate semantic vector representation.

3. In extensive experiments on two real datasets, IEMOCAP and MELD, the DSAGCN model outperforms the existing models in terms of average accuracy and F1 values for multimodal emotion recognition.

The rest of this paper is organized as follows: Section 2 briefly introduces the emotion recognition task; Section 3 defines the problem in mathematical language and describes the data preprocessing; Section 4 describes the research model; Section 5 records the experimental environment and experimental datasets; and finally, Section 2 shows the experimental results and related analysis.

2. Related work

Emotional recognition is an interdisciplinary, multi-domain research task, consisting of psychology, cognitive science, machine learning, and natural language processing [11]. It has many potential applications in a wide range of systems areas, including opinion mining, analyzing the emotional value of customers in business aspects, health care, recommendation systems, education, advertising, and more.

In recent years, the problem of emotion recognition in dialogue has attracted much attention in academia and industry due to the rapid increase of open-source dialogue datasets. At present, the study of dialogue emotion recognition is based primarily on the multimodal dataset, which includes three modes: text, audio, and video. In this article, we have likewise adopted these three models.

The emotion recognition problem was initially present-ed with a Convolutional Neural Network (CNN) [12] for text feature extraction, a model independent of context, as it does not use information from contextual utterances. Sukhbaatar et al. [13] proposed that Memnet is an end-to-end memory network where each utterance is input to the network as an input layer, while the memory corresponding to previous utterances is constantly iteratively updated in a multi-hop manner. Finally, the output of the memory network is used for emotion classification. Satt et al. [14] achieved the CNN-LSTM combination model, applied directly to spectral-domain maps, achieving high accuracy.

As the field progresses, the results of scholars in relevant fields on dialogue emotion recognition are mainly based on the constituent sequential discourse of dialogue by recurrent neural networks. Recursive neural networks (RNN) [15] were applied by Poria et al. It relies on spreading contextual and sequential information to the discourse. Tang et al. [16] provided the utterance to the bidirectional gated cycle unit (BiGRU). However, like most current models, they ignored intention modeling, motifs, and personality because of the lack of labels for these aspects of the real datasets. Theoretically, neural networks like long, short-term memory neural networks (LSTM) and gated cycle units (GRU) should propagate long-term contextual information. However, this has not always been the case. Poria et al. [7] used bidirectional LSTM to model the speaker-based context to capture contextual content from the surrounding utterances. However, these contexts cannot perform long-term summary and unweighted effects from context, resulting in huge model bias. This affects the feasibility of the RNN-based model in conversational emotion recognition. Hazariya et al. [17] constructed that CMN, this model utilizes two different GRU to model the discourse context in a historical conversation. Finally, the utterance representation is obtained by providing the current utterance as a query to two separate memory networks. However, this model can only simulate the conversation with the two speakers. ICON [18] is a continuation of CMN, which uses another GRU to connect the output of the individual speaker GRU in CMN to make explicit inter-speaker modeling. The GRU is seen as the memory for
M participant \( p_1, p_2, ..., p_M \) in one conversation, \( M \) speakers speak a series of discourse \( u_1, ..., u_M \) with emotional labels (happy, sad, neutral, angry, excited, and depressed), \( u_i = (S^i, C^i_1, ..., C^i_k) \) in chronological order. Among them, \( S^i \) is the first \( i \) sentence, and \( C^i_1, ..., C^i_k \) is the total number of words of the speaker \( u_i \). The discourse of \( M \) speakers can be sorted in chronological order as \( \{\delta_1, ..., \delta_{M-1+K}\} \), where \( \delta_j \in \{u_1, u_2, ..., u_M\} \).

The model constructed in this paper takes emotion labels requiring classified utterances \( \delta_i \) as input to the network, to obtain historical information about the dialogue context, set a context window of size \( K \) to record everyone’s historical utterances. Among them, the \( H_i \) is \{\( p_1, p_2, ..., p_M \)\}. The definition of \( H_i \) is as follows:

\[
H_i = \{\delta_i | i \in [t-K, t-1], \delta_i \in u_i, |H_i| \leq K\}
\] (1)

3.2. Multimodal feature extraction

The first step of our algorithm is tantamount to extracting the multimodal features of all utterances in the conversational dataset. For each discourse, we extract the features of these discourses from three different modes of text, audio, and video. The feature extraction procedure for each mode is characterized below.

3.2.1. Textual features extraction

Text features of the dialogue context are significant grounds for identifying the emotional changes of the speaker. Convolutional neural network (CNN) proposed by Kim et al. [12] was utilized to perform feature extraction of conversational discourse text. Convolutional neural networks can effectively learn highly abstract semantic features from the words that constitute sentences. This paper requires a convolutional layer, a maximum pooling layer, and a fully connected layer to obtain a characteristic representation of the dialogue discourse text. The input to the network is comprised of 300-dimensional pre-trained word embeddings. The convolutional layer is separately composed of three convolutional filters of sizes 3, 4, 5. Each with 50 feature maps and the complex features of the dialogue discourse text will be maximized together. We use these three filters to perform one-dimensional convolutional kernel operations, and then output them to the maximum pooling layer at its maximum pooling operations. It is then fed into a 100-dimensional fully-connected layer by a nonlinear transformation using the activation ReLu function, and the final output forms a characteristic representation of text utterance. This network is trained with effective labels.

3.2.2. Audio feature extraction

Audio plays a significant role in identifying the speaker’s emotions. To extract audio context features, this paper first stores the speaker’s audio in the video as a 16-bit PCM WAV file and then uses the openSMILE [26] open-source toolkit for audio contextual feature extraction. An openSMILE enables high-dimensional audio vectors composed of MFCC, Mel-spectra, pitch, loudness, etc. In particular, we will use the IS13_ComParE1 extractor from openSMILE to obtain a 6373-dimensional feature vector for each sentence. Furthermore, to constrain the feature vectors in the range [0, 1], we use Min–Max normalization to scale the feature vectors. Since the dimension of the obtained audio vectors is too high, it is easy to cause the model to overfit, so we use the fully connected layer to map the audio vectors to the 100-dimensional feature vector \( x_a \). The low-dimensional feature vector \( x_a \in \mathbb{R}^{100} \) is the final audio vector.\(^1\)
3.2.3. Visual feature extraction

Visual features, such as movements, also reflect changes in a person's emotional characteristics. Therefore, we capture visual features from the conversational video using the 3D-CNN algorithm [27]. 3D-CNN serves to understand human facial expressions, such as frowning or smiling. It needs to be able to extract relevant features from each frame of the image. The input to the network is a vector of size $c \times h \times w \times f$. Among these, $c$ represents the number of channels of the image, the video used in this paper has three channels of RGB. $h$ and $w$ represent the height and width of the image per frame, and $f$ represents the total number of frames in the video. The 3D-CNN network consists of three convolutional blocks. Each convolutional block contains two convolutional layers of size $5 \times 5$ and a maximum pooling layer of size $3 \times 3$. For the convolution operation, a 3D filter of dimension $f_o \times f_i \times f_h \times f_w \times f_d$ is used. Among them, $f_o$, $f_i$, $f_h$, $f_w$, $f_d$ represent the feature map, the number of input channels, the image width, the image height and the depth of the 3D filter, respectively. A max pooling operation is used after the output of the convolutional layer. After convolution and max pooling operations, it is input into the ReLU activation function for nonlinear transformation. Finally, the resulting final feature is mapped to a dense fully connected layer dimension $d_v$, whose activation acts as a visual feature $v_u \in \mathbb{R}^{d_v}$. Among them, $d_v = 512$.

4. Methodology

4.1. Our model

In the multimodal dialogue emotion recognition problem, this paper presents the conversational-dependent syntactic analysis and the graph convolutional Neural Network (DSA-GCN) framework, with models specifically consisting of Bi-LSTM, self-attention mechanisms, dependent syntactic structure, and GCN. First, the dialogue text is coded into a word vector through the Word2Vec model, input the video features, audio features, and the word vectors corresponding to the dialogue text into Bi-LSTM to get the historical context information features of the speaker. In order to reflect the importance of different emotional feature vectors in the conversation text, a self-attention mechanism is introduced to capture the most effective words in the dialogue context, so as to obtain a more accurate vector representation of emotional semantics. Then, based on speaker relations and dependent syntactic relations, respectively, the multimodal sentiment relation graphs are constructed and input to the GCN layer to aggregate emotional semantic information. Finally, video features, audio features, and word vectors that pass through the GCN layers are input to the emotion classifier consisting of softmax layers to obtain discrete sentiment categories. The overall architecture diagram of the DSAGCN model proposed in this paper is shown in Fig. 1.

4.1.1. Sequential contextual features extracted

The quality of the text feature representation has important effects on downstream tasks, and the Word2Vec model [28] is in a position to learn rich semantic knowledge in an unsupervised manner from a large number of corpora. This paper uses the Word2Vec model to generate word vectors with rich languages. Text $i$ is prearranged using a pretrained word vector model to get $i = i_1, i_2, ..., i_j, ..., i_n$. Among them, $i_j \in \mathbb{R}^{d_w}$, The $n$ indicates the sentence length, and the $d_w$ word vector indicates dimension. We set $d_w = 100$. Since the conversation is held in order, the context information passes it in that order. Bi-LSTM is comprised of forwarding and reverse LSTM that can better learn the contextual information of the sentence. We, therefore, input $i$ into Bi-LSTM for feature extraction, and the resulting hidden layer feature $h_i$ is spliced from features extracted from forward and reverse LSTM. The specific formula is as follows:

![Diagram](https://example.com/diagram.png)

Fig. 1. DSAGCN architecture consists of sequential contextual features extraction, self-attention mechanisms, speaker relationship modeling, dependent syntactic analysis, and emotion classification.
\[
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\hat{I}_t \\
\hat{C}_{t-1} \\
\hat{h}_{t-1}
\end{pmatrix}
\]  
(2)

\[
\hat{C}_t = \hat{C}_t \circ \hat{J}_t + \hat{C}_{t-1} \circ \hat{f}_t
\]  
(3)

\[
\hat{h}_t = \hat{O}_t \circ \tanh (\hat{C}_t)
\]  
(4)

where, \( \hat{C}_t, \hat{O}_t, \hat{J}_t, \hat{f}_t \) are the input, output, input gates at \( t \) moment, \( \hat{I}_t, \hat{C}_{t-1}, \hat{h}_{t-1} \) are the input and output gates at \( t \) moment, respectively, \( \circ \) represents the point multiplication operation, and the tanh function indicates the hyperbolic tangent activation function.

### 4.1.2. Self-attention mechanism

To reflect the differences in the importance of emotional different feature vectors in the dialogue text, enhance the emotional semantic representation of the context, and reduce the complexity of the network, this study introduces a self-attention mechanism [29]. In conversational texts, words that embody emotional characteristics are usually limited to the local location of the sentence, and using self-attention mechanisms can capture the most emotional words in the text and give it a high attention weight. Although Bi-LSTM can catch certain long-distance text contextual features, it also causes information loss as recursive networks deepen, and its ability to capture long-distance text contextual features weakens. The attention mechanism is essentially the mapping of the input Query (Q) to a series of key-value pairs (Key (K)). Values (V)), and the addition of the attention mechanism reduces the loss of information in the recursive process.

In order to realize the important difference of different emotional feature vectors in the dialogue text, this study designed the following attention mechanism to obtain the semantic vector representation \( S_t \):

\[
S_t = \sum_{i=1}^{T} a_{ti} S_i^t
\]  
(5)

\[
a_{ti} = \text{softmax} \left( \frac{e_{ti}}{\sqrt{|Z_i|}} \right)
\]  
(6)

\[
e_{ti} = \frac{Z_i S_i^t}{\sqrt{|Z_i|}}
\]  
(7)

where, \( t \) represents moment \( t \) in T moments, and \( i \) represents the semantic vector sequence number of the text sequence in the network. Therefore, \( a_{ti} \) is the importance weight to the semantic vector \( S_i^t \) at \( t \), \( S_i^t \) is the semantic vector at \( t \), \( Z_i \) is the attention vector of the network pattern at \( t \), and \( e_{ti} \) is the similarity between the semantic vector \( S_i^t \) and the attention vector of the network pattern at \( t \). The architecture of the self-attention mechanism proposed in this paper is shown in Fig. 2. The three modal features of text, audio and video are first input to the Bi-LSTM for semantic information extraction, then the obtained feature vectors are passed through the softmax function to obtain the attention scores, and finally the attention scores are weighted and summed with the obtained feature vectors to obtain the final semantic vector representation \( S_t \).

### 4.1.3. Speaker relationship modeling

We model the dependencies between speakers and the themselves to capture speaker-level dependent context information in a conversation. We construct a directed graph to characterize the emotional interaction between the speaker and itself, and input it into the graph convolutional neural network to obtain a feature representation containing speaker-level context information.

This study was used to represent relationships between interlocutors by constructing a graph \( G = \{V, E, R, W\} \). \( V \) represents the set of nodes, and \( E \) represents the set of edges. Each discourse is represented as a node \( V_i \in V, i = 1, 2, \ldots, N \). Each vertex \( V_i \) is represented by the sequential context-encoded feature vector \( g_i \), and the edge \( V_i \in E, r \in R \) between node \( V_i \) and node \( V_j \) represents the relationship type between nodes.

For edge weights, assuming \( Y \) edges, and a self-attentive mechanism based on text similarity is used to set the edge weights so that the sum of the input edges is one, considering the past \( m \) sentences \( V_{t-1}, \ldots, V_{t-m} \) of node \( t \) and the later \( n \) sentence \( V_{t+1}, \ldots, V_{t+n} \). The weight calculation formula is as follows:

\[
w_{r} = \text{softmax}(g_i^T W [g_{t-r}, \ldots, g_{t+r, n}],)
\]

\( s = t - m, \ldots, t + n \)

Graph convolutional neural network aggregates the local neighborhood feature information about each node, and converts the context feature vector irrelevant to the speaker \( g_i \) into a vector representation related to the speaker \( u_t \) through a two-step convolution operation. The calculation formula is as follows:

\[
u_{i}^{(1)} = \sigma \left( \sum_{r \in V_{t} \cap V_{t+r}} w_{r} W_{r}^{(1)} g_{r} + w_{u} W_{u}^{(1)} g_{u} \right),
\]

\( i = 1, 2, \ldots, Y \)

\[
u_{i}^{(2)} = \sigma \left( \sum_{r \in V_{t} \cap V_{t-r}} W^{(2)} u_{i}^{(1)} + W^{(2)} u_{i}^{(1)} \right),
\]

\( t = 1, 2, \ldots, Y \)

where, \( \sigma \) is set to the ReLU activation function \( W_{r}^{(1)}, W_{r}^{(2)}, W_{u}^{(2)}, W^{2} \) as the transformation parameter, and \( w_{r}, w_{u} \in W. Y \) represents the adjacency index of the node \( V_i \) in the relational \( r \in R, C_{r}, i \in V_i \). Eqs. (9) and (10) effectively aggregate the local neighborhood speaker information of each sentence node.

### 4.1.4. Modeling by dependent syntactic structure

We not only consider the dependencies between sequential context information and discourse level, but also combine the dependent syntactic structure of sentences and introduce GCN to study the conversational emotion recognition problem. A dialogue emotional text graph based on the dependent syntax tree was constructed using a graph \( G = \{V, E\} \). \( V \) represents the set of nodes, the set of words, \( E \) represents the set of edges, the set of dependency between words and words. For example, “I am very happy,” the adjacency matrix constructed based on a dependent syntactic tree is shown in Fig. 3. Each word in the sentence is adjacent to itself, namely, the diagonal elements in the adjacency matrix are all 1, based on the dependency in the dependent syntax tree, if a word in the sentence and other words have the dependency, the corresponding position in the adjacency matrix is 1, otherwise 0. Therefore, we obtain a node position in a sparse adjacency matrix \( A \), graph in one-to-one correspondence to the positions of elements in \( S_i \) obtained based on the self-attention mechanism. Then, through the graph based on the adjacency matrix \( A \), the graph con-
volumetric neural network operates the convolution features, and finally obtains the feature $V_i$. The specific formula is as follows:

$$V_i = \text{ReLU}(\tilde{D}^{-1/2}A\tilde{D}^{-1/2}S_iW_c)$$

among these, $\tilde{D}$ is the moment of the adjacency matrix $A$, $\tilde{D} = \sum A_{ij}$, ReLU function represents the activation function, and $W_c$ is the weights of neurons in the layers in the graph convolutional neural network.

### 4.1.5. Emotion classification

The emotion classifier first connects the feature vector $g_i$, containing sequence context information, the feature vector $u_i$ from the speaker relationship modeling and the feature vector $V_i$ based on the dependent syntactic structure modeling, then obtains the new dialogue text feature representation through the similarity-based attention mechanism, and finally classifies the discourse using the full connection layer to obtain the corresponding emotion category label $P_i$. In practical applications, different real datasets usually have different sentiment class labels. For example, in the IEMOCAP real dataset, the sentiment class label $P_i = 7$ obtained after going through the sentiment classifier is 6, and in the MELD real dataset, the sentiment class label $P_i = 7$ obtained after going through the emotion classifier.

As shown in Eq. (12), the extracted context feature vector $g_i$ is connected to the feature vector $u_i$ from the speaker relationship modeling and the feature vector $V_i$ from the dependent syntactic structure modeling, and the vector of $h_i$ is expressed as follows:

$$h_i = [g_i, u_i, V_i]$$

As shown in Eqs. (13) and (14), obtaining the final discourse representation $\tilde{h}_i$ from the connection using the similarity-based attention mechanism. The $\tilde{h}_i$ is defined as follows:

$$\tilde{h}_i = \beta_i[h_1, h_2, \ldots, h_N]^T$$

Finally, the resulting sentence feature representation $\tilde{h}_i$ after graph convolution operation was input into a layer of the fully-connected neural network, after a nonlinear transformation of the Relu function, and then input into the softmax layer to obtain the emotional tag $\hat{y}_i$ with maximum probability, where $y_i$ is a number in the range $[0,1]$. The representation of $y_i$ is as follows:

$$\hat{y}_i = \text{softmax}(W_i\tilde{h}_i + b)$$

4.1.6. Model training

The DSAGCN model uses a cross-entropy loss function to optimize the learning effect for each emotion. The function is defined as follows:

$$\mathcal{L}^\theta_m(\theta) = (y_m^\theta \log(y_m^\theta) + (1 - y_m^\theta)(1 - \log(\hat{y}_m^\theta)))$$

where $\theta$ is a learnable parameter in the network, $y_m^\theta$ denotes the prediction probability of the $i$-th emotional label, and $\hat{y}_m^\theta$ denotes the true class of the $i$-th emotional label. Generally, the smaller $L_m^\theta(\theta)$, the closer the probability distribution between the predicted emotional value of the model and the real emotion, the better the effect of emotion recognition.

Based on the above-mentioned loss function, the learning goal of the DSAGCN model is to obtain the minimum loss for various emotion recognition in the training sample data. The learning objective function is defined as follows:

$$\min_{\theta} \sum_{m=1}^{N_m} \sum_{i=1}^{N_i} \mathcal{L}^\theta_m(\theta)$$
where, $N_1$ and $N_2$ represent the number of training samples and emotion label categories, respectively. The optimal network parameters are obtained when the DSAGCN model obtains the minimum loss value for various emotion recognition training data.

5. Experimental setting

The research environment is based on the Ubuntu 18.04 operating system, using the programming language Python 3.8, deep learning framework Pytorch 1.9.1, hardware for two servers with Tesla P4, the memory of 16G for algorithm comparison experiments.

5.1. Datasets used

We used two conversational emotion datasets, IEMOCAP [30] and MELD [31], to evaluate the effect of the DSAGCN algorithm. We divided these two datasets into training and test sets, with an approximate ratio of 80:20. In the IEMOCAP dataset, the training and validation sets contain 120 dialogues and 5,810 dialogue texts, and the testing sets have 31 dialogues and 1,623 dialogue texts. In the MELD dataset, the training and validation sets contain 1,153 dialogues and 11,098 dialogues, and the testing sets contain 210 dialogues and 2,610 dialogues. Table 1 displays the distribution of samples for both the training and testing sets.

1. The IEMOCAP datasets contain ten speakers communicating in a two-way conversation, providing thr-ee modalities: text, audio, and video, with 7,433 text utterances and approximately 12 h of audio and video. Each video includes two dialogues with each other which are divided into discourse. Each discourse has six different emotional labels, namely, happiness, sadness, neutrality, anger, excitement, and frustration. The final emotion category for each utterance was determined jointly by six evaluators.

2. The MELD dataset, from the Friends series, unlike the IEMOCAP dataset, has multiple speakers involved in conversations and is owned by the multi-conversation dataset. Its training, validation, and test sets have 1,039, 114, and 280 conversations, respectively. Each discourse comes with one of the seven emotional labels, namely anger, disgust, sadness, joy, neutrality, surprise, and fear. The final emotion category for each utterance was determined jointly by five evaluators.

5.2. Comparison algorithm

We compare our model with the following baselines:

**CNN:** CNN proposed by Kim et al. [12] represents the criteria of text classification that does not consider text context, the context of the speech, or multimodal data.

**bc-LSTM:** The characteristic representation of the bidirectional LSTM capturing the discourse context from the surrounding discourse, proposed by Poria et al. [7], does not consider the inter-speaker relationship as it does not model the inter-speaker dependence.

**CMN:** CMN proposed by Hazarika et al. [17] used for GRU to model the historical context of dialogue discourse and input the current discourse into the memory network to obtain a characteristic representation of the discourse context. However, the modification model can only be used to model binary dialogue relationships.

**DialogueRNN:** DialogueRNN, proposed by Majumder et al. [20], is a recurrent network that uses GRU to track individual speaker states during a conversation while introducing self-attention mechanisms that capture attention scores from the contextual taking into account the relevancy of emotional context discourse, and performing emotion classification based on this information. The model can be applied to a multimodal emotion recognition task.

**DialogueGCN:** DialogueGCN proposed by Ghosal et al. [2] details the relationship between speaker dependence and self-dependence that can be applied to multi-party datasets. Combine sentence-as-sentence encoding with speaker coding to enhance the representation of the dialogue context.

**AGHMN:** The AGHMN proposed by Jiao et al. [19] adopted an attention-gated hierarchical memory network. AGHMN first used Bi-GRU to extract bidirectional contextual history information and then used the attention mechanism to calculate the attention score of the contextual information. Finally, the internal state of BiGRU was updated with the obtained attention score. AGHMN can balance contextual semantic information from recent memory and distant memory.

5.3. Evaluation metrics

To verify the validity of the DSAGCN model on the IEMOCAP and MELD datasets, we use accuracy and F-score metrics for evaluation, respectively.

The accuracy was defined as follows:

$$\text{Accuracy} = \frac{\sum_i N_i^j}{\sum_i N_i}$$

where $v_1, v_2$ are the number of samples in the testing datasets and samples whose emotion is correctly predicted by the model, respectively.

The F-score integrates precision and recall. Therefore, in this paper, the F-score is also chosen as another metric to evaluate the model’s validity. The F-score is defined as follows:

$$F\text{-score} = 2 \cdot \frac{\text{precision}(E_p, E_t) \times \text{recall}(E_p, E_t)}{\text{precision}(E_p, E_t) + \text{recall}(E_p, E_t)}$$

and

$$\text{precision}(E_p, E_t) = \frac{|E_p \cap E_t|}{|E_p|}$$

$$\text{recall}(E_p, E_t) = \frac{|E_p \cap E_t|}{|E_t|}$$

where $E_p$ represents the predicted emotion label category, $E_t$ represents the real emotion label category, precision $(E_p, E_t)$ denotes precision, recall$(E_p, E_t)$ denotes recall. Generally, the higher the F-score of the model, the better the effect of emotion recognition.

6. Results

To avoid experimental coincidence, we randomly performed 10 training and testing sessions according to the data set division ratio in Table 1, and then took the average value as the final accuracy and f1 value for each emotion. Finally, the accuracy and f1 value

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Partition</th>
<th>Utterance Count</th>
<th>Dialogue Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEMOCAP</td>
<td>train + val</td>
<td>5810</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>test</td>
<td>1623</td>
<td>31</td>
</tr>
<tr>
<td>MELD</td>
<td>train_val</td>
<td>11098</td>
<td>1153</td>
</tr>
<tr>
<td></td>
<td>test</td>
<td>2610</td>
<td>280</td>
</tr>
</tbody>
</table>
for each emotion are averaged to obtain the average accuracy and f1 value for each algorithm.

By comparing the classification accuracy and f1 values of each discrete emotion label in Tables 2 and 3, we find that the classification accuracy of DSAGCN for “happy” and “anger” emotion labels are 60.1% and 52.2%, respectively, and the f1 values are 62.6% and 46.9% respectively. And the accuracy and f1 values are both about 20% to 30% higher than other models, significantly outperforming existing models. We believe this is because the self-attention mechanism serves is used to capture the semantic information, while the dependent syntactic analysis enhances the model’s ability to understand emotions. Meanwhile, in the classification accuracy and f1 values of “happy” discrete emotion, the effect of the DialogueGCN model and AGHMN model is second, the classification accuracy is 45.7% and 42.7%, and the f1 value is 47.7% and 51.1%, respectively, which is about 15% lower than DSAGCN. The classification accuracy and f1 values of the other models are close, between 27% and 35%. In the classification of “happy” discrete emotions, their performance is much worse than DSAGCN, DialogueGCN, and AGHMN. In terms of classification accuracy and f1 value for the “anger” discrete emotion, the DialogueRNN model is slightly less effective than DSAGCN, with the classification accuracy and f1 value of 41.0% and 41.5%, respectively. The classification accuracy and f1 values of the other models are close to but lower than the DialogueRNN model. On the “fear” and “disgust” sentiment labels, AGHMN achieves the best results among all models with classification accuracies of 9.8% and 14.0%, and f1 values of 10.6% and 16.4%, respectively. The classification accuracy and f1 value of DSAGCN and other models do not exceed 10%. All models, including AGHMN, performed poorly on the “fear” and “disgust” sentiment labels, and the classification results were unreliable. However, on the “fear” and “disgust” emotion labels, the classification accuracy and f1 values of DSAGCN and existing models are not more than 10%, showing poor performance. We believe this is because the MELD dataset used in this paper comprises video clips from the Web. In the video clips, the speakers rarely show “fear” or “disgust” emotions. As shown in Table 4, the number of “fear” and “disgust” sentiment labels are 50 and 68, respectively, which are far less than the number of other sentiment labels, which will lead to severe data imbalance problem. In the vast majority of cases, the model is usually biased towards learning an unbiased representation of the majority class samples and treats the minority class samples as outliers in the data. It will result in the model not being adequately trained on the minority class sentiment, showing an underfitting state. Furthermore, the speaker is always subtle in expressing such emotions, and the model can easily identify them as “neutral” or “sadness.” Since the model proposed in this paper and other models did not consider the problem of imbalanced data distribution, the model’s classification accuracy on the “fear” and “disgust” sentiment labels is relatively poor.

As shown in Table 2, the DSAGCN model has the best results on the IEMOCAP dataset, with an average accuracy of 63.5% and an average f1 value of 61.7%, which is 4% to 13% higher than the other models. The effect of the AGHMN model is second, with the average accuracy and f1 value of 61.9% and 61.8%, respectively. DialogueGCN, bc-LSTM, CMN, and DialogueRNN models have similar effects but are slightly worse than the AGHMN model. CNN model has the worst effect, and the average accuracy and f1 value are only 48.0% and 48.1%, respectively. As shown in Table 3, the DSAGCN model has the best results on the MELD dataset, with an average accuracy of 60.9% and an average f1 value of 58.7%, which is 2% to 6% higher than the other models. The effect of AGHMN is second, the average accuracy and f1 values are 58.8% and 57.0%, respectively, which is slightly worse than the DSAGCN model. The other

### Table 2
Compare various baseline methods on the IEMOCAP dataset; bold font indicates the best performance; Acc = Accuracy; Average(w) = Weighted average.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Happy</th>
<th>Sad</th>
<th>Neutral</th>
<th>Angry</th>
<th>Excited</th>
<th>Frustrated</th>
<th>Average(w)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
</tr>
<tr>
<td>CNN</td>
<td>27.7</td>
<td>29.8</td>
<td>57.1</td>
<td>53.9</td>
<td>34.3</td>
<td>40.1</td>
<td>61.1</td>
</tr>
<tr>
<td>bc-LSTM</td>
<td>29.1</td>
<td>34.4</td>
<td>57.1</td>
<td>60.8</td>
<td>54.1</td>
<td>51.8</td>
<td>57.1</td>
</tr>
<tr>
<td>CMN</td>
<td>25.0</td>
<td>30.3</td>
<td>55.9</td>
<td>62.4</td>
<td>52.8</td>
<td>52.3</td>
<td>61.7</td>
</tr>
<tr>
<td>DialogueRNN</td>
<td>33.5</td>
<td>35.4</td>
<td>65.9</td>
<td>68.8</td>
<td>54.1</td>
<td>54.7</td>
<td>67.1</td>
</tr>
<tr>
<td>DialogueGCN</td>
<td>45.7</td>
<td>47.7</td>
<td>86.9</td>
<td>84.4</td>
<td>41.9</td>
<td>48.5</td>
<td>61.5</td>
</tr>
<tr>
<td>AGHMN</td>
<td>42.7</td>
<td>51.1</td>
<td>63.4</td>
<td>68.0</td>
<td>61.3</td>
<td>57.4</td>
<td>61.9</td>
</tr>
<tr>
<td>DSAGCN</td>
<td>60.1</td>
<td>62.6</td>
<td>84.8</td>
<td>82.3</td>
<td>64.5</td>
<td>47.5</td>
<td>63.7</td>
</tr>
</tbody>
</table>

### Table 3
Compare various baseline methods on the MELD dataset; bold font indicates the best performance; Acc = Accuracy; Average(w) = Weighted average.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Neutral</th>
<th>Surprise</th>
<th>Fear</th>
<th>Sadness</th>
<th>Joy</th>
<th>Disgust</th>
<th>Anger</th>
<th>Average(w)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
<td>F1</td>
</tr>
<tr>
<td>CNN</td>
<td>76.2</td>
<td>74.9</td>
<td>43.3</td>
<td>45.5</td>
<td>4.6</td>
<td>3.7</td>
<td>18.2</td>
<td>21.1</td>
</tr>
<tr>
<td>bc-LSTM</td>
<td>78.4</td>
<td>73.8</td>
<td>46.8</td>
<td>47.7</td>
<td>3.8</td>
<td>5.4</td>
<td>22.4</td>
<td>25.1</td>
</tr>
<tr>
<td>DialogueRNN</td>
<td>72.1</td>
<td>73.5</td>
<td>54.4</td>
<td>49.4</td>
<td>1.6</td>
<td>1.2</td>
<td>23.9</td>
<td>23.8</td>
</tr>
<tr>
<td>DialogueGCN</td>
<td>70.3</td>
<td>72.1</td>
<td>42.4</td>
<td>41.7</td>
<td>3.0</td>
<td>2.8</td>
<td>20.9</td>
<td>21.8</td>
</tr>
<tr>
<td>AGHMN</td>
<td>80.3</td>
<td>75.1</td>
<td>53.7</td>
<td>49.1</td>
<td>9.8</td>
<td>10.6</td>
<td>19.7</td>
<td>25.5</td>
</tr>
<tr>
<td>DSAGCN</td>
<td>76.7</td>
<td>74.4</td>
<td>48.6</td>
<td>45.5</td>
<td>5.2</td>
<td>4.8</td>
<td>24.4</td>
<td>22.1</td>
</tr>
</tbody>
</table>

### Table 4
The distribution of each label category in the MELD dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Neutral</th>
<th>Surprise</th>
<th>Fear</th>
<th>Sadness</th>
<th>Joy</th>
<th>Disgust</th>
<th>Anger</th>
</tr>
</thead>
<tbody>
<tr>
<td>MELD</td>
<td>1256</td>
<td>281</td>
<td>50</td>
<td>208</td>
<td>402</td>
<td>68</td>
<td>345</td>
</tr>
</tbody>
</table>
models’ average accuracy and f1 values are closer to each other and lower than the DSAGCN and AGHMN models.

There are significant differences in performance between DSAGCN and other comparison algorithms, and we believe that the most important reason is the different nature of the model. Both DSAGCN and DialogueGCN attempted to model the dependencies between speakers, while other comparison algorithms considered only feature-encoding of the sequential context. This is a major problem with the comparison algorithms because what the speaker says has an essential impact on the listener. In addition, DSAGCN and DialogueGCN used graph convolution operations to simulate the interaction process between speakers, which further obtained the position-encoding information of the utterance context. At the same time, AGHMN utilized the attention mechanism to update the internal state of Bi-GRU to obtain the position-encoding information of the utterance context. However, other comparison models ignored the above problems, which is an important reason for the poor performance of the comparison models because the semantic information of the same word in different positions may vary significantly.

As for the performance difference between DSAGCN and DialogueGCN, it is considered that part of the dependent syntactic structure modeling causes it. DialogueGCN does not consider the syntactic structural features of the sentence. However, the syntactic tree can reveal dependencies between each sentence component, benefiting the model to learn richer feature information. And, words that highlight emotion often appear only locally in the dialogue context, while Dialogue considers the detailed location of the dialogue context, adding too much redundant information. In contrast, DSAGCN models the sentence structure by introducing a syntactic dependent analysis, which helps to enhance the model’s ability to understand emotions. The self-attention mechanism is introduced to capture the most expressive words in the dialogue context and obtain richer semantic information.

As for the difference in performance between DSAGCN and AGHMN, we believe that AGHMN ignored speaker information and relied on syntactic structure modeling. Identifying which speaker the context belongs to can provide the model with semantic information about the speaker’s emotional changes during the interaction process to better classify the emotional labels.

The above experimental results show that the DSAGCN model proposed in this paper outperforms the existing models on both IEMOCAP and MELD datasets, syntactic dependency relationship, attention mechanism, and the use of graph convolutional neural network to model the dependencies between speakers can effectively improve the emotion recognition ability of the model.

7. Discussion and conclusion

This paper presents the analysis of the predicted labels and finds the model indistinguishable for similar emotion category labels. In the confusion matrix, we found that our model misclassified some with “frustrated” or “happy” labels into “neutral” labels, possibly due to the small differences between these emotional labels. We believe that this ambiguity can be disambiguated by increasing the dataset.

The innovation of our model is to introduce dependent syntactic analysis and self-attention mechanisms, and investigate the effect of these two parts on the model effect. We evaluate their impact on the model performance by removing both parts.

As shown in Table 5, dependent syntactic structure modeling has a significant improvement in the model understanding emotional ability, and without this part, the model performance will decrease by 3.7%. We believe that a full understanding of the dependencies between the various components contributes to better semantic information.

Self-attention mechanisms also have effects on model performance, but less than context-dependent syntactic analysis. Its absence causes a 2.4% drop in performance. We argue that because the self-attention mechanism can capture the most expressive words in a sentence.

In conclusion, in this paper, a network structure based on a graph convolutional neural network and dependent syntactic analysis for categorical recognition of emotions. Compared with other comparison algorithms, the method presented here considers each input discourse for the degree of similarity between word-to-word, which provides better semantic vector representation and introduces dependent syntactic structure analysis that enhances the model’s ability to comprehend discourse emotion. On the IEMOCAP and MELD data sets, the average accuracy of DSAGCN is 63.5% and 60.9%, respectively, and the f1 values are 61.7% and 58.7%, respectively. The average accuracy and f1 values of DSAGCN outperform existing models, especially for emotions such as “happiness” and “anger”. Therefore, we believe that DSAGCN can be widely used in emotion analysis, such as human–computer dialogue systems and opinion mining. In future research work, we consider extracting to obtain a better utterance feature representation by transformer, and we also think of introducing self-attention mechanisms within the GCN to improve model performance. In addition, due to the serious problem of class imbalance in the MELD dataset, we will also make full use of the data imbalance solution in future research work to improve the classification accuracy of the model on the minority class.
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