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a b s t r a c t

On parallel and distributed heterogeneous computing systems, a heuristic-based task
scheduling algorithm typically consists of two phases: task prioritization and processor
selection. In a heuristic based task scheduling algorithm, different prioritization will
produce different makespan on a heterogeneous computing system. Therefore, a good
scheduling algorithm should be able to efficiently assign a priority to each subtask depend-
ing on the resources needed to minimize makespan. In this paper, a task scheduling
scheme on heterogeneous computing systems using a multiple priority queues genetic algo-
rithm (MPQGA) is proposed. The basic idea of our approach is to exploit the advantages of
both evolutionary-based and heuristic-based algorithms while avoiding their drawbacks.
The proposedalgorithm incorporates a genetic algorithm (GA) approach to assign a priority
to each subtask while using a heuristic-based earliest finish time (EFT) approach to search
for a solution for the task-to-processor mapping. The MPQGA method also designs
crossover, mutation, and fitness function suitable for the scenario of directed acyclic graph
(DAG) scheduling. The experimental results for large-sized problems from a large set of
randomly generated graphs as well as graphs of real-world problems with various charac-
teristics show that the proposed MPQGA algorithm outperforms two non-evolutionary
heuristics and a random search method in terms of schedule quality.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Task scheduling on heterogeneous computing systems interconnected by high-speed networks has been extensively
studied. Such systems are promising for fast processing of computationally intensive applications with diverse computation
needs. In general, an originally large application can be decomposed into a set of smaller subtasks prior to parallel process-
ing. These smaller subtasks almost always have dependencies representing the precedence constraints, in which the results
of other subtasks are required before a particular subtask can be executed. By decomposing a computation into smaller sub-
tasks and executing the subtasks on multiple processors, the total execution time of the computation, namely, the makespan,
can potentially be reduced. Hence, the goal of a task scheduling algorithm is typically to schedule all the subtasks on a given
number of available processors in order to minimize makespan without violating precedence constraints.
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It is a challenge on heterogeneous computing systems to develop task scheduling algorithms that assign the subtasks of
an application to processors. Therefore, numerous algorithms have been proposed to minimize makespan for parallelizing
the subtasks with precedence relationships. The precedence relationships are represented as a directed acyclic graph
(DAG) consisting of vertices that represent computations and directed edges that represent the dependencies between those
vertices. DAGs have been shown to be expressive for a large number of and a variety of applications.

Traditional task scheduling research has focused on heuristic-based algorithms, an important class of which is the so-
called list scheduling algorithms, such as heterogeneous earliest finish time (HEFT) [1] and critical path on a processor (CPOP)
[1]. The basic idea of list scheduling consists of maintaining an ordered list of subtasks by assigning priority to each subtask
according to greedy heuristics. The subtasks are selected in order of priority and the ready subtask with the highest priority
is removed from the list to be assigned to a processor which allows the earliest start time. The performance of these algo-
rithms is heavily dependent on the effectiveness of the heuristics. They are not likely to produce consistent results for a wide
range of problems, especially when the complexity of the task scheduling problem increases.

Contrary to the heuristic-based algorithms, a guided-random-search-based algorithm incorporates a combinatoric pro-
cess in the search for solutions, which is less efficient and generates much higher computational cost than the heuristic-
based algorithms.

For this reason, balance between makespan and speed of convergence is required. In this paper, we develop a hybrid ap-
proach by integrating GA with heuristic algorithms. We find that hybrid approach can achieve similar performance in terms
of makespan for DAG scheduling while reducing the scheduling overhead, when compared with the overhead of guided-
random-search-based algorithms. It alsocan achieve better performance than heuristic algorithms. Hence, we have
published the paper entitled ‘‘A multiple priority queueing genetic algorithm for task scheduling on heterogeneous comput-
ing systems’’ in the proceeding of the 14th IEEE International Conference on High Performance Computing and Communi-
cations (HPCC-2012) [2]. In the paper, we addressed the task scheduling problem and proposed a task scheduling scheme
using a multiple priority queues genetic algorithm (MPQGA) on heterogeneous computing systems. In later study, we found
more factors which affect the efficiency of the MPQGA algorithm, such as the initial population’s size and the method by
which its individuals are chosen, and the particular crossover and mutation operators.

This paper significantly extends the conference paper, and definitely contains more than 30% new contents, including
new algorithms, discussions, and solid experimental results that were not shown in the conference version. Moreover, in this
paper, a new and different way to encode scheduling solutions of the initial population is designed. We also need to develop
different operations to be performed on the encoded solutions and generate increasingly better solutions. This paper tackles
these challenges. The four major contributions of this study are listed below.

� We develop the MPQGA algorithm, which can be adapted for a wide range of DAG applications. The proposed MPQGA
algorithm generates various priority queues using a heuristic-based crossover operator and a heuristic-based mutation
operator for dependent task applications. The MPQGA algorithm effectively avoids the drawbacks of existing heuristic-
based scheduling algorithms that are only effective for specific types of applications.
� We propose a heuristic-based task-to-processor mapping technique, i.e., the heterogeneous earliest finish time (HEFT)

approach, to search for a solution in order to minimize makespan without violating precedence constraints. The approach
effectively avoids the inefficient task-to-processor mapping and accelerates convergence speed of the MPQGA algorithm.
� We adopt a new approach to generating the initial population using three evaluation criterion: a good ‘‘seeding’’, a good

uniform coverage, and genetic diversity. A high-quality solution, obtained from a heuristic technique, can help MPQGA
find better solutions faster than it can from a random start. With a good uniform coverage, the individuals are well spread
out to cover the whole feasible solution space. Genetic diversity of the initial population can help the GA be able to reach
part of the feasible solution space as large as possible.
� We demonstrate through experimental results over a large set of randomly generated graphs as well as graphs of real-

world problems with various characteristics that our proposed MPQGA algorithm outperforms several related heuris-
tic-based list scheduling algorithms and guided-random-search-based algorithms in terms of schedule quality.

The remainder of this paper is organized as follows. In Section 2, related work on different scheduling algorithms on het-
erogeneous systems is reviewed. In Section 3, the system model, the application model, and the scheduling scheme are de-
scribed. In Section 4, MPQGA is outlined for task scheduling to minimize the makespan on heterogeneous computing
systems. In Section 5, we analyze the time and space complexities. In Section 6, results and analyses of software simulations
which have been conducted to validate the algorithm are given. Finally, in Section 7, conclusions and suggestions on future
work are provided.

2. Related work

The task scheduling problem can be formulated as the search for an optimal assignment of a set of subtasks onto a set of
processors, such that the completion of the last subtask being executed is minimized. The task scheduling problem has been
proven to be NP-hard [3]. For this reason, scheduling is usually handled by heuristic methods which provide reasonable
solutions for restricted instances of the problem. A heuristic-based algorithm normally finds a near-optimal solution in
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polynomial time. It searches a path in the solution space at the expense of ignoring some possible paths [4,5]. The heuristic-
based scheduling algorithms can be classified as list scheduling [1,5], cluster scheduling [6–8], and task duplication-based
scheduling [9–12].

Most existing scheduling heuristics belong to the list scheduling class. The search in list scheduling algorithms is divided
into two phases. In the first phase, each subtask is assigned a priority and then added to a list of waiting subtasks in order of
decreasing priority according to certain criteria. In the second phase, as processors become available, the subtask with the
highest priority is selected and assigned to the processor. Therefore, list scheduling algorithms are more practical and effi-
cient, since the search is narrowed down to a very small portion of the solution space, and a better makespan than others can
be obtained. A weakness of the heuristic-based list scheduling algorithms is that the performance of these algorithms is
heavily dependent on the effectiveness of the heuristics. Therefore, they are not likely to produce consistent results for task
scheduling.

Another group of deterministic algorithms are the clustering algorithms [6–8]. These algorithms assume that there is en-
ough number of processors available to the subtask execution. The clustering algorithms use as many processors as possible
in order to reduce the makespan of the schedule.

The duplication scheduling [9–12] heuristic attempts to reduce communication delays by executing a key subtask on
more than one processor.

Contrary to the heuristic-based algorithms, a guided-random-search-based algorithm incorporates a combinatoric pro-
cess in the search for solutions. A guided-random-search-based algorithm typically requires sufficient sampling of candidate
solutions in the search space and has shown robust performance on a variety of scheduling problems. It is well known that
particle swarm optimization (PSO) [13–17], ant colony optimization (ACO) [18,19], artificial bee colony algorithm (ABC) [20],
simulated annealing (SA) [21,22], cuckoo search algorithm (CS) [23], tabu search (TS) [24,25], evolution algorithm [26,27],
and genetic algorithms (GA) [24,28–42] have been successfully applied to the scheduling. GAs have been widely used to
evolve solutions for many task scheduling problems. These GA approaches vary in their encoding schemes, the implemen-
tation of genetic operators, as well as the methods for solution evaluation. However, due to the large solution space that a GA
is required to cover, the search generally incurs considerably high computational cost, thesame as other guided-random-
search-based algorithms which are less efficient and generate much higher computational cost than the heuristic-based
algorithms.

Table 1
Definitions of notations.

Notation Definition

T A set of tasks in an application
E A set of edges for precedence constraints among the tasks
P A set of heterogeneous processors
n Number of tasks
e Number of edges
m Number of processors in a heterogeneous computing system
Ti The ith task in the application
edgeðTi; TjÞ The edge from subtask Ti to subtask Tj

Pk The kth processor in the system
Tentry The entry subtask with no predecessor
Texit The exit subtask with no successor
SuccðTiÞ The set of immediate successors of subtask Ti

PredðTiÞ The set of immediate predecessors of subtask Ti

WdðTiÞ The amount of computation of subtask Ti

SðTi; PkÞ The execution speed of subtask Ti on processor Pk

WðTi; PkÞ The computational cost of subtask Ti on processor Pk

WðTiÞ The average computational cost of subtask Ti

CdðTi; TjÞ The amount of communication between subtasks Ti and Tj

CsðPkÞ The communication startup cost of processor Pk

B A two-dimensional matrix of communication bandwidths
BðPk; PlÞ The communication bandwidth between Pk to Pl

CðTi; TjÞ The communication cost from subtask Ti to subtask Tj

CðTi; TjÞ The average communication cost of the edgeðTi; TjÞ
ESTðTi; PkÞ The earliest start time of subtask Ti on processor Pk

EFTðTi; PkÞ The earliest finish time of subtask Ti on processor Pk

AvailðPkÞ The earliest time when processor Pk is ready for execution
ASTðTi; PkÞ The actual start time of subtask Ti on processor Pk

AFTðTi; PkÞ The actual finish time of subtask Ti on the fittest processor Pk

RankbðTiÞ The upward rank of subtask Ti

RanktðTiÞ The downward rank of subtask Ti

CCR The communication to computation ratio
SLR Scheduling length ratio of a task graph
a The shape parameter of a task graph
b The range percentage of computation costs on processors
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In this paper, we take the trade-off between makespan and convergence speed into consideration and develop a hybrid
approach by integrating GA with heuristic algorithms.

3. Models

In this section, the system, application, and heterogeneity models used in the study are described. Table 1 provides a list
of notations and their definitions used in the paper.

3.1. System model

In this paper, the target system consists of a set P of m heterogeneous processors that are fully interconnected with a
high-speed network. Each subtask in a DAG application can only be executed on one processor. The communication time
between two dependent subtasks should be taken into account if they are assigned to different processors.

Processor 3

Processor 1 Processor 2

High speed network

Fig. 1. A simple DAG containing 8 subtasks and a fully connected parallel system with 3 heterogeneous processors.

258 Y. Xu et al. / Information Sciences 270 (2014) 255–287
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We also assume a static computing model in which the dependency relations and the execution order of subtasks are
known a priori and do not change over the course of the scheduling and subtask execution. In addition, all processors are
fully available to the computation on the time slots they are assigned to.

3.2. Application model

In this work, an application is represented by a DAG, with the vertices representing subtasks and edges between vertices
representing execution precedence between subtasks. For a pair of dependent subtasks Ti and Tj, if the execution of Tj de-
pends on the output from the execution of Ti, then Ti is the predecessor of Tj, and Tj is the successor of Ti. We use PredðTiÞ and
SuccðTiÞ to denote the set of predecessor subtasks and the set of successor subtasks of subtask Ti, respectively. There is an
entry subtask and an exit subtask in a DAG. The entry subtask Tentry is the starting subtask of the application without any
predecessor, while the exit subtask Texit is the final subtask with no successor [43]. A weight is associated with each vertex
and edge. The vertex weight, denoted as WdðTiÞ, represents the amount of computation to be performed by the subtask Ti,
while the edge weight, denoted as CdðTi; TjÞ, represents the amount of communication between subtask Ti and subtask Tj. If a
DAG has multiple start nodes, a dummy start node with a zero node weight is added. Zero weight communication edges are
then added from the dummy start node to the multiple start nodes. Likewise, if a DAG has multiple exit nodes, a dummy exit
node is added. The DAG topology of an example application and an example system are shown in Fig. 1(a) and (b),
respectively.

3.3. Heterogeneity model

The heterogeneity model of a computing system can be divided into two categories, i.e., processor-based heterogeneity
model (PHM) and task-based heterogeneity model (THM). In a PHM computing system, a processor executes the tasks at
the same speed, regardless of the type of the tasks. On the contrary, in a THM computing system, how fast a processor exe-
cutes a task depends on how well the heterogeneous processor architecture matches the task requirements and features. The
work in this paper assumes THM computing systems, where the main characteristics are given in Table 2.

For example, we can set the value of h to be 0.5, so that the level of heterogeneity can be calculated as 3. Note that when
the level of heterogeneity is 1 (h ¼ 0), the computing system is homogeneous. As we change the value of h, i.e., the level of
heterogeneity, the average computing speed remains unchanged. When the level of heterogeneity increases, some hetero-
geneous computing nodes become increasingly powerful and therefore the subtasks can run faster in those heterogeneous
computing nodes.

The execution speeds of the processors in a heterogeneous computing system are represented by a two-dimensional ma-
trix S, in which an element SðTi; PkÞ represents the speed at which processor Pk executes subtask Ti. The computation cost of
subtask Ti running on processor Pk, denoted as WðTi; PkÞ, can be calculated by Eq. (1):

WðTi; PkÞ ¼
WdðTiÞ
SðTi; PkÞ

: ð1Þ

The average computation cost of subtask Ti, denoted as WðTiÞ, can be calculated by Eq. (2):

Table 2
THM Heterogeneous computing system.

Characterization Value

The amount of computing power available at each node 0.1–2.0
The maximum number of processors 32
The level (degree) of heterogeneity of the system 1þh

1�h, h 2 ½0;1Þ

Table 3
Processor heterogeneity and computation costs.

Ti Speed Cost Average cost

P0 P1 P2 P0 P1 P2 WðTiÞ

0 1.00 0.85 1.22 11 13 9 11.00
1 1.20 0.80 1.09 10 15 11 12.00
2 1.33 1.00 0.86 9 12 14 11.67
3 1.18 0.81 1.30 11 16 10 12.33
4 1.00 1.37 0.79 15 11 19 15.00
5 0.75 1.00 1.79 12 9 5 8.67
6 1.30 0.93 1.00 10 14 13 12.33
7 1.09 0.80 1.20 11 15 10 12.00
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WðTiÞ ¼
1
m

Xm

k¼1

WðTi; PkÞ: ð2Þ

Assume that a DAG has the topology as shown in Fig. 1(a) and there are 3 heterogeneous processors in the computing system
as shown in Fig. 1(b). An example of the processor heterogeneity and the computation costs of the subtasks are shown in
Table 3. Note that there are two numbers in each vertex in Fig. 1(a). The number at the top is the task name and the one
at the bottom is the average computation cost as calculated in Table 3.

The communication bandwidths between any two heterogeneous processors are represented by a two-dimensional ma-
trix B of size m�m, where BðPk; PlÞ represents the communication cost of sending a unit of data from Pk to Pj. The commu-
nication startup costs of the processors are represented by an array Cs, in which the element CsðPkÞ is the startup cost of
processor Pk. The communication cost CðTi; TjÞ of edgeðTi; TjÞ, which is the time spent in transferring data from subtask Ti

(scheduled on Pk) to subtask Tj (scheduled on Pl), can be calculated by Eq. (3):

CðTi; TjÞ ¼ CsðPkÞ þ
CdðTi; TjÞ
BðPk; PlÞ

: ð3Þ

CðTi; TjÞ is the average communication cost of the edgeðTi; TjÞ, which is defined in Eq. (4):

CðTi; TjÞ ¼ Cs þ
CdðTi; TjÞ

B
; ð4Þ

where Cs ¼ 1
m

Pm
k¼1CsðPkÞ is the average communication startup cost over all processors, and B ¼ 1

m2

Pm
k¼1

Pm
l¼1BðPk; PlÞ is the

average communication cost per transferred unit over all processors.
It is assumed that the inter-processor communications are performed at the same speed (i.e., with the same bandwidth)

on all links, and we assume that BðPk; PlÞ ¼ 1 and CsðPkÞ ¼ 0 to simplify our task scheduling model. In this paper, there is
communication cost only when two subtasks are assigned to different heterogeneous processors. In other words, the com-
munication cost can be ignored when the subtasks are assigned to the same processor. For example, if Ti and Tj are scheduled
on the same processor, the communication cost is regarded as 0.

The communication to computation ratio (CCR) can be used to indicate whether a task graph is communication-intensive or
computation-intensive. For a given task graph, it is computed by the average communication cost divided by the average
computation cost on a target computing system. The computation can be formulated as in Eq. (5):

CCR ¼
1
e

P
edgeðTi ;TjÞ2ECðTi; TjÞ
1
n

P
Ti2T WðTiÞ

: ð5Þ

3.4. An example DAG application

Figs. 2–6 show five example solutions of scheduling the DAG in Fig. 1(a) on the computing system in Fig. 1(b), using the
HEFT-B algorithm, the HEFT-T algorithm, the CPOP algorithm, the MPQGA task scheduling algorithm (a heuristic-based
tasks-to-processor mapping approach), and the BGA task scheduling algorithm [44] (a random-based tasks-to-processor
mapping approach), respectively. The task scheduling priority queue is generated by upward rank for HEFT-B, and down-
ward rank for HEFT-T [1], and a combination of upward-downward rank.

In Fig. 7, we can observe that the convergence speed of MPQGA algorithm is faster than BGA algorithm in the makespan of
the best individual.

Fig. 2. A schedule for the simple DAG in Fig. 1(a) on 3 processors in Fig. 1(b) using the HEFT-B task scheduling algorithm. The makespan of the schedule is
88.
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Fig. 3. A schedule for the simple DAG in Fig. 1(a) on 3 processors in Fig. 1(b) using the HEFT-T task scheduling algorithm. The makespan of the schedule is
80.

Fig. 4. A schedule for the simple DAG in Fig. 1(a) on 3 processors in Fig. 1(b) using the CPOP task scheduling algorithm. The makespan of the schedule is 87.

Fig. 5. A schedule for the simple DAG in Fig. 1(a) on 3 processors in Fig. 1(b) using the MPQGA task scheduling algorithm. The makespan of the schedule is
66.

Fig. 6. A schedule for the simple DAG in Fig. 1(a) on 3 processors in Fig. 1(b) using the BGA task scheduling algorithm. The makespan of the schedule is 69.

Y. Xu et al. / Information Sciences 270 (2014) 255–287 261
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4. Algorithm design

In this section, we will first present the background of genetic algorithm. Then, the details of proposed algorithms will be
presented. A genetic algorithm, introduced by Holland (1975) [60], is an iterative stochastic algorithm in which natural evo-
lution is used to model a search method. GAs may be used to solve optimization problems by imitating the genetic process of
biological organisms [4,45–47]. As the name suggests, GAs emulate the evolutionary process in nature to solve optimization
problems.

A simple genetic algorithm includes three basic genetic operations: selection, crossover, and mutation. In selection, some
solutions from the population are selected as parents; in crossover, the parents are crossbred to produce offspring; and in
mutation, the offspring may be altered according to mutation rules. In genetic algorithms, solutions x are called individuals
and iterations of an algorithm are called generations. Many genetic algorithms also employ elitism, which means that a num-
ber of the best individuals are copied to the next population.

Our proposed algorithm has the following parameters. Crossover rate and mutation rate are probabilities of which the par-
ents are crossbred and offspring are mutated, respectively. Steps and tolerance are parameters for the stopping criteria. The
algorithm is terminated if there is no change (within the tolerance) in the best objective function value during the last
generation.

Unlike other traditional search techniques, GAs use multiple search nodes simultaneously. Each of the search nodes cor-
responds to one of the current solutions and is represented by a sequence of symbols. Such a sequence is called a chromo-
some, while the symbols composing the sequence are called genes. Each chromosome has an associated value called a fitness
value, which is evaluated using the objective function (fitness function) value f ðxÞ. In a GA, only good chromosomes that have
high fitness values are likely to survive and generate offsprings transmitting their biological heredity to new generations. By
evolving the chromosomes continuously, the solutions corresponding to the search nodes are improved gradually. A set of
chromosomes at a given stage of a GA is called a Pop. The number of chromosomes (individuals) in a population is called the
PopSize. ElitismSize is the number of fittest individuals that are copied directly to the next generation.

In the following, we will explain the details of our design and implementation of the genetic algorithm for the task sched-
uling problem. In Section 4.1, we describe the outline of MPQGA for task scheduling on heterogeneous computing systems. In
Section 4.2, we discuss the chromosome representation, initial population, and an algorithm to generate it. In Section 4.3, we
develop the heuristic transformational approach and two algorithms for the crossover operator and the mutation operator
using the heuristic transformational approach. In Section 4.4, we devise the heuristic task-to-processor mapping approach
for DAG task graphs on heterogeneous computing systems, an equation for fitness value computing, and an algorithm to
realize the task-to-processor mapping and fitness value computing. In Section 4.5, we present the selection operator and
the roulette-wheel selection algorithm, which is an important part of a genetic algorithm, since it affects its convergence
significantly. The basic strategy follows the following rule, i.e., the better fitted an individual, the larger the probability of
its survival and mating.

4.1. The outline of MPQGA

In this paper, the MPQGA algorithm for task scheduling on heterogeneous computing systems is developed to exploit the
advantages of both evolutionary-based and heuristic-based algorithms while avoiding their disadvantages. The MPQGA task

Fig. 7. The convergence trace of the makespan of the best individual for the simple DAG task graph in Fig. 1(a) (the number of processors = 3, 50
independent runs).

262 Y. Xu et al. / Information Sciences 270 (2014) 255–287



Author's personal copy

scheduling algorithm performs task scheduling by incorporating a GA-based approach to assigning the priority of task exe-
cution while using a heuristic-based approach (namely HEFT) to completing task-to-processor mapping, and we use an inte-
ger-string-coded genetic algorithm that employs roulette-wheel selection, heuristic crossover, heuristic mutation, and
elitism.

The outline of MPQGA for DAG task scheduling on heterogeneous computing systems is given in Algorithm 1.

Algorithm 1. MPQGA

Input:
Parameters for the genetic algorithm;
Parameters for task scheduling.

Output:
A task schedule.

1: Call Algorithm 2 to create an initial population;
2: repeat
3: Call Algorithm 5 to perform task-to-processor mapping and evaluate the fitness (makespan);
4: Copy the elitism directly to the next new population;
5: repeat
6: Call Algorithm 6 to select candidates as survivals according to their fitness values using roulette-wheel

selection;
7: Call Algorithm 3 to perform the heuristic crossover operator;
8: Call Algorithm 4 to perform the heuristic mutation operator;
9: until the new population is complete;

10: Replace the old population by the new population;
11: until the termination condition is satisfied;
12: return a near-optimal schedule.

In the algorithm, the MPQGA first initializes the population (Step 1) by calling Algorithm 2. In Algorithm 2, which is
presented in Section 4.2.3, the chromosomes are generated by three heuristic rank policies in order to generate multiple pri-
ority queues for a DAG application respectively and the priorities of the rest of the chromosomes are generated by random
perturbation in the priority queues for these chromosomes. Then, the process enters an outer loop (Steps 2–11). In Step 3, the
task-to-processor mapping is performed by calling Algorithm 5. In Algorithm 5, which is presented in Section 4.4.1, the heu-
ristic-based Heterogeneous Earliest Finish Time (HEFT) is adopted to search for a solution in order to minimize the makespan
without violating precedence constraints, and the fitness value of each chromosome is evaluated. Then, the process enters an
inner loop (Steps 5–9). In Step 6, we call Algorithm 6, which is presented in Section 4.5. Based on the fitness values, a selec-
tion mechanism chooses candidates for survivals for the next generation using roulette-wheel selection. The selection policy
is that weaker chromosomes perish and stronger chromosomes survive to produce better offspring. In Step 7, we call
Algorithm 3 to perform the crossover operator. Algorithm 3 is presented in Section 4.3.2. The crossover operator takes a pair
of chromosomes selected at the previous step. After that, it chooses a crossover point at random for each chromosome, and
then exchanges portions of their genes based on the crossover point. Crossover is not always performed and is associated
with a predetermined probability (crossover probability). In Step 8, we call Algorithm 4 to perform the mutation operator.
Algorithm 4 is presented in Section 4.3.3. The mutation operator changes each gene with a certain probability (mutation
probability). This operator can produce a chromosome that cannot be generated only by the crossover operator. Thus it helps
the search algorithm escape from local optimal solutions. As a result of reproduction and genetic manipulations, a new
generation is created (Step 9). The inner loop is completed when the size of a new generation reaches a pre-defined size.
The outer loop is completed when certain termination condition is satisfied.

4.2. Chromosome representation and initial population

Genetic algorithms are Markov chains [48,49]. Such chains are expected to converge to an equilibrium distribution inde-
pendent of the initial state. However, in many applications the state space of the chain (possible point configurations in the
feasible region) is extremely large and convergence can be very slow. This poses the question whether the number of the
generations used is sufficient in order to achieve the equilibrium. The initial configuration is one factor in the speed of
convergence. Hence, the chromosome representation and the initial population are the main elements of genetic algorithms,
and the genetic operations like crossover and mutation are just instruments for manipulating the population so that it
evolves towards the final population that isclose to optimal solution.

In this section, firstly, in Section 4.2.1 we address the generation policy of priority queues for DAG applications. In many
task scheduling algorithms, the subtask with the highest priority is selected for processor allocation, and a processor which
can ensure the earliest finish time is selected to run the subtask. Secondly, in Section 4.2.2, the encoding mechanism of our

Y. Xu et al. / Information Sciences 270 (2014) 255–287 263



Author's personal copy

task scheduling algorithm is presented for representing search nodes as chromosomes. It is desirable that any chromosome
can determine a schedule uniquely. Thirdly, in Section 4.2.3, Algorithm 2 is developed which takes advantage of three heu-
ristic rank policies (upward rank, downward rank, and a combination of upward-downward rank) in order to initialize the
initial population.

4.2.1. Policy of priority queues
A good ‘‘seeding’’, i.e., the possibility of seeding the initial population with known good solutions, is very important.

[50,51] report that a high-quality solution obtained from another heuristic technique can help a GA find better solutions
more quickly than it can from a random start.

In this study, the task scheduling problem is the process of mapping a set T of n subtasks in a DAG application to a set P of
m processors, aiming at minimizing the makespan. The subtask with the highest priority is selected for processor allocation,
and a processor which can ensure the earliest finish time is selected to run the subtask. In many task scheduling algorithms, a
subtask which has a higher rank is more important, and is therefore preferred for processor allocation to other subtasks. In
our paper, we adopted a heuristic approach to obtained the good ‘‘seeding’’. Intuitively, the upward rank of a subtask reflects
the average remaining cost to finish all subtasks after that subtask starts up. The upward rank of subtask Ti, denoted as
RankbðTiÞ, can be computed by Eq. (6):

RankbðTiÞ ¼WðTiÞ þ max
Tj2SuccðTiÞ

ðCðTi; TjÞ þ RankbðTjÞÞ; ð6Þ

where SuccðTiÞ is the set of immediate successors of subtask Ti. The upward rank is computed recursively by traversing the
task graph upward, starting from the exit subtask Texit .

Similarly, the downward rank of subtask Ti, denoted as RanktðTiÞ, can be calculated by Eq. (7):

RanktðTiÞ ¼ max
Tj2PredðTiÞ

ðWðTiÞ þ CðTj; TiÞ þ RanktðTjÞÞ; ð7Þ

where PredðTiÞ is the set of immediate predecessors of subtask Ti. The downward ranks are computed recursively by travers-
ing the task graph downward starting from the entry task of the graph. For the entry task Tentry, the downward rank value is
equal to zero. Basically, RanktðTiÞ is the longest distance from the entry subtask to subtask Ti, excluding the computation cost
of the subtask itself.

Basically, for a DAG application, the task schedule represented by a chromosome can be constructed by allocating tasks as
early as possible considering the imposed constraints, that is, precedence constraints, communication delays, and execution
order specified by the chromosome. In this paper, we uses upward rank values, downward rank values, and a combination of
upward-downward values to set priorities of subtasks, respectively. The set of priority queues will be used as the seeds of
initial population to generate more individual, as shown in Algorithm 2. Note that both computation and communication
costs are the costs averaged over all vertices and links.

The level of a task is defined as:

LevelðTiÞ ¼
0; if Ti ¼ Tentry;

max
Tj2PredðTiÞ

ðLevelðTjÞÞ þ 1; otherwise:

8<
: ð8Þ

Table 4 shows the upward rank, downward rank, and a combination of upward-downward rank values of each subtask in
the DAG in Fig. 1(a).

4.2.2. Chromosome representation
One of the most fundamental and important tasks in the design of a GA is devising an encoding mechanism for represent-

ing search nodes as chromosomes. Since we solve a task scheduling problem, each search node corresponds to a schedule.
Therefore, it is desirable that any chromosome can determine a schedule uniquely. For this purpose, in this paper, MPQGA
uses a chromosome structure with n genes, which represents a solution of the task scheduling problem. The chromosome
structure contains a permutation of integers 0, 1, 2, . . ., n� 1, representing a priority queue of the n tasks, as shown in Fig. 8.

A QueuePriority ¼ ðT0; T1; T2; . . . ; Ti; . . . ; Tn�1Þ represents a priority queue of the set of subtasks. Each gene of the chromosome
as shown in Fig. 8 corresponds to one of these subtasks in a DAG application, and the order of genes in the priority queue
represents their execution order. Moreover, the priority order of the subtasks in the chromosome should be a valid topolog-
ical order, where the entry node should be placed at the beginning of the molecule, while the exit node should be placed at
the end. To assure that a queue of integers should be feasible, all the subtasks in a DAG should be scheduled and the schedule
should satisfy the precedence relations.

4.2.3. Initial population
The initial population consists of PopSize individuals, where PopSize is the population size to be kept constant through the

generations. The size of the initial population has been investigated from several theoretical points of view, although the
underlying idea is always of a trade-off between efficiency and effectiveness. Intuitively, it would seem that there should
be some some individuals with the ‘‘good’’ fitness values for a given chromosome length, on the grounds that a too small
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population would not allow sufficient room for exploring the search space effectively, while a too large population would so
impair the efficiency of the method that no solution could be expected in a reasonable amount of time. In our study, we
adopted three approaches to generating a good ‘‘seeding’’, good uniform coverage, and genetic diversity for the initial
population.

In this paper, in order to achieve a good ‘‘seeding’’ for the task scheduling problem, we take advantage of three heuristic
rank policies (upward rank, downward rank, and a combination of level and upward-downward rank), which are the mostly
used by traditional list scheduling approaches to estimating the priority of each subtask. Tabel 5 shows the task priority
queues according to Table 4.

A desirable property for an initial population is a good uniform coverage. By a good uniform coverage, the individuals are
well spread out to cover the whole feasible solution space. The individuals have a good uniform coverage if they do not form
clusters and leave relatively large areas of the feasible solution space unexplored. A good uniform coverage is desired,
because information is obtained throughout the whole feasible solution space. However, there is also the possibility of
inducing premature convergence [52,53].

In order to achieve a good uniform coverage, initially, the chromosomes are generated by three heuristic rank policies in
order to generate multiple priority queues for a DAG application, respectively. Then, the priority queues are generated by
selecting a gene in the priority queues for these chromosomes from left to right, where a gene is selected and inserted into
a right position without violating the precedence constraints in order to make the largest hamming distance of two chromo-
somes as shown in Fig. 10. In other words, this approach uses the criterion of maximizing the hamming distance between the
solution (new chromosome) under consideration and the solution (seeding chromosome) already generated before. In
information theory, the hamming distance between two strings of equal length is the number of positions at which the
corresponding symbols are different. Essentially, a gene Ti is placed at position l, which is chosen between jþ 1 and k� 1
whose distance is longer from the gene Ti, where Tj is the last predecessor PredðiÞ, and Tk is the first successor SuccðiÞ.
Depending on the position of l, genes in a sub-interval are shifted to generate an empty slot for Ti. The approach can effec-
tively improve uniform coverage of the population. Fig. 9 illuminates the uniform coverage of the population of task graph in
Fig. 1(a).

Genetic diversity of the initial population can help the GA be able to reach part of the feasible solution space as
large as possible. Genetically more diversified initial populations are preferable. Finally, the rest priority queues are
generated by selecting randomly a chromosome in the priority queues for these chromosomes, where a gene is

Table 4
Task priorities.

Ti Rankb Rankt Rankbþt Level

0 101.33 0.00 101.33 0
1 66.67 22.00 88.67 1
2 63.33 28.00 91.33 1
3 73.00 25.00 98.00 1
4 79.33 22.00 101.33 1
5 41.67 56.33 98.00 2
6 37.33 64.00 101.33 2
7 12.00 89.33 101.33 3

Fig. 8. Illustration of chromosome structure that encodes a solution.

Table 5
Task priority queues.

Position of genes

0 1 2 3 4 5 6 7

Blevel 0 4 3 1 2 5 6 7
Tlevel 0 1 4 3 2 5 6 7
Llevel 0 4 3 2 1 6 5 7
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randomly selected in the selected chromosome and inserted into a right position without violating the precedence
constraints in order to make the largest hamming distance of two chromosomes. The new generated chromosome
is added into the population according to tabu list in order to effectively improve genetic diversity of the
population.

A detailed description of the initial population generation process is given in Algorithm 2.

Algorithm 2. IniPopulation

Input:
Seed chromosomes generated by three heuristic rank policies.

Output:
The initial population.

1: PopulationN = 3;
2: for each of the initial three individuals do
3: for i ¼ 1 to n� 1 do
4: Copy a temporary individual from the initial three individuals;
5: Find the last predecessor Tj 2 PredðiÞ in the temporary individual;
6: Find the first successor Tk 2 SuccðiÞ in the temporary individual;
7: temp  Ti;
8: if ðk� iÞ > ði� jÞ then
9: l ¼ k� 1;

10: for q ¼ i to k� 1 do
11: Tq  Tqþ1;
12: end for
13: else
14: l ¼ jþ 1;
15: for q ¼ i to jþ 1 do
16: Tq  Tq�1;
17: end for
18: end if
19: Tl  temp;
20: Add the temporary individual to the Population;
21: PopulationN = PopulationN + 1;
22: end for
23: end for;
24: while PopulationN < PopSize do
25: Select a gene i 2 ð1;n� 1Þ randomly;
26: Generate a new individual using the maximum code distance approach and tabu list;
27: Add the temporary individual to the Population;
28: PopulationN = PopulationN + 1;
29: end while;
30: return Population.

4.3. Reproduction

In this section, firstly, we discuss the heuristic transformational approach without violating precedence constraints of
DAG applications in Section 4.3.1. Secondly, in Section 4.3.2, Algorithm 3 is presented for the crossover operator of the task
scheduling algorithm. The crossover operator combines two valid parents, whose subtasks are ordered topologically, to gen-
erate two offsprings which will also be valid. Thirdly, in Section 4.3.3, Algorithm 4 is presented for the mutation operator of
the task scheduling algorithm. The mutation operator changes each gene with certain mutation probability, which focuses
on maintaining the diversity of the population so as to enlarge the search space, thus helps the search algorithm escape from
local optimal solutions.

4.3.1. Heuristic transformational approach
In this paper, an application is represented by a DAG, with the graph nodes representing subtasks and edges between

nodes representing execution precedence between subtasks. An important factor in selecting the chromosome representa-
tion for the priority queues of task scheduling is that all of them in a search space are represented and that the representation
is unique. Note that not every permutation of n tasks corresponds to a legal schedule because of the precedence relations.
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For the task scheduling problem, an intermediate encoded representation of the schedules and a decoder is used that
would always yield legal solutions to the problem. Therefore, a legal priority queue (a schedule) is one that satisfies the fol-
lowing conditions.

� The precedence relations among the tasks are satisfied (correctness).
� Every task is present and appears only once in the priority queue (completeness and uniqueness).

In this paper, the representation needs to consider the precedence relations between the subtasks of a DAG application.
The precedence relations within a processor, however, must still be maintained. We must bear this in mind when we design
GA operators.

� For GA crossover operation, which aims to take the best features of each parent and mix the remaining features in forming
the offspring, a subtask (gene) is deleted from a priority queue (chromosome) of a DAG application that can generate a
new offspring without violating precedence constraints. The detail is shown in Fig. 11 and Algorithm 3.
� For GA mutation operation, which aims to introduce variations into the individuals, a subtask (gene) can move to any

position between the nearest predecessor and the nearest successor in a priority queue (chromosome) of a DAG applica-
tion. The approach can generate a new offspring without violating precedence constraints. The detail is shown in Fig. 12
and Algorithm 4.

4.3.2. Crossover operator
The population of a genetic algorithm evolves largely by crossovers and mutations. In our experiments, the most domi-

nant genetic operator is crossover, since it usually changes the solutions most. A crossover is a procedure of replacing some
of the genes in one parent by corresponding genes of the other. In the task scheduling problem, the crossover operator is
combining two valid parents, whose subtasks are ordered topologically, to generate two offsprings which will also be valid.

Theorem 1. For a DAG graph, a solution of task scheduling is an execution order which is a topological order of tasks based on their
dependencies. It is still a topological order without violating precedence constraints when a task Ti is deleted from the topological
order (i.e., the priority queue).

Fig. 9. An example of uniform coverage of the population for the task graph in Fig. 1(a).

Fig. 10. Random perturbation.
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Proof. When task Ti is deleted from a topological order, the remaining priority queue is actually a topological order of the
new DAG obtained by removing Ti from the original DAG. Hence, all precedence constraints of the new DAG are preserved in
the remaining priority queue, which is certainly a topological order of the new DAG. h

Theorem 2. For a DAG graph, a task Ti can be inserted into any position between PredðTiÞ and SuccðTiÞ, which can generate a new
topological order (i.e., priority queue) without violating precedence constraints.

Proof. Notice that all tasks between PredðTiÞ and SuccðTiÞ are independent of Ti. In other words, if task Tj is between PredðTiÞ
and SuccðTiÞ, then there is no precedence constraint between Ti and Tj. Hence, the relative order between Ti and Tj in any
topological order can be arbitrary. This implies that Ti can be inserted into any position between PredðTiÞ and SuccðTiÞ. h

In order to keep the genetic diversity, we adopt a novel approach to reducing the chance of cloning before offspring are
generated. [54] suggested that before applying crossover, we should examine the selected parents to find suitable crossover
points. This entails computing an exclusive-OR (XOR) between the parents, so that only positions between the outermost 1s
of the XOR string (the reduced surrogate) should be considered as crossover points. For instance, the XOR result of the two
task priority queues, Blevel and Llevel in Table 5, is shown in Table 6.

They will generate only clones if the crossover point is any of the first three positions, so that, as previously stated, only
from 3 to 6 crossover points will give rise to a different string.

In this paper, a single point crossover is applied. First, the suitable crossover point i is chosen randomly between the out-
ermost 1s of the XOR string and n, and the crossover point cuts the priority queue of the pair of parents (father and mother)
into left and right segments.

For example, suppose there are 8 subtasks, and the chromosome are coded as an integer list shown in Fig. 11. When i ¼ 4,
two parents swap some genes to generate two offsprings by means of single-point crossover operator. The left segment of
the son or daughter is inherited from the corresponding segment of the father (0, 1, 2, 3) or mother (0, 3, 4, 6), respectively.
Then according to Theorem 1, we can delete the subtasks from the topological order, and it will still be a topological order
(total order) without violating precedence constraints. For example, the left segment of mother is still a topological order (4,
6, 5, 7), when we delete the subtasks which are in the left segment of father (0, 1, 2, 3). Similarly, the left segment of father is
still a topological order (1, 2, 5, 7), when we delete the subtasks which are in the left segment of father (0, 3, 4, 6). Finally,
according to Theorem 2, the genes of right segment of the son is copied from the mother (4, 6, 5, 7) or father (1, 2, 5, 7)
by inserting them from right to left one by one in the order given by the mother (father, respectively) that do not
appear in the left segment of the father (mother, respectively). A detailed description of the crossover operator is given in
Algorithm 3.

Algorithm 3. Crossover operator

Input:
Two parents from the current population.

Output:
Two new offsprings.

1: Choose randomly a suitable crossover point i;
2: Cut the father’s chromosome and the mother’s chromosome into left and right segments;
3: Generate a new offspring, namely the son;
4: Inherit the left segment of the father’s chromosome to the left segment of the son’s chromosome;
5: Copy genes in mother’s chromosome that do not appear in the left segment of father’s chromosome to the right

segment of son’s chromosome;
6: Generate a new offspring, namely the daughter;
7: Inherit the left segment of the mother’s chromosome to the left segment of the daughter’s chromosome;
8: Copy genes in father’s chromosome that do not appear in the left segment of mother’s chromosome to the right

segment of daughter’s chromosome;
9: return the two new offsprings.

4.3.3. Mutation operator
The mutation operator changes a gene with certain probability (mutation probability). The mutation operator focuses on

maintaining the diversity of the population so as to enlarge the search space, and helps the search algorithm escape from
local optimal solutions or cooperates with crossover operator to achieve a ‘‘better’’ solution. According to Theorems 1 and
2, we can generate new individuals by exchange two genes without violating the precedence constraints. First, it randomly
selects one gene (subtasks) Ti. Then, it finds the first successor Tj of Ti from the mutation position to the end of priority
queue. If 9k 2 ½iþ 1; j� 1� and the predecessors of Tk are all ahead of Ti; Ti and Tk can be interchanged, as shown in
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Fig. 12. Final, in order to maintain the genetic diversity of the population, the new chromosome can only be added to the
offspring if it is not in tabu list. A detailed description of the mutation operator is given in Algorithm 4.

Algorithm 4. Mutation operator

Input:
A randomly chosen chromosome.

Output:
A new chromosome.

1: Choose randomly a gene Ti;
2: Find the first successor Tj 2 SuccðiÞ;
3: Choose randomly a gene Tk in the interval ½iþ 1; j� 1�;
4: if l < i for all Tl 2 PredðkÞ then
5: Generate a new offspring by interchanging gene Ti and gene Tk;
6: return the new offspring;
7: else
8: Go to Step 1;
9: end if.

Fig. 11. Single-point crossover operator.

Fig. 12. Mutation operator.

Table 6
XOR string operator.

Position of genes

0 1 2 3 4 5 6 7

Blevel 0 4 3 1 2 5 6 7
Llevel 0 4 3 2 1 6 5 7
Result 0 0 0 1 1 1 1 0
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4.4. Task-to-processor mapping and fitness value computing

In this section, we first address the heuristic task-to-processor mapping approach based on the HEFT algorithm for DAG
applications with precedence constraints in Section 4.4.1. In Section 4.4.2, the method of computing fitness value, which
plays an important role in deciding which individuals would be used to generate the next-generation population while
the genetic operators realize the concrete evolution, is presented. In the end of this section, Algorithm 5 is developed which
performs the task-to-processor mapping and the fitness value computing.

4.4.1. Heuristic mapping approach
For task-to-processor mapping, the heuristic-based HEFT algorithm was proposed to search for a solution in order to min-

imize makespan without violating precedence constraints. The HEFT algorithm selects the subtask with the highest upward
rank value at each step and assigns the selected subtask to the processor which minimizes its earliest finish time with an
insertion-based approach [1].

The earliest start time (EST) of the node/subtask Ti on processor Pk is represented as ESTðTi; PkÞ, shown in Eq. (9):

ESTðTi; PkÞ ¼

0; if Ti ¼ Tentry;

max
Tj2PredðTiÞ

AFTðTj; PlÞ; if Pk ¼ Pl;

max
Tj2PredðTiÞ

ðAFTðTj; PlÞ þ CðTj; TiÞÞ; if Pk – Pl:

8>>><
>>>:

ð9Þ

The actual start time (AST) of node Ti on processor Pk is represented as ASTðTi; PkÞ, shown in Eq. (10).

ASTðTi; PkÞ ¼maxðESTðTi; PkÞ;AvailðPkÞÞ; ð10Þ

where AvailðPkÞ is defined as the earliest time at which the processor Pk is ready for the task execution.
The earliest finish time (EFT) of node Ti on processor Pk is represented as EFTðTi; PkÞ, shown in Eq. (11).

EFTðTi; PkÞ ¼ ASTðTi; PkÞ þWðTi; PkÞ: ð11Þ

The actual finish time (AFT) of a subtask Ti over all processors is represented as AFTðTi; PkÞ, Pk is the fittest processor for the
subtask Ti, shown in Eq. (12):

AFTðTi; PkÞ ¼ min
16l6m

EFTðTi; PlÞ: ð12Þ

The HEFT algorithm is used to map the subtasks to the processors without modifying it at all. The subtasks have been
assigned to the processors in order of their priority. At each step of the assignment, the selected processor provides the ear-
liest finish time for the subtask under consideration, taking into account all the communications from the subtask’s parents.
A detailed description is given in Algorithm 5.

Algorithm 5. Task-to-processor mapping

Input:
A task priority queue.

Output:
The makespan.

1: Fill the priority queue with subtasks;
2: while the priority queue is not empty do
3: Select the first subtask Ti from the priority queue;
4: for each processor Pk in the processor set do
5: Compute EFTðTi; PkÞ value using the insertion-based HEFT scheduling policy;
6: Assign subtask Ti to the processor Pk that minimizes EFTðTi; PkÞ;
7: end for;
8: Remove Ti from the priority queue;
9: end while;

10: return makespan=AFTðTexitÞ.

HEFT is a performance-effective and low-complexity task scheduling algorithm on heterogeneous computing sys-
tems. The time complexity of the HEFT algorithm is OðemÞ for e edges and m processors. For a dense graph where
the number of edges is proportional to Oðn2Þ (n is the number of subtasks), the time complexity is in the order of
Oðn2mÞ [1]. In this paper, the HEFT algorithm is adopted to realize performance-effective and low-complexity task-
to-processor mapping.

270 Y. Xu et al. / Information Sciences 270 (2014) 255–287



Author's personal copy

4.4.2. Fitness value computing
Fitness value plays an important role in deciding which individuals would be used to generate the next-generation pop-

ulation while the genetic operators realize the concrete evolution.
In this paper, the overall schedule length of the entire DAG, namely makespan, is the latest finish time among all subtasks,

which is equivalent to the actual finish time of the exit subtask Texit . For the task scheduling problem, the goal is to obtain a
subtask assignment that ensures the minimum makespan and ensures that the precedence of the subtasks are not violated.
The makespan, or the scheduling length, is defined as:

makespan ¼ AFTðTexitÞ; ð13Þ

where AFTðTexitÞ is the actual finishing time of the exit subtask Texit .
Hence, the fitness function value is defined as

fitnessi ¼max
j2Pop
ðmakespanjÞ �makespani þ 1: ð14Þ

The above definition means that the shorter the makespan, the greater the fitness.

4.5. Selection operator

Selection is an important part of a genetic algorithm, since it affects its convergence significantly. The basic strategy fol-
lows the following rule, i.e., the better fitted an individual, the higher the probability of its survival and mating. The most
straightforward implementation of this rule is the so-called roulette-wheel selection [46]. This method assumes that the prob-
ability of selection is proportional to the fitness of an individual. It can be briefly described as follows. Some chromosomes
will be selected to undergo genetic operations for reproduction according to their fitness values. A chromosome having a
higher fitness value should therefore have a higher chance to be selected. Let us consider PopSize individuals, each charac-
terized by its fitness fitnessi > 0ði ¼ 1;2; . . . ; PopSizeÞ. The probability pi of each chromosome to be selected can be calculated
according to the probability defined by the equations:

pi ¼
fitnessiPPopSize

j¼1 fitnessj

; ð15Þ

and

Si ¼
Xi

j¼1

pj; ð16Þ

where Si is the sum of pj from 1 to i. Consequently, a more fitted chromosome will be selected with higher probability and it
will get more offsprings. The average will stay and the worst will die off. A detailed description of roulette-wheel selection is
given in Algorithm 6.

Algorithm 6. Roulette-wheel selection

Input:
A current population Pop.

Output:
A selected chromosome.

1: Generate a random number R 2 ½0;1�;
2: for i ¼ 1 to PopSize do
3: if Si > R then
4: Select the ith individual;
5: return the ith individual;
6: end if
7: end for.

4.6. Termination criterion

GAs are stochastic search methods that could in principle run for ever. In practice, a termination criterion is needed. Com-
mon approaches are to set a limit on the number of fitness evaluations or the computer clock time, or to trace the popula-
tion’s diversity and stop when this falls below a preset threshold. In this paper, the termination criterion is that the
makespan stays unchanged for 1,000 consecutive iterations in the search loop.
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5. Time and space complexity analysis

The time complexity of MPQGA is analyzed as follows. According to Algorithm 1, the time is mainly spent in running the
searching loop (Steps 2–11) in the proposed MPQGA. In each iteration of the loop, the algorithm needs to execute fitness
evaluation function, selection operator, crossover operator, and mutation operator. The time complexity of the fitness
evaluation function (Step 3) is Oðe�mÞ [1], where e is the number of edges in the DAG and m is the number of heterogeneous
processors. The time complexity of the selection operator (Step 6) is OðnÞ. The time complexity of the crossover operator
(Step 7) is Oðn2Þ. The time complexity of the mutation operator (Step 8) is Oðn2Þ. Therefore, the time complexity of MPQGA
is Oðgeners� ðe�mþ nþ n2 þ n2ÞÞ, where geners is the number of iterations (generations) performed by MPQGA. For a
dense graph where the number of edges is proportional to Oðn2Þ (n is the number of subtasks), the time complexity is in
the order of Oðgeners� n2 �mÞ.

The space complexity of MPQGA can be analyzed as follows. In MPQGA, for each chromosome we need an array of size n
to store it. There are PopSize chromosomes in the initial population. Therefore, the space complexity of MPQGA is
OðPopSize� nÞ.

Table 7
Experimental parameters.

Experimental parameters Comment

The population size Ten times the number of subtasks
The crossover probability 0.7
The mutation probability 0.35
The elitism size The number of the fittest individuals in the current population
The stopping criteria The makespan stays unchanged for 1,000 consecutive iterations in the search loop

Fig. 13. Fast Fourier transformation.
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6. Simulation and results

To demonstrate the power of MPQGA for the task scheduling problem, we compare this algorithm with previously pro-
posed heuristics algorithms, i.e., HEFT-B, HEFT-T, CPOP [1], and BGA [44]. For this purpose, we consider two sets of graphs as
the workload, two kinds of real-world application graphs, and some randomly generated application graphs. Several metrics
are used to evaluate the performance.

MPQGA is programmed in C#. A DAG in the program is represented by a class, whose members include an array of sub-
tasks, a matrix of the speed at which each subtask runs on each processor, and a matrix of communication data between
every pair of subtasks. A subtask in the program is also represented by a class, whose members include an array of prede-
cessors of the subtask, an array of successors of the subtask, the indegree of the subtask, the outdegree of the subtask, and
the computational data of the subtask. The simulations are performed on the same PC with an Intel Core 2 Duo-E6700 @
2.66 GHz CPU and 2 GB RAM.

In the experiments, based on the results of preliminary studies, the values of parameters to be used in the MPQGA are
described in Table 7.

6.1. Performance comparison metrics

The following two metrics are used to compare the performance of the MPQGA task scheduling algorithm developed in
this paper with related work.

Fig. 14. Average SLR and the efficiency of algorithms for FFT.
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6.1.1. Scheduling length ratio
The main performance measure of a scheduling algorithm on a DAG is the schedule length (makespan). Since a large set of

application graphs with different properties is used, it is necessary to normalize the schedule length of each graph to a lower
bound. Schedule Length Ratio (SLR) is defined as the normalized schedule length to the lower bound of the schedule length.
The SLR value of an algorithm for a task graph is defined as

SLR ¼ makespanP
Ti2CPmin

minPk2PðWðTi; PkÞÞ
: ð17Þ

The CPmin is the critical path of the unscheduled application DAG based on the computation cost of tasks on the fastest pro-
cessor Pk. The denominator is equal to the sum of computation costs of tasks located on CPmin when they are scheduled on Pk.

Fig. 15. The convergence trace of the makespan of the best individual for FFT (the number of processors = 4, CCR = 1.0, 4 data points, 50 independent runs).

Fig. 16. A molecular dynamics code.
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The SLR value of any algorithm for a DAG cannot be less than one, since the denominator in the equation is a lower bound for
the completion time of the graph. For comparing the performance of scheduling algorithms, the average SLR values over sev-
eral task graphs were used in the experiments, and the smaller the SLR the better.

6.1.2. Speedup and efficiency
The speedup value is defined as the ratio of the sequential execution time obtained by assigning all tasks to the fastest

processor (cumulative computation cost of the subtasks in a graph), to the parallel execution time (the makespan of the out-
put schedule). The sequential execution time is computed by assigning all tasks to a single processor that minimizes the
cumulative computation cost of the subtasks, namely speedupmin. It is defined as:

Speedupmin ¼
minPk2P

P
Ti2T WðTi; PkÞ

� �

makespan
: ð18Þ

Efficiency is the ratio of the speedup value to the number of processors used. In addition to providing minimum SLR
values, the task scheduling algorithms target the maximization of speedup and efficiency.

In our experiments, every experimental result is the average value for 50 separate runs.

Fig. 17. Average SLR and the efficiency of algorithms for a molecular dynamics code.
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6.2. Real-world application graphs

The first test set includes task graphs of two real-world problems, i.e., fast Fourier transformation (FFT) [55] and molecular
dynamics code [56], to evaluate the performance of MPQGA.

6.2.1. Fast Fourier transformation
The recursive, one-dimensional FFT algorithm [55] and its task graph (when there are four data points) are given in

Fig. 13. In this figure, A is an array of size k which holds the coefficients of the polynomial and array Y is the output of
the algorithm. The algorithm consists of two parts, i.e., recursive calls (lines 3–4) and the butterfly operation (lines 6–7).
The task graph in Fig. 13(b) can be divided into two parts, i.e., the subtasks above the dashed line are the recursive call sub-
tasks and the ones below the line are butterfly operation subtasks. For an input vector of size k, there are 2k� 1 recursive call
subtasks and klog2k butterfly operation subtasks. (We assume that k ¼ 2i of some integer i.) Each path from the entry subtask
to any of the exit subtasks in an FFT task graph is a critical path, since the computation costs of subtasks in any level are
identical and the communication costs of all edges between two consecutive levels are identical.

Fig. 14(a) shows the average SLR values of the scheduling algorithms for FFT task graphs of various sizes. The MPQGA
algorithm outperforms the other algorithms in terms of the average SLR. Fig. 14(b) presents the efficiency of the algorithms
when there are 64 data points. The MPQGA algorithm outperforms the other algorithms in terms of efficiency.

Fig. 15 shows the final makespan achieved by MPQGA and BGA after the stopping criteria are satisfied. In this case, the
fact that MPQGA converges faster than BGA means that the makespan obtained by MPQGA could be much better than that by
BGA when the algorithms stop.

Fig. 18. The makespan of molecular dynamics code vs. the number of running repeats (the number of processors = 8, CCR = 1.0, 41 subtask nodes, 50
independent runs).

Table 8
Experimental statistical analysis.

Fast Fourier transformation Molecular dynamics code

MPQGA BGA MPQGA BGA

Average makespan 66 70.2 322.3 345.22
Maximum makespan 66 79 327 363
Minimum makespan 66 69 320 326
Standard deviation 0.00 2.07 0.87 7.55

Table 9
The different parameters of random task graphs.

Tasks Levels Maximum Average

In-degree Out-degree In-degree

10 3–11 11 11 3.63
20 4–21 21 21 5.46
50 6–44 42 44 5.86
100 7–57 47 51 7.81
200 7–77 181 188 30.72
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6.2.2. Molecular dynamics code
Because a fast Fourier transformation has a regular task graph, we did analytical work to set approximate computation

costs of the tasks and communication costs of the edges (see Section 6.2.1).
The molecular dynamics code has an irregular task graph. For a molecular dynamics application, the computation cost of

each subtask is randomly set from a normal distribution with mean equal to an assigned average computation cost, and each
communication cost is set randomly from a normal distribution with mean equal to the multiplication of CCR and average
computation cost. Fig. 16 represents the DAG of a molecular dynamics code as given in [56]. Again, since the graph has a
fixed structure and a fixed number of processors, the only parameters that could be varied are the number of heterogeneous
processors and the CCR values. The CCR values that were used in our experiments are 0.1, 0.5, 1.0, 2.0, 5.0, and 10.0.

Fig. 17(a) and (b) show the average SLR and the efficiency of algorithms under different CCR values and different number
of heterogeneous processors respectively. Fig. 17(a) shows that the average SLR values of all algorithms increase when the
CCR value is increased. Since there are at most seven tasks in any level in Fig. 16, the number of processors in the experiment
is bounded from above by seven processors. Fig. 17(b) plots the efficiency of the algorithms vs. the different numbers of pro-
cessors. Again, we observe that the MPQGA algorithm outperforms the other algorithms in terms of both SLR and efficiency.

Fig. 19. The average makespan of task graphs with different characteristics (the size of the task graphs = 10, the number of task graphs = 100, the number of
processors = 16, 50 independent runs).

Fig. 20. The average running time of task graphs with different characteristics (the size of the task graphs = 10, the number of task graphs = 100, the
number of processors = 16, 50 independent runs).
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Fig. 18 shows the final makespan achieved by MPQGA and BGA after the stopping criteria are satisfied, and MPQGA can
obtain the better average makespan performance than BGA. This result verify that MPQGA is able to strike a good balance
between performance and overhead, and MPQGA algorithm has a better robustness than BGA algorithm in 100 repeated
independent experiments.

Table 8 shows that the result of the experimental statistical analysis for fast Fourier transformation task graphs with four
data points and molecular dynamics code task graphs with 41 subtask nodes.

6.3. Random generated application graphs

In these experiments, we used randomly generated task graphs to evaluate the performance. In order to generate random
graphs, we implemented a random graph generator which allows the user to generate a variety of random graphs with dif-
ferent characteristics. The input parameters of the generator are the number of subtasks in a graph, the number of instruc-
tions in a subtask (representing the computational data), the number of successors of a subtask (representing the degree of

Fig. 21. The average makespan of task graphs with different characteristics (the size of the task graphs = 20, the number of task graphs = 100, the number of
processors = 16, 50 independent runs).

Fig. 22. The average running time of task graphs with different characteristics (the size of the task graphs = 20, the number of task graphs = 100, the
number of processors = 16, 50 independent runs).
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parallelism), and CCR. We have generated a large set of random task graphs with different characteristics, and scheduled
these task graphs on a heterogeneous computing system.

We have evaluated the performance of the algorithms under different parameters, including different numbers of sub-
tasks, different numbers of heterogeneous processors, and different CCR values. MPQGA is compared with other algorithms
in terms of makespan. Each value plotted in the graphs is the result averaged over 100 different random DAG graphs.

The following is the values of parameters used in the simulation experiments, unless otherwise stated. The number of
tasks generated in a DAG is randomly selected from 10, 20, 50, 100, and 200. The computational costs of the DAG subtasks
are generated as follows. The amount of computation of each subtask in the DAG (i.e., WdðTiÞ) is randomly selected from a
range. Unless otherwise stated, the range is [1, 80]. The computational cost of subtask Ti on processor Pk is then calculated
using Eq. (1). The number of successors that a task can have is a random number. The number of processors is 16. The ran-
dom DAG task graphs have the following characteristics shown in Table 9.

Fig. 23. The average makespan of task graphs with different characteristics (the size of the task graphs = 50, the number of task graphs = 100, the number of
processors = 16, 50 independent runs).

Fig. 24. The average running time of task graphs with different characteristics (the size of the task graphs = 50, the number of task graphs = 100, the
number of processors = 16, 50 independent runs).
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Fig. 19, Fig. 21, Fig. 23, Fig. 25, and Fig. 27 show that MPQGA outperforms HEFT-B and CPOP, which is to be expected. This
may be because when the number of tasks becomes bigger, the problem becomes more complicated and it comes increasing
difficult for the heuristic algorithms to find good solutions. As it can also be seen from these figures that MPQGA is able to
achieve better average performance than BGA in all cases.

Figs. 20, 22, 24, 26, and 28 show the number of repetitions required by MPQGA and BGA after the stopping criteria are
satisfied. Our experiments show that MPQGA incurs much less overhead to find a desirable solution than BGA. The results
indicate that although MPQGA costs much less than BGA to find a sub-optimal solution, it can still achieve similar or better
performance. Our experimental results show that MPQGA can obtain better average makespan performance than BGA when
they stop searching.

As shown in Fig. 29, MPQGA always outperforms the other algorithms as the number of subtasks in a DAG increases.
Fig. 30 shows the average makespan for the increasing values of CCR. It can be observed that the average makespan

increases rapidly with the increase of CCR. This is because when CCR increases, an application becomes more communica-
tion-intensive, and consequently the processors are in the idle state for more time.

Fig. 25. The average makespan of task graphs with different characteristics (the size of the task graphs = 100, the number of task graphs = 100, the number
of processors = 16, 50 independent runs).

Fig. 26. The average running time of task graphs with different characteristics (the size of the task graphs = 100, the number of task graphs = 100, the
number of processors = 16, 50 independent runs).
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Fig. 31 compares the efficiency of these algorithms for the increasing number of heterogeneous processors. As can be seen
from the figure, MPQGA outperforms the other heuristic algorithms in all cases.

In Fig. 32, the results show that the MPQGA and the BGA algorithms typically outperform other algorithms. The reason
that MPQGA and BGA typically outperform HEFT-B, HEFT-T, and CPOP is that MPQGA and BGA search a wider range of the
solution space for an optimal scheduling, while HEFT-B, HEFT-T, and CPOP narrow the search down to a very small portion of
the solution space by means of their heuristics. Therefore, MPQGA and BGA are more likely to obtain better solutions than
HEFT-B, HEFT-T, and CPOP.

6.4. Convergence trace

Our experiments show that MPQGA and BGA achieve very similar performance when the size of a DAG application is
small, and MPQGA can achieve better performance than BGA when the size of a DAG application is large. The BGA we used

Fig. 27. The average makespan of task graphs with different characteristics (the size of the task graphs = 200, the number of task graphs = 100, the number
of processors = 16, 50 independent runs).

Fig. 28. The average running time of task graphs with different characteristics (the size of the task graphs = 200, the number of task graphs = 100, the
number of processors = 16, 50 independent runs).
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in the experiments is taken from reference [44], and it has been shown that it is well designed. Therefore the fact that
MPQGA presents better average performance than BGA indicates that MPQGA developed in our work is also well designed.

A close observation of the figures shows that MPQGA slightly outperforms BGA in all cases. All meta-heuristic methods
that search for optimal solutions are the same in performance when averaged over all possible objective functions, and as
long as it runs for long enough, it will gradually approach the optimal solution in theory. The MPQGA adopts a heuristic-
based task-to-processor mapping technique to search for a solution in order to minimize makespan without violating
precedence constraints. The heuristic-based task-to-processor mapping approach effectively avoids the inefficient task-
to-processor mapping and accelerates the convergence speed of the MPQGA algorithm. The reason why MPQGA has better
performance than BGA in all cases is because when the stopping criteria set in the experiments is satisfied, the performance
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Fig. 29. Average SLR vs. the number of subtasks (CCR = 1, the number of processors = 16).

Fig. 30. Average makespan of MPQGA under different values of CCR.
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obtained by MPQGA is better than that obtained by BGA. This also shows that MPQGA is more efficient in searching good
solutions than BGA.

The last experiments show the final makespan achieved by MPQGA and BGA after the stopping criteria are satisfied. These
results show that MPQGA can obtain better makespan than BGA, and that in all cases the final makespan obtained by MPQGA
is better than that by BGA when they stop searching.

Figs. 33–37 plot the convergence of makespan for processing a set of randomly generated DAGs with 10, 20, 50, 100, and
200 subtasks. It can be observed from the figures that the makespan decreases quickly as both MPQGA and BGA progress
when the size of a DAG application is small, and that the decreasing trends tail off when the size of a DAG application is large.
The figures also show that their convergence speeds are rather different, i.e., our proposed MPQGA algorithm converges fas-
ter than BGA algorithm, and the final makespan achieved by MPQGA algorithm is better than BGA algorithm when the size of
a DAG application is large, although the final makespan achieved by both algorithms are almost the same when the size of a
DAG application is small.
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Fig. 31. Efficiency of the algorithms vs. different numbers of processors (CCR = 0.1).

Fig. 32. Average makespan vs. the size of random DAG applications.
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Fig. 33. The convergence of makespan for randomly generated DAGs with 10 subtasks.

Fig. 34. The convergence of makespan for randomly generated DAGs with 20 subtasks.

Fig. 35. The convergence of makespan for randomly generated DAGs with 50 subtasks.
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7. Conclusions

In this paper, a stochastic search method based on the genetic algorithm approach is proposed and we designed MPQGA
for task scheduling on heterogeneous computing systems. This algorithm incorporates a GA-based approach to assigning
priority to subtasks while using a heuristic-based HEFT search to map subtasks to processors. Moreover, the crossover
and the mutation operators developed take into account the precedence relations of the subtasks and guarantee that the
new offsprings generated are legal. As a result, this algorithm can cover a larger search space than deterministic scheduling
approaches without incurring high computational cost. The experiments show that our MPQGA algorithm outperforms
HEFT-B, HEFT-T, CPOP, and BGA, with a higher speedup of subtask execution.

In future work, we are planning to extend our study using additional experiments to evaluate the performance of our
algorithm. We will test the algorithm on larger task graphs and more processors, and variable degrees of heterogeneity
among processors and subtasks. Furthermore, we plan to extend MPQGA by investigating the following three challenging
directions. First, we plan to use MPI to parallelize the running of MPQGA, so as to further reduce the time needed to find
good solutions. Second, we will apply the dynamic voltage scaling (DVS) technique [57–59] to our MPQGA task scheduling
algorithm to realize bi-objective optimization to minimize makespan and energy. Third, we will apply MPQGA task
scheduling algorithm in cloud environments.
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