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1 RELATED WORKS

In this section, we discuss related works on heuristic
scheduling and meta-heuristic scheduling in subsections 1.1
and 1.2, respectively.

1.1 Heuristic-based Algorithms

Heuristic methods usually provide good solutions for re-
stricted instances of a task scheduling problem. They can
find a near optimal solution in polynomial time. A heuristic
method searches a path in the solution space and ignores
other possible paths [1], [2]. The heuristic-based group con-
sists of three subcategories, which are list scheduling [1], [3],
cluster scheduling [4], [5], and duplication-based scheduling
[6].

List scheduling is the most popular among these three
when referring to scheduling DAG applications. A list
scheduling algorithm is usually divided into two steps. In
the first step, list scheduling maintains an ordered list of
tasks within a DAG application according to some greedy
heuristics. In the second step, the task is selected in a spec-
ified order (the highest priority) for mapping to the most
suitable computing processor, which provides the earliest
start time. List scheduling algorithms produce the most effi-
cient schedule without deteriorating the makespan and with
a reasonable time complexity. The major difference among
different list scheduling algorithms is the means by which
priorities are assigned and the most suitable computing
node is selected.
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Clustering algorithm [4], [5] is another type of heuristic
algorithm, which is mainly proposed for homogeneous sys-
tems and aims to form clusters of tasks that are assigned
to processors. Clustering heuristic algorithm assumes that
there are an unlimited number of computing nodes avail-
able to task executions. The clustering algorithm will use
as many computing nodes as possible in order to reduce
the makespan of a schedule. If the number of computing
nodes used by a schedule is more than the number of nodes
available, then the mapping process is required to merge the
tasks in a candidate schedule onto those available nodes.

The duplication-based scheduling heuristic [6] attempts
to reduce communication delays by executing the key tasks
on a same node or several nodes with less communica-
tion cost. Duplication-based scheduling essentially aims to
further improve the performance of list scheduling, which
produces the shortest makespan. However, it often has two
disadvantages: the first one is the higher time complexity,
such as three times the number of tasks; and the second,
they have lower efficiency because the main strategy is
to duplicate the execution of tasks, which results in more
power and resource consumption.

In this paper, we combine the CRO technique with the
heuristic algorithm to try to find a balance between solution
quality and time overhead of DAG task scheduling. In
the proposed scheduling technique, we use CRO to search
execution order of tasks and use a heuristic method to
determine the most suitable computing node for a selected
task.

1.2 Meta-heuristic

Contrary to heuristic-based algorithms, the meta-heuristic
algorithms are used for combinatorial optimization in which
an optimal solution is sought over a discrete search-space.
The meta-heuristic algorithms have been proposed to solve
a variety of task scheduling problems, and proven to be
a kind of robust algorithm on the DAG task scheduling
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problem. They incorporate a combinatorial process when
searching for solutions. The meta-heuristic algorithms are
basically classified into two categories by the type of search
strategy [7]. One type of search strategy is an improvement
on simple local search algorithms; Meta-heuristics of this
type include simulated annealing [8], tabu search [9], [10], etc.
The other type of search strategy has a learning component
to the search process; meta-heuristics of this type include
ant colony optimization [11], [12], [13], evolutionary algorithm
[14], [15], genetic algorithms [16], [17], [18], [19], [20], [21],
and particle swarm optimization [22], [23].

Recently, a new meta-heuristic method, named Chemical
reaction optimization (CRO) , has been proposed [24], [25],
[26], [27]. The method encodes solutions as molecules, and
mimics the interactions of molecules in chemical reactions
to search the optimal solutions. In other words, in CRO, all
of solutions are encoded, and then a sequence of operations
are performed over these solutions by loosely simulating the
molecule behaviors in reaction. Gradually, good solutions
will emerge. CRO has already shown its power in solving
problems like resource-constrained project scheduling problem
(RCPSP), channel assignment problem (CAP), and quadratic
assignment problem (QAP) [24], [27]. CRO has also been ap-
plied to solve task scheduling problems [25], [26]. However,
to date, it has only been used to encode scheduling for
independent tasks on heterogeneous computing systems.

Compared with scheduling independent tasks, the chal-
lenge of applying CRO to handle DAG scheduling is that
in DAG scheduling, both task execution order and task-
to-processor mapping need to be considered. In order to
solve the dependent task scheduling problem, we have
been investigating the problem of applying CRO to address
the DAG scheduling. Our previous work presented in [28]
applied the conventional CRO framework to address the
DAG scheduling. In both the work in [28] and the work
presented in this paper, the DAG scheduling is divided
into two phases: 1) determining the execution order of the
tasks in a DAG, and 2) mapping the tasks to computing
nodes. In [28], we developed a double molecular-based CRO
(DMSCRO), i.e., designed and applied the CRO operations
to both phases. During the work, we realized that although
the developed DMSCRO is able to consistently produce
good scheduling solutions, and the time overhead, i.e.,
time spent in finding a good solution, is high. In order to
reduce the time overhead, this paper integrates the heuristic
approach into the CRO technique. In this paper, we design
and apply the CRO operations to the first phase of the
DAG scheduling, i.e., determining the execution order of the
tasks, and then design and develop the heuristic approach
to determine the task-to-processor mapping.

2 BACKGROUND OF CRO
In this section, we introduce the background knowledge
of CRO [24], [25], [29]. In CRO, a molecule has a unique
structure which represents a solution of an optimization
problem, and has itself kinetic energy (KE) and potential energy
(PE), respectively, which are two key properties attached to
the molecule structure. The former is used to control the
acceptance of new solutions with worse fitness and the latter
corresponds to a fitness value of the solution.

CRO mimics the process of a chemical reaction where
molecules undergo a sequence of reactions between each
other or with the environment in a closed container. For ex-
ample, suppose ω and f are a molecular structure (solution)
and a fitness function, respectively. Then PEω = f(ω). KE
is a non-negative number and it helps the molecule escape
from local optimums. During a reaction, a molecule struc-
ture, ω, attempts to change to another molecule structure ω′

if PEω′ ≤ PEω , or PEω′ ≤ PEω +KEω .
A central energy buffer is also implemented in CRO

algorithm. In the environment, the energy stored in the
buffer can be regarded as the energy in the closed container.
The energy may also flow between the molecules and the
energy buffer.

During a CRO process, the following four types of ele-
mentary reactions are likely to happen.

• On-wall ineffective collision: this reaction is an uni-
molecule reaction, whose reactant involves only one
molecule. When a molecule ω collides onto the wall
of the closed container, it is allowed to change to
another molecule ω′, if Eq. (1) related to their energy
values holds,

PEω +KEω ≥ PEω′ . (1)

After collision, the KE energy will be re-distributed.
A certain portion of KE of the new molecule will
be withdrawn to the central energy buffer (i.e., en-
vironment). The KE energy of the new module can
be calculated in Eq. (2),

KEω′ = (PEω − PEω′ +KEω)× a, (2)

where a is a number randomly selected from the
range of [KE LossRate, 1]. KELossRate is the loss rate
of the KE energy, which is a system parameter set
during the initialization stage of CRO.

• Decomposition: this reaction is also an uni-molecule
reaction. A molecule ω can decompose into two new
molecules, ω′

1 and ω′
2, if Eq. (3) holds,

PEω +KEω + buffer ≥ PEω′
1
+ PEω′

2
, (3)

where buffer denotes the energy stored in the
central buffer, which represents the energy interac-
tions between molecules and the environment. Let
Edec = (PEω +KEω)− (PEω′

1
+PEω′

2
). Then after

decomposition, the KE energies of ω′
1 and ω′

2 are
calculated by Eqs. (4) and (5),

KEω′
1
← (Edec + buffer)× δ1 × δ2, (4)

KEω′
2
← (Edec + buffer −KEω′

1
)× δ3 × δ4, (5)

where δ1, δ2, δ3, δ4 is a random number generated
between 0 and 1.
The energy in the buffer is updated by Eq. (6),

buffer ← Edec + buffer − (PEω′
1
+ PEω′

2
). (6)

• Inter-molecular ineffective collision: this reaction is
an inter-molecule reaction, whose reactants involve
two molecules. When two molecules, ω1 and ω2,
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collide into each other, they can change to two new
molecules, ω′

1 and ω′
2, if Eq. (7) holds,

PEω1 + PEω2 +KEω1 +KEω2 ≥ PEω′
1
+ PEω′

2
. (7)

Einter denotes the spare energy after the inter-
molecule collision, which can be calculated by Eq.
(8),

Einter =(PEω1 + PEω2 +KEω1 +KEω2)

− (PEω′
1
+ PEω′

2
).

(8)

The KEs of the new molecules will share the spare en-
ergy. Therefore, The KEs of ω′

1 and ω′
2 are calculated

by Eqs. (9) and (10),

KEω′
1
← Einter × δ1, (9)

KEω′
2
← Einter × (1− δ1), (10)

where δ1 is a random number generated from [0, 1].
• Synthesis: this reaction is also an inter-molecule re-

action. When two molecules, ω1 and ω2, collide into
each other, they can be combined to generate a new
molecule, ω′, if Eq. (11) holds,

PEω1 + PEω2 +KEω1 +KEω2 ≥ PEω′ . (11)

The KE energy of ω′ is calculated by Eq. (12),

KEω′ = PEω1 +KEω1 + PEω2 +KEω2 − PEω′ . (12)

The fitness of a solution is judged by the PE energy of
the molecule.

The typical execution flow of CRO is as follows.

• The CRO is first initialized to set some system param-
eters, such as the size of the populations (molecules),
KELossRate, InitialKE (the initial energy associated
to molecules), buffer (initial energy in the energy
buffer), MoleColl (It is used later in the process to
determine whether to perform a uni-molecular or an
inter-molecular operation), etc.

• Then the process enters a loop. In each iteration,
the process first decides whether to perform uni-
molecular operations or inter-molecular operations
following on a certain probability. It is decided in the
following way. A random number, b, is generated
in the interval [0, 1]. If b is bigger than the value
of MoleColl that the process sets in the initialization
stage, an uni-molecular operation will be performed;
otherwise, an inter-molecular operation will take
place. If it is an uni-molecular operation, the process
randomly selects a certain number of molecules and
then further decides whether to perform on-wall
collision or decomposition according to Eqs. (1) and
(3). Similarly, if the process decides to perform the
inter-molecular operations, the process then further
decides whether to perform inter-molecular collision
or synthesis according to Eqs. (7) and (11). At the end
of the iteration, the process checks whether a new
better solution is found by checking the PE energy
of each newly generated molecule.

• The iteration process repeats until the stopping cri-
teria satisfies (e.g., the best solution does not change
for a certain number of consecutive iterations).

3 THE HEURISTIC METHOD TO PERFORM TASK-
TO-PROCESSOR MAPPINGS AND THE FRAMEWORK
OF HCRO
3.1 The Heuristic Method to Perform Task-to-Processor
Mappings
The earliest finish time of the exit task will be the makespan
of the DAG job. The earliest finish time of a task relates to
its earliest start time. The earliest start and finish times of a
task is calculated as follows.

EST (Ti, Pk) denotes the earliest start time of task Ti on
the computing node Pk, which can be calculated with Eq.
(13),

EST (Ti, Pk) =
0, Ti = Tentry

max
Tj ∈Pred(Ti)

AFT (Tj , Pl), Pk = Pl

max
Tj ∈Pred(Ti)

(AFT (Tj , Pl) + C(Tj , Ti)), Pk ̸= Pl.

(13)

where EFT (Ti, Pk) denotes the earliest finish time of task
Tj on the computing node Pm.

The Earliest Finish Time (EFT) of node Ti on processor Pk

is represented as EFT (Ti, Pk), shown in Eq. (14),

EFT (Ti, Pk) = AST (Ti, Pk) +W (Ti, Pk). (14)

The Actual Start Time (AST) of node Ti on processor Pk

is represented as AST (Ti, Pk), shown in Eq. (15),

AST (Ti, Pk) = max(EST (Ti, Pk), Avail(Pk)), (15)

where Avail(Pk) is defined as the earliest time at which the
processor Pk is ready for the task execution.

The Actual Finish Time (AFT) of a subtask Ti over all
processors is represented as AFT (Ti), shown in Eq. (16),

AFT (Ti) = min
1≤k≤m

EFT (Ti, Pk). (16)

Using Eq. (16), we can calculate the earliest finish time of
the exit task of the DAG job, which is the makespan of the
DAG job for the given execution order of the tasks.

Since meta-heuristic scheduling works by searching a
good solution in the solution space, the size of solution
space will largely determine the time spent by a meta-
heuristic scheduling method to find a desirable solution.
Theorem 1 below analyze the size of the solution space
under the heuristic CRO method proposed in this paper and
the pure CRO process, respectively.

Theorem 1. When a pure CRO randomly maps n tasks without
dependency on m heterogeneous computing nodes, the solution
space is n!×mn.

Proof. In the pure CRO scheduling, a solution includes
both task execution order and randomly task-to-processor
mapping. For any task in an execution order, there is m
computing node mapping possibilities. Therefore, for any
execution of n tasks, there is total mn mapping possibilities.
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Since there are n! execution orders, the total number of
solutions is n!×mn.

For task-to-processor mapping, the heuristic-based Het-
erogeneous Earliest Finish Time (HEFT) is proposed to search
for a solution in order to minimize makespan without vi-
olating precedence constraints. The HEFT algorithm selects
the subtask with the highest upward rank value at each step
and assigns the selected subtask to the processor, which
minimizes its earliest finish time with an insertion-based
approach [3]. HEFT algorithm is a performance-effective
and low-complexity task scheduling on heterogeneous com-
puting systems. The time complexity of HEFT algorithm is
O(e × m) for e edges and m processors. For a dense graph
when the number of edges is proportional to O(n2) (n is the
number of subtasks), the time complexity is on the order of
O(n2 ×m) [3].

In this paper, in order to accelerate convergence speed of
HCRO algorithm for DAG job scheduling, HEFT algorithm
is adopted to realize the performance-effective and low-
complexity approach which avoids less effective task-to-
processor mapping. A detailed description about the task-
to-processor mapping is given in Algorithm 2.

Algorithm 1 Task-to-Processor Heuristic Mapping
Input:

The task priority queue.
Output:

The schedule scheme and the makespan.
1: Add all subtasks (atoms) Ti to the priority queue according

to their priority;
2: while PriorityQueue ̸= ∅ do
3: Select the first subtask Ti from the priority queue for

scheduling;
4: for each processor Pk in the processor set do
5: Compute AFT (Ti, Pk) value using the insertion based

HEFT scheduling policy;
6: Assign subtask Ti to the processor Pk that minimizes

EFT (Ti);
7: end for
8: Remove Ti from priority queue;
9: end while

10: return makespan= AFT (Texit ).

As can be seen from Theorem 1, the size of search space
of the heuristic CRO method proposed in this paper is much
smaller than that of a pure CRO method. Therefore, it is
expected that the heuristic CRO method spends less time
than the pure CRO method to find a desirable solution.

3.2 The Framework of Combining CRO and the Heuris-
tic Method

After execution orders are generated according to the CRO
method, the heuristic method presented in Subsection 3.1
is applied to calculate the makespan related to a given
execution order. The makespan is used as the PE energy
of the solution, that is, the makespan is used as the fit-
ness function of execution order. The entire algorithm for
scheduling a DAG job is outlined in Algorithm 2. The first
step of the algorithm initializes the CRO process. Then the
process enters a loop. In each iteration, the CRO process
is applied to generate new execution orders (Steps 3-18).
Then the heuristic algorithm is used to perform the task-
to-processor mapping for each newly generate execution
order (Steps 20-27) and consequently the corresponding

makespan is obtained (Step 28). The procedure repeats until
the stopping criteria is satisfied.

Algorithm 2 Heuristic CRO Scheduling
Input:

A DAG job.
Output:

A scheduling solution with minimal makespan.
1: Initializing the CRO process;
2: while The stopping criteria is not satisfied do
3: Generate b ∈ [0, 1]
4: if b > MoleColl then
5: Randomly select one molecule ω;
6: if Eq. (3) holds then
7: Perform the decomposition operation on ω to gener-

ate two new molecules;
8: else
9: Perform the Onwall Ineffective Collision on ω to

generate a new molecule;
10: end if
11: else
12: Randomly select two molecules ω1 and ω2;
13: if Eq. (11) holds then
14: Perform the synthesis operation on ω1 and ω2 to

generate a new molecule;
15: else
16: Perform Intermolecular Ineffective Collision on ω1

and ω2 to generate two new molecules;
17: end if
18: end if
19: for each newly generated molecule ω′

i do
20: while The queue of ω′

i is not empty do
21: Select the first task Ti from the queue of ω′

i;
22: for each computing node Pk in the computing sys-

tem do
23: Call Eq.(14) to compute EFT (Ti, Pk);
24: end for
25: Call Eq.(16) to map task Ti to computing node Pk

that provides minimal AFT (Ti);
26: Remove the scheduled task from ω′

i;
27: end while
28: makespan= AFT (Texit);
29: end for
30: Record ω′

i which generates the minimal makespan and the
corresponding task-to-processor mapping;

31: end while
32: Return the scheduling solution with the minimal

makespan.

4 SIZE OF MOLECULAR POPULATION AND A
GOOD UNIFORM COVERAGE

In this section, we elaborate how to generate a good “seed-
ing”, good uniform coverage, and molecular diversity in our
approach in subsection 4.1, and we discuss the problem
of size of initial molecular population in subsection 4.2,
respectively.

4.1 A Good Uniform Coverage
A desirable property for an initial molecular population
is a good uniform coverage. A good uniform coverage is
desired, because information is obtained throughout the
whole feasible solution space. Therefore, by a good uniform
coverage, the molecules are well spread out to cover the
whole feasible solution space. The molecules have a good
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uniform coverage if they do not form clusters or leave rela-
tively large areas of the feasible solution space unexplored.

In this paper, in order to achieve a good uniform cov-
erage, initially, for the task scheduling problem, the good
“seeding” molecules are generated by three heuristic rank
policies (upward rank, downward rank, and a combination
of level and upward-downward rank), which are the mostly
used by traditional list scheduling approaches to estimating
the priority of each subtask, respectively, as shown in Table
1.

TABLE 1
Task Priorities of DAG Application in Fig.1 of The Main Paper

Ti Rankb Rankt Rankb+t Level
0 74.3 0.0 74.3 0
1 57.3 12.67 70.0 1
2 49.7 24.67 74.3 1
3 51.0 18.67 69.7 1
4 51.0 11.67 62.7 1
5 28.3 24.7 53.0 1
6 29.3 40.7 70.0 2
7 20.3 32.7 53.0 2
8 34.3 40.0 74.3 2
9 14.3 60.0 74.3 3

Then, the priority queues (molecules) are generated by
selecting an atom in the priority queues for these molecules
from left to right, where an atom is selected and insert-
ed into a right position without violating the precedence
constraints in order to make the largest Hamming distance
of two molecules. In other words, this approach uses the
criterion of maximizing the Hamming distance between the
solution (new molecule) under consideration and the solu-
tion (seeding molecule) already generated before. Molecular
diversity of the initial population can help the CRO be
able to reach part of the feasible solution space as large as
possible. Genetically more diversified initial populations are
preferable. Finally, the rest priority queues are generated
by selecting randomly an atom in the priority queues for
these molecules, where an atom is randomly selected in the
selected molecule and inserted into a right position with-
out violating the precedence constraints in order to make
the largest hamming distance of two molecules. The new
generated molecule is added into the molecular population
in order to effectively improve molecular diversity of the
population. Illustration of the initial population is in shown
in Fig. 1.

4.2 Size of Molecular Population
The molecular population consists of PopSize molecules.
The size of the initial population has been investigated
that the underlying idea is always of a trade-off between
efficiency and effectiveness. Intuitively, it would seem that
there should be some “optimal” value for a given size, on
the grounds that a too small molecular population would
not allow sufficient room for exploring the search space
effectively, while a too large molecular population would so
impair the efficiency of the method that no solution could
be expected in a reasonable amount of time.

Initial molecular population size, a slightly different
question that we could ask is regarding a minimum pop-
ulation size for a meaningful search to take place. In Colin
R. Reeves paper [30], the initial principle was adopted that,

at the very least, every point in the search space should
be reachable from the initial population by crossover only.
This requirement can only be satisfied if there is at least one
instance of every allele at each locus in the whole population
of strings. This helps to prevent premature convergence.
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(a) The good ‘seeding’ being ob-
tained by the heuristic Blevel ap-
proach. The task priority queue is
(0, 1, 3, 4, 2, 8, 6, 5, 7, 9). Sort
RankB in descending order.
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(b) A good uniform coverage be-
ing generated by selecting an atom
in the priority queues for these
molecules from left to right ac-
cording to the largest Hamming
distance between the new molecule
and the good original seed in Fig.
1.(a)
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(c) The good ‘seeding’ being ob-
tained by the heuristic Tlev-
el approach. The task priority
queue is (0, 4, 1, 3, 2, 5, 7, 8,
6, 9). Sort RankT in ascending
order.
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(d) A good uniform coverage
being generated by selecting an
atom in the priority queues for
these molecules from left to right
according to the largest Ham-
ming distance between the new
molecule and the good original
seed in Fig. 1.(c)
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(e) The good ‘seeding’ be-
ing obtained by the heuris-
tic Llevel&(Blevel+Tlevel) ap-
proach. The task priority queue
is (0, 2, 1, 3, 4, 5, 8, 6, 7,
9). Sort elements in descending
order when they are the same
level.
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(f) A good uniform coverage be-
ing generated by selecting an
atom in the priority queues for
these molecules from left to right
according to the largest Ham-
ming distance between the new
molecule and the good original
seed in Fig. 1.(e)
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(g) The sum of individuals
with Blevel, Tlevel and Llev-
el&(Blevel+Tlevel).
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number of nodes of DAG appli-
cation.

Fig. 1. Illustration of the initial population for a simple DAG graph of size
10 (10 tasks).
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In our experiments, we maintain those parameters un-
changed, such as InitialKE = 10000, buffer=2000, MoleColl
= 0.2, KELossRate = 0.5, and a stopping criterion. By in-
creasing the size of the population, we obtain the average
makespan for different sizes of DAG applications (10, 20,
50), each with 30 independent runs. The results are shown
in Fig. 2.
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(a) The DAG graph of size 10+2
(10 subtasks, 2 dummy nodes),
30 independent runs, 100 DAG
applications with different charac-
teristics, processors=3.
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(b) The DAG graph of size 20+2
(20 subtasks, 2 dummy nodes),
30 independent runs, 100 DAG
applications with different charac-
teristics, processors=8.
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(c) The DAG graph of size 50+2
(50 subtasks, 2 dummy nodes),
30 independent runs, 100 DAG
applications with different char-
acteristics, processors=16.

(d) The average makespan of the
three classes DAG graphs.

Fig. 2. Illustration of the average makespan vs. the size of initial popula-
tion.

In Fig. 2(d), we can observe that the makespan decreases
as the size of population increases. When the size of pop-
ulation is twenty times more than the number of nodes
in a DAG application, the makespan remains almost the
same (< 0.5). When the size of population is more than
the number of nodes in a DAG application by between ten
and twenty times, the makespan decreases a little (< 1.0).
Therefore, considering the trade-off between efficiency and
effectiveness, the size of initial population is set as ten times
the number of nodes in a DAG application.

APPENDIX A
DEFINITIONS OF NOTATIONS

In this section, a list of notations and their definitions used
in the paper is provided.
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