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Time series forecasting is an important problem across a wide range of domains. Designing accurate and
prompt forecasting algorithms is a non-trivial task, as temporal data that arise in real applications often
involve both non-linear dynamics and linear dependencies, and always have some mixtures of sequential
and periodic patterns, such as daily, weekly repetitions, etc. At this point, however, most recent deep models
often use RNNs to capture these temporal patterns, which is hard to parallelize and not fast enough for
real-world applications especially when a huge amount of user requests are coming. Recently, CNNs have
demonstrated significant advantages for sequence modeling tasks over the de-facto RNNs, while providing
high computational efficiency due to the inherent parallelism. In this work, we propose HyDCNN, a novel
hybrid framework based on fully Dilated CNN for time series forecasting tasks. The core component in
HyDCNN is a proposed hybrid module, in which our proposed position-aware dilated CNNs are utilized to
capture the sequential non-linear dynamics and an autoregressive model is leveraged to capture the sequential
linear dependencies. To further capture the periodic temporal patterns, a novel hop scheme is introduced in
the hybrid module. HyDCNN is then composed of multiple hybrid modules to capture the sequential and
periodic patterns. Each of these hybrid modules targets on either the sequential pattern or one kind of periodic
patterns. Extensive experiments on five real-world datasets have shown that the proposed HyDCNN is better
compared with state-of-the-art baselines and is at least 200% than RNN baselines. The datasets and source
code will be published in Github to facilitate more future work.
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1 INTRODUCTION
Time series data such as traffic flows on highways, outputs of solar power plants, and temperatures
of multiple regions are very important to both industry and academia. In these applications, users
will benefit from accurate time series forecasting. For example, the energy industry requires
accurate forecasting of energy demand, supply and price in their decision-making processes [22],
and accurate traffic prediction is critical for many transportation services, such as vehicle flow
control, road trip planning and navigation [10]. Moreover, response time is also important in the
era of big data [8, 9], e.g., a mobility service provider, such as Uber, has to make tremendous amount
of traveling time predictions simultaneously when huge number of user requests are coming. On
this occasion, longer waiting time always leads to poorer user experience.

Fig. 1. Illustrations of sequential and periodic patterns.

Real-world time series applications often entail somemixtures of sequential and periodic temporal
patterns as well as the linear dependencies and non-linear dynamics. In time series with multi-
variables, each variable not only depends on the historical values but also on other variables. Fig.
1(a) presents sequential temporal patterns where the value of interval is affected by the previous
ones. For example, traffic jam around 9:00 am will affect the following traffic situation. Fig. 1(b)
illustrates several kinds of periodic temporal patterns, such as morning and evening peaks, workday
and weekend patterns, etc. Time series data also involve mixtures of linear dependencies and
non-linear dynamics [25, 28, 48]. Fig. 2(a) and (b) present hourly road usages and electricity loads
in 3500 hours, respectively, both of which have some sudden changes. These changes are often
caused by random events, such as traffic jam, holidays, etc. In [49], it has been demonstrated that
linear models can capture such situations better than non-linear models. Moreover, there are also
rich spatial dependencies among variables. For example, in a road network, each variable signifies
the traffic of a road, and the traffic of the road can affect its nearby traffic. Moreover, there are
also rich spatial dependencies among time series with multiple variables. For example, in a road
network, each variable signifies the traffic of a road, and the traffic of the road can affect its nearby
traffic.
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Fig. 2. Sudden changes in scale in time series data.

Previous work [25, 41, 48, 49] combined linear model, such as ARIMA [6], and Multilayer Percep-
tions (MLP) together for time series prediction, where ARIMA and MLP were utilized for modeling
the linear dependencies and non-linear dynamics, respectively. These methods outperformed the
models that captured either linear dependencies or non-linear dynamics. However, MLP may fail
to extract the complex patterns in sequences, especially comparing to the sequencing models based
on deep learning, e.g., RNN or its variants.

Long and Short-term Time-series Network (LSTNet) [28] is considered as a reliable method for
time series prediction, which combines a traditional autoregressive linear model with the non-
linear recurrent neural network (RNN), to improve the robustness [28]. Results on some real-world
datasets show that LSTNet outperforms other methods, such as RNN based and traditional statistics
based approaches, etc. Nevertheless, LSTNet still relies on RNN to model long-term temporal
patterns. Moreover, it only captures the sequential linear dependencies, while leaves the linear
dependencies of temporal periodic patterns untouched.
RNNs have to wait for the predecessors completed before next procedures [38], while convo-

lutions can be done in parallel since the same filters are used in each layers [18]. Therefore, long
sequential inputs can be processed together and paralleled in CNN-based methods, instead of
sequentially repeated in RNNs, to obtain higher processing speed. Recent research indicates that
CNN-based architecture can achieve comparable accuracy in some sequence modeling tasks, such as
audio synthesis, word-level language modeling, and machine translation [2, 4, 15, 18, 26]. However,
modeling the temporal patterns for time series prediction is still a non-trivial task. We summarize
4 main challenges as follows:

• Capturing the long-term and periodic patterns is infeasible for canonical CNN as the convo-
lution operations are performed within sequential elements in time series data.

• Canonical CNN lacks the ability to learn the temporal positional information because all the
records are treated the same by a same set of convolution kernels.

• How to capture the spatial dependencies among variables in multivariate time series data
using CNN?

• Although CNNs are quite powerful in capturing non-linear and regular patterns, there are
also some random and sudden scale changes shown in Fig. 2 which we experimentally find
CNNs are insensitive to.

To solve the first three challenges, we propose the position-aware dilated CNN. 1) The periodical
information in time series data are modeled with dilated convolution. This idea is based on a
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intuition that the dilated convolution operation is performed on the skipped elements rather than
consecutive elements. Therefore, a convolution kernel can capture the patterns within the periodic
historical records. By changing the dilated factor, different periodical patterns (e.g., daily, weekly)
can be captured. 2) To endow the CNNs with the positional sense, we propose the multi-span
temporal feature aggregation scheme to enable the convolutional component aware of the temporal
features of different time span, and the position embedding scheme to give the model a sense of
which part of the entire input series it is dealing with. 3) We let each variable corresponds to one
element in the input channel. We then apply 1D CNN to extract the channel-wise correlations
along with the temporal correlations so that the spatial dependencies among variables can be
captured, which is a simple yet effective method. For the 4-th challenge, we analyze that the scale
change can be modeled by the sequential and periodic linear dependencies, i.e., the future value is
assumed to be a linear combination of some past sequential and periodic values with random errors.
Incorporating linear models such as AR is a robust solution in modeling linear dependencies.
In order to exploit both non-linear dynamics and linear dependencies for capturing sequential

and periodic patterns, we propose the hybrid framework HyDCNN which contains multiple hybrid
modules with a novel hop scheme. The tasks of capturing sequential and periodic patterns are
decoupled inter-module, while the objectives of modeling non-linear dynamics and the linear
dependencies are achieved by the intra-module position-aware dilated CNN and AR components
respectively. Each hybrid module targets on either the sequential pattern or one kind of periodic
patterns base on it hop factor. HyDCNN is an end-to-end trainable framework and can fuse multiple
hybrid modules adaptively. Extensive experiments on five real-world datasets have shown that the
proposed HyDCNN is better compared with state-of-the-art baselines and is at least 200% than
RNN baselines.
The remaining of the work is organized as follows. In the next section, the related work is

discussed. Section 3 describes our problem definition and the overview of HyDCNN. Section 4
presents the details of HyDCNN. Section 5 presents the experimental results, while the work is
concluded in Section 6.

2 RELATEDWORK
Approaches for the prediction of time series data can be mainly classified into three categories:
traditional statistics based, artificial neural networks based, and hybrid approaches, as discussed in
the following.

2.1 Traditional Statistics based Approaches
Traditional statistics based approaches for time series forecasting can be further categorized into
two sub-classes: linear and non-linear based models. Auto-Regression (AR), Vector Auto-Regression
(VAR) [6, 34], Moving Average (MA), Auto-Regressive Moving Average (ARMA), Auto-Regressive
Integrated Moving Average (ARIMA) model [6], and regression based methods such as linear
Support Vector Regression (SVR) [7, 27] are linear models where prediction of time series values
is constrained to be linear functions of past values. To account for certain non-linear patterns
observed in real problems, several classes of non-linear models have been proposed, such as
the bilinear model [19], and Auto-Regressive Conditional Heteroscedastic (ARCH) model [17].
Although some improvement has been achieved by these non-linear models, the gain of using
them to general forecasting problems is still limited. Because these models are designed for some
particular non-linear patterns, they fail to model general ones in time series data [16].
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2.2 Artificial Neural Networks based Approaches
Artificial Neural Networks (ANNs), especially Deep Neural Networks, have been proposed for time
series forecasting recently due to their powerful ability of feature learning and unprecedented
successes in other domains. DeepAR [39] proposed an autoregressive recurrent neural network
model on a large number of related time series. Romeu et al. [37] present an approach to probabilistic
time series forecasting that combines state space models with deep learning. N-beats [36] present
an approach to probabilistic time series forecasting that combines state space models with deep
learning. Another application in [35] adopted Stacked Autoencoders to predict the future traffic
flow based on historical traffic flow values. However, sequential and periodic patterns of time series
data were not taken into account in the work.

Similarity based methods are powerful in time series analysis [1]. Wu et al. [44] proposed a family
of alignment-aware positive definite kernels, with its feature embedding given by a distribution of
Random Warping Series. Lei et al. [29] proposed an efficient representation learning framework
that is able to convert a set of time series with various lengths to an instance-feature matrix. Cuturi
[13] proposed novel approaches to cast the widely-used family of Dynamic Time Warping (DTW)
distances and similarities as positive definite kernels for time series. However, sequential and
periodic patterns of time series data were not taken into account in the work.
Recently, Recurrent Neural Networks (RNNs) [38, 43] and its variants, e.g., Long Short-Term

Memory (LSTM) [21], Gated Recurrent Unit (GRU) [12] have achieved great success in sequential
tasks, such as Natural Language Processing (NLP). Models based on RNNs for time series prediction
have also been proposed. TreNet [31] combined CNNs and LSTM to predict the trend in time series.
But RNNs may failed on tasks that require long-term information, mainly due to the notorious
gradient vanishing problem [12] and are hard to parrallelize.

Researchers have also investigated how to use deep learning to capture the spatial dependencies
among variables in time series with multi-variables. DCRNN [30] and [45] use graph to model the
relation between variables. The nodes in the graph represent the variables and the edges describe
the relations of variables. DSANet [24] first extracts the features from each unvariate time series
and then apply a self-attention module to learn the dependencies among variables. Comparing with
them, our HyDCNN mainly focus on capturing the temporal patterns. Actually, we can also capture
the spatial dependencies among vectors. We use a simple yet also effective scheme to model these
spatial dependencies. In the first layer of CNN, we assign each variable to one input channel. The
convolution operation will capture the channel-wise correlations therefore the spatial dependencies
are also captured.

Recent works also use CNNs for time series prediction. SOCNN [3] involved an autoregressive-
like weighting system in CNNs to deal with the noise in time series data. G-CNN [46] used group
convolutions for high-dimensional multivariate regression tasks. TCN [2] and [5] apply dilated
convolution for time series forcasting. But None of them considers the problem of how to use
CNN to capture the long-term periodic patterns in time series data and how to capture the linear
dependencies.

2.3 Hybrid Approaches
Some research work has explored hybrid methods for time-series prediction. ARIMA and MLP
were combined together for time series prediction in [25, 48, 49]. They achieved some advantages
compared with the methods which utilized either ARIMA or MLP only. These work utilized ARIMA
to capture the linear dependencies and MLP to model the non-linear dynamics. However, it is hard
for the work to model sequential dependencies.
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A recent work was proposed by Dasgupta et al. [14] that combined vanilla RNN and Dynamic
Boltzmann Machines together. Though this work can utilized RNN to model the sequential depen-
dencies, the long-term periodic temporal patterns cannot be exploited. To tackle this, LSTNet was
proposed in [28] for time series prediction and outperformed other hybrid and non-hybrid methods.
In LSTNet, a novel recurrent structure, namely Recurrent-skip, was designed based on RNN for
capturing long-term imformation. However, it only captured the sequential linear dependencies,
while left the linear dependencies of periodic temporal patterns unexploited.

Compared with the discussed methods, our proposed method has the following advantages: (1)
HyDCNN is based on CNNs to capture both the sequential and periodic dependencies, thus owning
the advantages of computations due to the inherent parallelism of CNNs. (2) HyDCNN can capture
both the linear dependencies and non-linear dynamics for both sequential and periodic patterns.

3 PROBLEM DEFINITION AND FRAMEWORK OVERVIEW
In the section, we present the definition of time series forecasting and overview of the proposed
framework as follows.

3.1 Problem Definition
In this work, we focus on the problem of time series forecasting. Similar with [28], given a series
of historical values XT = {x1,x2, ...,x i , ...,xT }, where x i ∈ Rn , n is the number of multiple
variables, andT is the length of the entire series. Obviously, when n = 1, the problem is a univariate
forecasting problem or multivariate forecasting problem otherwise. Letw be the length of the input
window wherew is integer and 1 < w ⩽ T holds. Then the input matrix for sequential time series
values at time t can be formulated asX t = {x t−w+1,x t−w+2, ...,x t } andX t ∈ R

n×w . The time series
forecasting problem is to predict a series of values x t+h ∈ Rn , where h is the desirable horizon
ahead of t . In most cases, the horizon h and the input windoww are set according to the demands
of real scenarios, e.g., for the traffic usage, the horizon of interest ranges from hours to a day and
the window ranges from days to weeks.

3.2 Framework Overview
Sequential and periodic patterns are both crucial for accurate prediction. Exploiting both the non-
linear dynamics and linear dependencies is an effective way to capture these patterns. To achieve
this goal, we propose the HyDCNN shown in Fig. 3, where the inputs of HyDCNN are the historical
time series values, while the outputs are the predictions of future time signals. HyDCNN contains
multiple hybrid modules, and the tasks of capturing sequential and periodic patterns are decoupled
inter-module, while the objectives of modeling non-linear dynamics and linear parts are achieved
by the intra-module CNN and AR components respectively.
HyDCNN consists of a hybrid module, which targets on the sequential temporal patterns, and

multiple hop hybrid modules, each of which captures one kind of periodic temporal pattern, e.g.,
daily, weekly, etc. In each module, there is a position-aware dilated CNN component to model the
non-linear dynamics, and a hop or non-hop AR component to model the linear parts. These two
components are combined by a residual learning method. The features extracted by the hybrid
module and hop hybrid modules are finally fused together by our proposed weighted fusion scheme
to represent the sequential and multiple periodic temporal patterns jointly. For the sake of simplicity,
there is only one hop hybrid module in Fig. 3, and more hop hybrid modules can be combined into
the framework in the same way to capture multiple temporal patterns.
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Fig. 3. Architecture of our proposed HyDCNN

4 THE PROPOSED FRAMEWORK: HYDCNN
In this section, we present the details of HyDCNN. First, we describe the original hybrid module for
sequential temporal patterns. Second, we introduce how to adopt the hop scheme in the original
hybrid module to capture periodic temporal patterns. Finally, we introduce how to fuse multiple
hybrid modules, the objective function and the optimization strategy together.

4.1 Hybrid module for Sequential Temporal Patterns
In HyDCNN, a hybrid module consists of a position-aware dilated CNN stack for sequential non-
linearity, and an AR model for the sequential linear dependencies. These two parts are combined
by using residual learning, where the CNN based stack is fitting the residual errors of the out-
puts of both the hybrid model and the AR model. The input of the original hybrid module is
historical time series values. Take time t as an example, the input matrix can be formulated as
X t = {x t−w+1,x t−w+2, ...,x t } and X t ∈ R

n×w .

4.1.1 Position-Aware Dilated CNN. Unlike RNNs which have the intrinsic temporal sense by
learning the position information through recurrent hidden state computation (the more previous
cell has lower gradient) , CNN based models lack this temporal sense because all the records in
the time series are treated the same by a same set of convolution kernels [18, 42]. To tackle this
problem, we propose the position embedding scheme to give the model a sense of which part of
the entire input series it is dealing with and the multi-span temporal feature aggregation scheme to
enable the convolutional component aware of the temporal features of different time span. Our
proposed position-aware dilated CNN is based on the dilated 1D CNN network [33] shown in Fig.
4 with details as follows.

Position Embedding. CNN based models lack the ability to learn position information, while
RNNs can learn the position information through recurrent hidden state computation thus know
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where they are [18, 42]. To tackle this problem, position embedding is employed to give the model
a sense of which part of the entire input series it is dealing with.

Formally, given an input time seriesX t = {x t−w+1,x t−w+2, ...,x t }, we first use one-hot encoding
to represent each position. For example, if the length of a series is 3, the one-hot vectors of the
positions are denoted [1, 0, 0], [0, 1, 0], and [0, 0, 1] respectively. After one-hot encoding, we have
E = {e1,e2, ...,ew } where ei ∈ Rw denotes the one-hot representation of position i . But these
one-hot vectors are high-dimensional sparse vectors are less representative for neural networks to
process. To tackle this, we introduce an embedding layer to transform them into low dimensional
dense vectors. Formally, the embedding operation ψ : Rw → Rm is a linear transformation that
transforms the sparse vector ei ∈ Rw into a dense vector pi ∈ Rm . The embedding transformation
is formulated as follows:

pi = ψ (ei ) = eT
iWp , (1)

whereWp ∈ Rw×m is a learnable parameter matrix and i denotes the i-th position. Then we have
position matrix P t = {p1,p2, ...,pw }, where pi ∈ Rm denotes the embedding vector of the i-th
(1 ⩽ i ⩽ w) absolute position andm is dimension of the embedding vector. For instance, the first
absolute position is embedded into p1 and the u-th absolute position is embedded into pu .
Some previous studies have employed position embedding for NLP [15, 18]. The word vectors

and the position vectors are added together to form a new representation of words. However, for
time series problem, adding up the two embedding matrix is not applicable because each dimension
of the time series X t is a meaningful unvariate time series. If we add the time series values with
position vectors together, the actual time series values will be changed.

To address this problem, we concatenate the input matrix with the embedded position matrix as
the input of the dilated CNNs, defined in the following.

Conv Conv 

Conv Conv 

Conv Conv . . .

Conv Conv . . . . . .

Conv Conv 

Input （Multivariate 

time series with 

position embedding）

Conv Block 1

. . . . . .

. . . . . .. . . . . .
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T
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T
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Feature Map

Feature Map

Feature Map

Conv Block 2

Conv Block 3

Short-Term Features

Long-Term Features

. . .

Dilated Conv

Dilated Conv

Dropout

Dropout

+

1*1 Conv

(b)(a)

Fig. 4. Position-aware Dilated CNN. (a) An example of position-aware dilated convolutional operation. (b)
Block structure and residual connection.

Definition 1 (Position Embedding): Formally, given an input sequence of time series values,
X t = {x t−w+1,x t−w+2, ...,x t }, after position embedding, the absolute position of each value is
embedded into a sequence of position values, P = {p1,p2, ...,pw }. The input matrix to the dilated
CNNs isCt = {ct−w+1, ...,ct } = {x t−w+1 ◦ p1, ...,x t ◦ pw }, where ◦ is the concatenation operation.

Fully Convolutional Architecture. The fully convolutional architecture is shown in Fig. 4(a).
The input of the position-aware dilated CNN is the sequence of time series values together with
the position values.
Formally, given a sequence input Ct = {ct−w+1, ...,ct } where ci ∈ Rn+m and a kernel with

weight f ∈ Rk×(m+n), the position-aware dilated convolution operation F on the element with the
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index s in the sequence is defined as follows:

F (C, s,d) =
k−1∑
i=0

f i
Tcs−d ·i , (2)

where d is the dilation factor, k is the kernel size, s − d · i accounts for the direction of the past.
When d = 1, F becomes a regular convolution. Then, we perform the convolution F on the input
sequenceCt to generate one feature map denoted asC ′

t ∈ R
w as follows:

C ′
t = {c ′t−w+1, c

′
t−w+2, ..., ct } = {F (C, t −w + 1,d), F (C, t −w + 2,d), ..., F (C, t,d)}. (3)

Finally, we apply multiple kernels formulated by Equ. 2 and Equ. 3 to extract different information.
A position-aware dilated residual CNN is then re-constructed by stacking multiple position-

aware dilated convolutional layers. The output of the r -th layer is the intput of the (r + 1)-th layer.
Two layers with the same dilation size form a block is shown in Fig. 4(b). Several these CNN-based
blocks are stacked to form the hierarchical architecture. The final output is denoted as Y c ∈ Rn .

It is worth noting that in an original hybrid module, the dilation factor d of the first CNN layer
is set to 1 in order to capture the sequential temporal patterns. The dilation factor d in other higher
CNN layers is set to 2 or greater to extend the receptive field. The detailed formulation of the
receptive field is presented as follows.

Capturing Spatial Dependencies Among Variables and Position Information. A convolu-
tion kernel can extract informative features by fusing both the local (local here refers to the
size of the kernel) and the channel-wise features together. With a sets of kernels, the local and
cross-channel correlations are mapped as new combination of features. This idea has been widely
accepted by the literature [11, 23].

In our formulation, we apply kernel with weight f ∈ Rk×(m+n) on the time series with position
information. There arem + n channels in kernels which correspond to the number of variables
and the position embedding. The kernels move 1-dimensionly over the time dimension by Equ.
3. The cross-channel correlations here, representation the dependencies among variable and the
position information, can be extracted and represented as new feature maps denoted as C ′

t by
the convolution. The prediction for each variable is made upon the new features after several
convolution layers which contain rich spatial dependencies among variables as well as the position
information.

Residual Connection. If we want to extend the receptive field to leverage more long-term tem-
poral information, more convolutional blocks are required and the network will become deeper.
Residual neural network is used with a reference to the direct hidden state, instead of an unref-
erenced function. The residual learning and linear shortcut connections can help to solve the
gradient exploding and vanishing problems in the long-term back-propagation [20], especially in
the networks with deeper structures.

With the benefits of residual neural networks [20], we introduce the residual error into our pro-
posed fully convolutional architecture as shown in Fig. 4(b). The residual connection is formulated
as follows:

x i+1 = ReLU (x i + ϕ(x i )), (4)

where ϕ denotes the function of the i-th block, x i denotes the input of the i-th block and x i+1
denotes the output of the i-th block and the input of the (i + 1)-th block. The rectified linear unit
(ReLU) is utilized as the activation function. An additional 1 × 1 convolution is utilized to ensure
that element-wise addition receives tensors of the same shape.
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Multi-span Temporal Feature Aggregation. The multi-span temporal feature aggregation
scheme further lets the convolutional component aware of the position information by mod-
eling the temporal feature of multiple time span. Motivated by FPN [32], which suggest that all
the feature maps of different convolutional layers are semantically strong, we further generate an
insight that the feature map of each layer can intrinsically represent temporal patterns during the
time interval within the receptive field of this layer. The feature maps at different convolution layer
can represent the patterns of different time span. More specifically, the receptive time span R j of
the j-th layer is

R = 1 + 2
N∑
i=0

Di · (Ki − 1), (5)

For example, shown in Fig. 4 illustrates a CNN structure with 6 layers (3 residual blocks), where
kernel sizes Ki = 2 for all the 6 layers, and dilation factor D = {1, 1, 2, 2, 3, 3} for the 6 layers
respectively. Each triangle represents a residual convolutional block with 2 convolutional layers.
One block can access 3 elements. According to Equation (5), the receptive field {R2,R4,R6} turns
out to be {3, 7, 13}. Then, part of the feature maps of the 3 layers, i.e., xT1 , xT2 , and xT3 , can represent
the most recent 3, 7, 13 records respectively. In real world settings, the receptive time span of the
button layer is often small, signifying the short-term features while the receptive time span of the
top layer is large, representing the long-term features. Fusing the 3 latent vectors can represent the
multi-span temporal feature at time T , formulated as follows:

Y c =W1 · x
T
1 ◦W2 · x

T
2 ◦ ... ◦WN · xTN , (6)

whereWi ∈ R is a trainable weight and ◦ is the concatenation operator. We introduce the
weight parameter because in real-world scenarios, the degree of influence of different layers may
be different.

4.1.2 Autoregressive Model. One major limitation of utilizing CNN for time series forecasting is
that, although CNN is quite effective for capturing non-linear dynamics especially regular patterns,
CNN is not sensitive to the random and sudden changes in time series due to the non-linear nature
of CNN. We analyze that the scale change can be modeled by the sequential and periodic linear
dependencies, i.e., the future value is assumed to be a linear combination of some past sequential
and periodic values with random errors. For example, to predict the burst traffic jam at 9 o’clock
today in the traffic dataset, the scale change of road occupancy at the sequential 6, 7, and 8 o’clock
today and at the periodic 9 o’clock in the previous day can be inherited for prediction through linear
combination. Therefore, to overcome this drawback of CNN, we employ an autoregression model
(AR) in our hybrid module to make our HyDCNN more sensitive and robust to sudden and random
changes in time series data. The AR module in the origin hybrid only captures the sequential linear
dependencies while the periodic linear dependencies are decoupled to other modules which will be
discussed later. The AR model is formulated as follows:

Y ar ,t =

qar−1∑
k=0

W ar
k ⊗ x t−k + b

ar , (7)

where qar ∈ R is the length of the input window of AR,W ar ∈ Rq
ar×n and bar ∈ Rn are the

coefficients of AR model, x i ∈ Rn is the i-th element of the input time series with n variables,
Y ar ,t ∈ Rn is the output of AR model at time t , and ⊗ is the Hadamard product. This equation
means that we apply the AR model to each variable in the time series.
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4.1.3 Combining with Residual Learning. The final output of the hybrid module is the combination
of the outputs of the position-aware dilated CNN part and the AR component. Formally, the final
output is given as follows:

Y s = Y c +Y ar , (8)

where Y s is the output of a hybrid module, Y c and Y ar are the outputs of the dilated CNN and AR
model respectively. This indicate that the CNNs try to fit the residual errors of the true value and
the output of the AR model. The residual errors contain only non-linear dynamics and is learnt by
our proposed position-aware dilated CNN.

4.2 Hop Hybrid Module for Periodic Temporal Patterns
The original hybrid module can be utilized to capture the sequential patterns with linear depen-
dencies and non-linear dynamics. As discussed in Section 1, many real-world time series datasets
present clear periodic patterns. For instance, both the electricity consumption and traffic usage
exhibit periodic patterns on a daily basis. If we aim to predict the traffic usage at t o’clock, a classical
strategy for periodic forecasting is to utilize the records at t o’clock of historical days. This type of
dependencies also requires an extremely large receptive field.

To tackle this, we introduce a novel hop mechanism into our proposed hybrid module to leverage
the periodic patterns and long-term information in real-world scenarios. There are two components
in the proposed hybrid module: AR module and position-aware dilated CNNs. The details of how
to apply the hop scheme in both components are described separately in the following.

Hop Scheme in the Position-aware Dilated CNNs. Canonical CNN performs the convolution
operations within sequential elements in time series data, making capturing the long-term and
periodic patterns infeasible. Designing a convolutional component that can effectively dealing with
periodical information in time series data is our first objective.

We address this problem by modeling the periodical information in time series data with dilated
convolution. This idea is based on a intuition that the dilated convolution operation is performed
on the skipped elements rather than consecutive elements. Therefore, a convolution kernel can
capture the patterns within the periodic historical records. By changing the dilated factor, different
periodical patterns (e.g., daily, weekly) can be captured. In our proposed hop hybrid module, the
dilation factor of the first CNN block is set to the hop factor. Take Fig. 5 as an example, suppose
the hop factor is set to 3, then the dilation factor of the first CNN block is also 3. The dilation
factor of other higher blocks can be set to that in the original hybrid module. Similarly, we can set
the dilation factor of the first CNN block to 24 hour to capture the non-linear dynamics of daily
patterns. Accordingly, the position embedding with the hop scheme is formulated in the following.

Definition 2 (Hop Position Embedding): Formally, given an input sequence of time series
values with the hop factor hp,X t = {x t−(w−1)×hp,x t−(w−2)×hp, ...,x t }, after position embedding, the
absolute position of each value is embedded into a sequence of position values, P = {p1,p2, ...,pw }.
The input matrix to the first CNN block is Ct = {ct−w+1, ...,ct } = {x t−(w−1)×hp ◦ p1, ...,x t ◦ pw },
where ◦ is the concatenate operation.

Hop ARModel for Periodic Linear dependencies.We design a novel hop AR model to capture
the periodic linear dependencies. The hop AR model is formulated as follows:

Y har ,t =

qhar−1∑
k=0

W har
k ⊗ x t−hp×(k+1)+h + b

har , (9)
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Fig. 5. Hop scheme in position-aware dilated CNN.

where hp is the hop factor, qhar ∈ R is the length of the input window of hop AR,W har ∈ Rq
har×n

and bhar ∈ Rn are the coefficients of AR model, x i ∈ Rn is the i-th element of the input series, h is
the horizon, and Y har is the output of hop AR model.

Take a daily periodic hybrid module as an example: Given time series values before 8, if we want
to predict the time series values at 11 o’clock, we have the horizon is 3. It is reasonable for the
hop AR Model to take the values of yesterday 11 o’clock, the values of 11 o’clock the day before
yesterday and so on as inputs to capture the linear dependencies of daily patterns.

4.3 Fusion Methods for Multiple Hybrid Modules
As discussed in Section 1, many real-world time series datasets present multiple temporal patterns,
and the degrees of influence may be different. Inspired by this observations, we propose a novel
parametric-tensor-based fusion method that can fuse the outputs of multiple hybrid modules. The
equation of fusion method is defined as follows:

Y f = Y s +

γ∑
i=1

Wi ⊗ Y i
p, (10)

where Y f denote the fused features, ⊗ is Hadamard product (i.e., element-wise multiplication for
tensors), Y s are the output features of the hybrid module for sequential patterns, γ denotes the
number of hop hybrid modules, Y i

p means the output features of the hop hybrid module with the
index i , andW1, ...,Wγ are the trainable parameters that can adjust the impacts of different hop
modules.

We adopt this formulation because sequential patterns are crucial and the periodic patterns are
auxiliary in real-world scenarios. The weights of the periodic patterns vary a lot in different time
series tasks. Therefore, we set the impacts of different periodic patterns as trainable weights.

4.4 Loss Function
In the training process, we adopt mean squared error (L2-loss) as the objective function, the
corresponding optimization objective is formulated as follows:

min
Θ

M∑
j=0

G∑
i=0

(x j
t+h,i − x̂ j

t+h,i )
2, (11)
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Table 1. Dataset details, where LE is the number of time series values, NU is the dimension of the variables,
SR is the sample rate.

Datasets LE NU SR
SML2010 4111 1 15 minutes
GEFCom2014 Electricity Load 21552 1 1 hour
Traffic 17544 862 1 hour
Solar-Energy 52560 137 10 minutes
Electricity 26304 321 1 hour

where Θ denotes the parameter set of our model, and h is the user defined horizon, and n is the
dimension of data, and G is the number of training samples.

5 EXPERIMENTS
5.1 Experimental Settings
We conducted extensive experiments with seven methods (including HyDCNN) on five real-world
datasets for both multivariate and univariate time series forecasting tasks.

5.1.1 Dataset Description. We use five real-world benchmark datasets, including three typical
mutivariate datasets [28]: Traffic, Solar Energy, Electricity and two univariate datasets: SML2010
and GEFCom(2014) Electricity Load [22]. Table 1 illustrates the corpus statistics. All the datasets
are publicly available.

Multivariate.
• Traffic: A collection of 48 month (2015-2016) hourly data from California Department of
Transportation. The data describe the road occupancy rates (between 0 and 1).

• Electricity: The hourly electricity consumption in kWh from 2012 to 2014, for n = 321 clients.
• Solar-Energy: The solar power production records in the year 2006, which is sampled every

10 minutes from 137 PV plants in Alabama State.

Unvariate.
• SML2010: The dataset is a uci open dataset [47] used for temperature prediction. This dataset is
collected from amonitor systemmounted in a domotic house. It corresponds to approximately
40 days of monitoring data.

• GEFCom2014 Electricity Load (GEFCom): The dataset was published in GEFCom2014 fore-
casting competition and describes the total electricity load of an entire zone.

In our experiments, all datasets have been split into training set (60%), validation set (20%) and
test set (20%) in chronological order.

5.1.2 Methods for Comparison. We compare HyDCNN model with the following methods.
• AR stands for the autoregressive model, which is equivalent to 1D VAR model.
• VAR-MLP is the model proposed in [49] that combines Multilayer Perception (MLP) and
autoregressive model.

• GRU is a simple, yet powerful variant of RNNs with gating mechanism for time series
prediction [12].

• TCN is a general powerful pure CNN-based model for sequence modeling [2].
• LSTNet is a method proposed by [28] that can capture long-term and short-term temporal
patterns.
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• TPA-LSTM [40] proposes an attention-based model for time series forecasting.
• MTGNN [45] designs a graph neural network framework for time series forecasting.
• HyDCNN is our proposed hybrid model. The input is multivariate time series.

AR is are classical baselines, while GRU is a variant of RNN-basedmethods. To our best knowledge,
MTGNN is state-of-the-art method based on deep neural networks for mutivariate time series
forecasting.

5.1.3 Evaluation Metrics. Following LSTNet [28], we use conventional evaluation metrics. All the
metrics are commonly used in the corresponding tasks as defined in the following.

• Root Relative Squared Error (RRSE):

RRSE =

√∑
(i ,t )∈ΩT est (Yit − Ŷit )2√∑
(i ,t )∈ΩT est (Yit − Ȳ )2

, (12)

• Relative Absolute Error (RAE):

RAE =

∑
(i ,t )∈ΩT est

��Yit − Ŷit
��∑

(i ,t )∈ΩT est

��Yit − Ȳ
�� , (13)

• Empirical Correlation Coefficient (CORR):

CORR =
1
n

n∑
i=1

∑
t (Yit − Ȳi )(Ŷit −

ˆ̄Yi )√∑
t (Yit − Ȳi )2(Ŷit −

ˆ̄Yi ))2
, (14)

where Y is the ground truth, Ȳ is the mean, and Ŷ is the estimation.

5.2 Implementation Details
PyTorch 1.0.1 is used to build our models 1. We train and evaluate all the methods on a server with
4 Tesla P100 GPU and 8 E5-2620V4 CPU.

In our implementation, two hybrid modules are combined together in HyDCNN. One original
hybrid module is utilized to capture the sequential temporal patterns and one hop hybrid module
is utilized to capture the periodic patterns. In the hybrid module, we stack 3 blocks. The dilation
factor is set as D = {D1,D2,D3} = {1, 2, 3}, where Di denotes the dilation factor of the i-th block.
In the hop hybrid module, two blocks are stacked. The hop hybrid module is utilized to capture the
daily temporal patterns. The hop factor of hop hybrid module is selected based on the sampling
frequency of data series, i.e., hp = 24 × r where 24 means 24 hours for daily periodic patterns and r
denotes the hourly sampling rate. For example, for the hourly sampled datasets (GEFCom, Trafc,
and Electricity), the hop factor is set to 24. For SML2010 dataset, the sampling rate is 4 per hour
and the hop factor is set to 96, while for Solar-Energy dataset, the sampling rate is 6 per hour and
that is set to 144.
For other hyper-parameters in HyDCNN, we conduct the grid search scheme. Specifically, the

number of kernels is chosen from {40, 50, ..., 100} for multivariate datasets and {10, 12, ..., 20} for
univariate datasets. The kernel size of each block is chosen from {3, 4, ..., 10}. The dropout rate is
set to 0.1 or 0.2. The learning rate is set to 0.001 or 0.01.

For GRU, the number of layers is set to 4, and the hidden state size is chosen from {32, 50, 100}
via grid search. For LSTNet, we employ the open-source implementation that also adopts the

1The source code of HyDCNN can be provided upon request and will be released after review together with the dataset.
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Table 2. Experimental results summary of all methods on multivariate datasets (in RSE, RAE and CORR
metrics). Best results are displayed in boldface.

dataset Traffic Solar-Energy Electricity
horizon horizon horizon

methods metrics 3 6 12 24 3 6 12 24 3 6 12 24

AR
RRSE 0.5991 0.6218 0.6252 0.6293 0.2435 0.3790 0.5911 0.8699 0.0995 0.1035 0.1050 0.1054
RAE 0.4491 0.4610 0.4700 0.4696 0.1846 0.3242 0.5637 0.9221 0.0579 0.0598 0.0603 0.0611
CORR 0.7752 0.7568 0.7544 0.7519 0.9710 0.9263 0.8107 0.5314 0.8845 0.8632 0.8591 0.8595

VARMLP
RRSE 0.5582 0.6579 0.6023 0.6146 0.1922 0.2679 0.4244 0.6841 0.1393 0.1620 0.1557 0.1274
RAE 0.4510 0.5434 0.4947 0.5474 0.1051 0.1635 0.3102 0.6084 0.0970 0.1171 0.1261 0.0883
CORR 0.8245 0.7695 0.7929 0.7891 0.9829 0.9655 0.9058 0.7149 0.8708 0.8389 0.8192 0.8679

GRU
RRSE 0.5396 0.5568 0.5618 0.5720 0.2101 0.2818 0.4390 0.4951 0.1150 0.1201 0.1275 0.1380
RAE 0.3921 0.4142 0.4276 0.4384 0.1168 0.1667 0.2765 0.3043 0.0623 0.0701 0.0789 0.0883
CORR 0.8461 0.8496 0.8302 0.8241 0.9746 0.9625 0.9119 0.8768 0.8523 0.8361 0.8310 0.8255

TCN
RRSE 0.4852 0.4963 0.5234 0.5287 0.1990 0.2856 0.4138 0.4861 0.1053 0.1123 0.1155 0.1201
RAE 0.3549 0.3798 0.3838 0.3912 0.1065 0.1544 0.2401 0.2954 0.0589 0.0662 0.0695 0.0752
CORR 0.8701 0.8578 0.8523 0.8511 0.9788 0.9610 0.9276 0.8721 0.8813 0.8842 0.8752 0.8698

LSTNet
RRSE 0.4777 0.4893 0.4950 0.4973 0.1944 0.2601 0.3408 0.4631 0.0906 0.0974 0.1007 0.1007
RAE 0.3509 0.3745 0.3749 0.3887 0.0981 0.1491 0.2159 0.2861 0.0519 0.0542 0.0567 0.0549
CORR 0.8715 0.8627 0.8614 0.8588 0.9823 0.9676 0.9397 0.8794 0.9195 0.9077 0.9045 0.9041

TPA-LSTM
RRSE 0.4487 0.4658 0.4641 0.4765 0.1803 0.2347 0.3234 0.4389 0.0823 0.0916 0.0964 0.1006
RAE 0.2901 0.2999 0.3112 0.3118 0.0918 0.1296 0.1902 0.2727 0.0463 0.0491 0.0541 0.0544
CORR 0.8812 0.8717 0.8717 0.8629 0.9850 0.9742 0.9487 0.9081 0.9429 0.9337 0.9250 0.9133

MTGNN
RRSE 0.4162 0.4435 0.4461 0.4535 0.1778 0.2348 0.3109 0.4270 0.0745 0.0862 0.0916 0.0953
RAE 0.3065 0.3124 0.3218 0.3345 0.0908 0.1321 0.1895 0.2787 0.0446 0.0473 0.0511 0.0538
CORR 0.8963 0.8815 0.8794 0.8810 0.9852 0.9726 0.9509 0.9031 0.9474 0.9354 0.9278 0.9234

HyDCNN
(Our model)

RRSE 0.4198 0.4290 0.4352 0.4423 0.1806 0.2335 0.3094 0.4225 0.0832 0.0898 0.0921 0.0940
RAE 0.2969 0.2989 0.3040 0.3094 0.0912 0.1215 0.1786 0.2653 0.0487 0.0479 0.0505 0.0510
CORR 0.8915 0.8855 0.8858 0.8819 0.9865 0.9747 0.9515 0.9096 0.9354 0.9329 0.9285 0.9264

（a） （b）
Fig. 6. Visualization of Forecasting results for HyDCNN and LSTNet on different datasets. (a) Traffic dataset
with horizon = 24. HyDCNN is much more effective capturing the workday peak hours than LSTNet. (b)
Electricity dataset horizon = 12. HyDCNN learns the daily patterns more effectively than LSTNet.

grid search scheme.2 For AR, VARMLP we adopt the results provided by [28]. For MTGNN and
TPA-LSTM. We adopt their origin results in the papers.

5.3 Experimental Results and Discussions
5.3.1 Results Overview. Table 2 and Table 3 summarize the experimental results of multivariate and
univariate datasets in the RRSE, RAE and CORRmetrics, respectively. We set horizon = {3, 6, 12, 24}
for all the datasets. Both tables clearly illustrate that our proposed HyDCNN outperforms other
competitors in most tasks. Although our HyDCNN does not achieve an overwhelming superiority
2https://github.com/laiguokun/LSTNet

ACM Trans. Knowl. Discov. Data., Vol. 37, No. 4, Article 111. Publication date: August 2018.



111:16 Li and Chen, et al.

Table 3. Experimental results summary of all methods on unitivariate datasets (in RSE, RAE and CORR
metrics). Best results are displayed in boldface.

dataset GEFCom(2014) SML2010
horizon horizon

methods metrics 3 6 12 24 3 6 12 24

GRU
RRSE 0.2201 0.3412 0.4102 0.4507 0.1860 0.3181 0.5037 0.6722
RAE 0.1775 0.2552 0.3486 0.3219 0.1598 0.2581 0.4329 0.6073
CORR 0.9564 0.9259 0.9126 0.9088 0.9687 0.9432 0.8882 0.7843

LSTNet
RRSE 0.1931 0.2908 0.3609 0.3534 0.1590 0.2779 0.4317 0.5908
RAE 0.1495 0.2285 0.3085 0.2906 0.1390 0.2333 0.3757 0.5251
CORR 0.9812 0.9572 0.9333 0.9364 0.9897 0.9661 0.9107 0.8294

HyDCNN-un
(Our model)

RRSE 0.1715 0.2323 0.2692 0.3006 0.1667 0.2426 0.3451 0.5193
RAE 0.1533 0.2035 0.2295 0.2518 0.1384 0.2115 0.3095 0.4965
CORR 0.9866 0.9756 0.9638 0.9542 0.9877 0.9705 0.9457 0.8625

(a) (b) (c)

Fig. 7. Results of different variants of HyDCNN on different datasets. (a) Traffic dataset. (b) Electricity dataset.
(c) Solar-Energy dataset.

in terms of accuracy comparing with the TPA-LSTM and MTGNN, we still have a great advantage
in computational efficiency. TPA-LSTM introduce the attention mechanism, which is quite compu-
tation intensive to calculate the variable-wise attention score, with the LSTM. The MTGNN has the
time complexity of O(n2), where n denotes the number of variables, in its graph learning layer. The
complexity of our HyDCNN is linear to the number of variables and the computation of CNN is
much easier to parallel than RNN.
The visualized results of HyDCNN and LSTNet on the Traffic and the GEFCom datasets are

shown in Fig. 6. The results demonstrate that HyDCNN is superior to LSTNet in capturing multiple
patterns. For examples, HyDCNN managed to capture the surge from Monday to Sunday on the
Traffic dataset as shown in Fig. 6(a) and HyDCNN have learnt the workday and weekend electricity
load patterns much more precisely than LSTNet as shown in Fig. 6(b).

Besides, there is onemore thing wewant to clarify that HyDCNN has demonstrated its superiority
on conventional real-world multivariate datasets in Table 2, whereas Table 3 is only a supplement
on univariate tasks. Therefore, we compare the challenging methods for univariate datasets only.

5.3.2 Ablation studies. To examine the effectiveness of all the proposing schemes, we conduct a
set of ablation studies on the Traffic, Solar Energy, and Electricity datasets. The following notations
denote different variants of HyDCNN.

• HyDCNN/No_Hop: HyDCNN variant without the hop hybrid module.
• HyDCNN/No_VAR: HyDCNN variant without VAR components.
• HyDCNN/No_Position: HyDCNN variant without multi-span temporal feature aggregation
scheme and position embedding.
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(a) (b)
Fig. 8. (a) There is a sudden change in the Traffic dataset from 1600-th hour to 3200-th hour. (b) There is no
sudden change in the Solar Energy dataset.

(a) (b)

(a) (b) (c)

Fig. 9. Effectiveness of AR module on the Traffic dataset with horizon = 3. (a) Forecasting results of HyD-
CNN/No_AR. (b) Forecasting results of AR. (c) Forecasting results of HyDCNN. HyDCNN can capture the
sudden changes in time series with the help of the AR module.

Fig. 10. Effectiveness of the Hop Scheme. Forecasting of HyDCNN (red) and HyDCNN/No_Hop (blue) on the
Traffic dataset with horizon = 24 vs. the true data (green). HyDCNN can better learn the periodic patterns of
daily rush hours with the proposed hop scheme.
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The experimental results are presented in Fig. 7. The effectiveness of each proposed scheme in
HyDCNN is analyzed as follows.

Effectiveness of Hybrid Mechanism for Linearity and Non-linearity. As shown in Fig. 7,
combining with the AR model can improve the forecasting accuracy on all the datasets. It demon-
strates the effectiveness of hybrid mechanism. We also can observe that AR components are
improves a lot for Traffic and Electricity datasets but improve little on the Solar Energy dataset.

To explain this, we visualize Traffic and Solar Energy datasets in Fig. 8. There are some sudden
scale changes in Traffic dataset, but little scale changes in Solar Energy dataset. So we suggest
that the AR component may brings the improvement by modeling these scale change with linear
combination.
To further study this problem, we extract the records from 2500 to 3000 hours in Fig. 8(a) to

represent a time span with scale increase (most spikes in the training set are blow 0.15). We then
visualize the output of CNN-only, AR-only, and our hybrid HyDCNN in 9. In Fig. 9(a), the CNN-only
model try to fit the ground truth with a regular pattern but failed because of these random changes,
mainly because there are very few spikes larger that 0.15 in the training set. In Fig. 9(b), the AR-only
model can better capture these random spikes but fail to learn some internal temporal patterns.
The hybrid module with AR component nicely makes up for this flaw and achieves significant
improvement in Fig. 9(c).

Fig. 11. Performance of different input window size of AR on the traffic dataset. A small window size can
bring significant improvement. The best result is achieved when window size is around 10. Moreover, the
performance is not sensitive to window size.

To further study how the input window size of ARmodel influences the performance of HyDCNN.
We change the the input window size and evaluate on the traffic dataset. The result is shown in Fig.
11. We notice that even a small window size can bring significant improvement. The best result is
achieved when window size is around 10. Moreover, the performance is not sensitive to window
size. This result indicates that, the linear dependencies mainly exist within the most recent values

The visualized prediction results of HyDCNN/No_VAR and HyDCNN are shown in Fig. 9, where
we can clearly observe that HyDCNN with VAR model shows a great ability for sudden changes.

Effectiveness of Hop Scheme. From Fig. 7, we can observe that adopting the hop hybrid module
can improve forecasting performance. We visualize the forecasting of HyDCNN (red) and HyD-
CNN/No_Hop (blue) in Fig. 10, to demonstrate the ability of HyDCNN to capture the mixtures
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Table 4. Running time of calculating a batch of data.

Inference time (ms) GEFCom Traffic
GRU 48.37 55.48

LSTNet 8.913 12.51
HyDCNN
(Our model) 4.322 5.861

of sequential and periodic patterns. The visualized prediction results which are presented in Fig.

Fig. 12. Performance of different hop factor on the traffic dataset. The best performance is achieved when
the hop factor is 24. Traffic dataset is hourly sampled and the result indicates that the improvement is mainly
brought by capturing the daily periodic patterns using the hop hybrid module.

10 present that morning and evening rush hours in workdays, free hours in weekend are better
captured with the help of hop hybrid module. Obviously, that demonstrates HyDCNN’s ability to
capture the periodic patterns.
To further study how the hop factor influences the performance of HyDCNN. We change the

hop factor and evaluate on the traffic dataset. The result is shown in Fig. 12. The best performance
is achieved when the hop factor is 24. Traffic dataset is hourly sampled and the result indicates that
the improvement is mainly brought by capturing the daily periodic patterns using the hop hybrid
module.

Effectiveness of Capturing Position Information. From Fig. 7, we can observe that position
embedding introduces general improvement on all the datasets. The proposed position-aware
scheme and the multi-span temporal feature aggregation scheme can be utilized as general strategies
on CNN based methods for the problem of time series prediction.

5.4 Inference Time
Table 4 summarizes the inference time of HyDCNN and two other RNN-based methods, GRU
and LSTnet, on Traffic and GEFCom datasets. In real-world situations, inference time is more
important than training time, and hence, we report the inference time only. For a fair comparison,
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the parameters are set to the same with the experiments of comparing the prediction accuracy, and
the input length for all the methods is set to 336 that means 2 weeks for both datasets. We can
observe that HyDCNN is at least 200% faster than the baselines with regard to inference time.

6 CONCLUSIONS
Time series data are ubiquitous and very important in our daily life across various domains.
However, how to design accurate and prompt forecasting algorithms is a challenging task, because
real-world temporal data often involve both non-linear dynamics and linear dependencies, and
always have some mixtures of sequential and periodic patterns. In this work, we propose a novel
hybrid framework, termed as HyDCNN, based on position-aware fully Dilated CNN and auto-
regressivemodel, for time series forecasting. HyDCNN is end-to-end trainable and can capture linear
dependencies and non-linear dynamics for both the sequential and periodic patterns. Extensive
experiments on five real-world datasets have shown that the proposed HyDCNN is better compared
with state-of-the-art baselines and is at least 200% than RNN baselines. In the future, we will study
how to further capture the spatial dependencies more effectively with CNNs especially on the
high-dimensional multivariate time series.
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