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Abstract—The service resource allocation strategy optimization problem has always been a hot issue in mobile edge computing (MEC). In this article, we formulate the problem as a long-term quality of service (QoS) improvement problem while satisfying the budget of MEC service provider (MSP). Since it is very unrealistic to accurately obtain the request information of user equipments (UEs) over a long time, we first transform the original problem into a series of real-time linear programing sub-problems by using Lyapunov optimization method, and propose a centralized algorithm to determine the resource allocation strategies. However, since the sub-problems are still NP-hard problems, it is a huge challenge to determine the strategies for all UEs with the centralized algorithm in a large scale MEC environment. Thus, we then formulate the sub-problem as an $N$ players non-cooperative game, prove that there exists a Nash equilibrium, and develop two iterative algorithms to find the Nash equilibrium while determining the strategies. Experimental results show that the algorithms can take into account QoS and budget of MSP at the same time, and perform better compared to five other common schemes.
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1 INTRODUCTION
1.1 Motivation

There is a variety of intelligent applications that have changed the lifestyle of human society, such as autonomous driving, virtual reality, augmented reality, and facial recognition [1]. Driving these changes is the use of various types of data, such as sound, image, temperature, and humidity in the real-world. The data is collected by the millions of user equipments (UEs), such as smart phone, smart watch, and other Internet of Things (IoT) devices. Then the data is transmitted to the cloud for processing [2], thus making the applications intelligent.

However, as the scale of data continues to increase, it becomes impractical to transmit all user-side data to the cloud for analysis. Otherwise, this causes the performance of the already-congested backbone network to be further reduced, resulting in the worse quality of experience (QoE) and quality of service (QoS) [3], [4]. To address the reality dilemma, in 2014, the European Telecommunications Standards Institute (ETSI) proposed a computing architecture that named as mobile edge computing (MEC). In MEC, MEC service provider (MSP) deploys some servers with limited resources at the edge of network. This service model responds to UEs in a timely manner because UEs can leverage the high-speed wireless communication technology and the nearer MEC servers for efficient requesting [5], [6].

With the help of lightweight virtualization technology, such as virtual machine [7], VirtualBox [8], and Docker [9], an MSP can quickly deploy the specific service instances of UEs on its MEC servers. In this paper, the service instance of a UE can be a basic execution environment responding to the UE’s request, or various other resources that the UE needs. Although the MSP can deploy enough MEC servers for running various service instances to improve QoS, it is impractical due to the budget constraint of MSP in real-world. Take video caching in MEC as an example. Video caching is stored in the MEC servers to provide low-latency video delivery for UEs. The servers can not store the cache of all UEs for a long time due to their limited storage space. Moreover, the MSP pays (such as power charge, equipment maintenance cost, and employee salary) to keep its servers running. In general, according to the status of UEs and the servers, the MSP updates the cache policy every certain period of time, such as several minutes or tens of minutes [10]. Hence, the MSP must consider its budget when optimizing its service resource allocation strategy [11].

How to trade-off the requirements of UEs and the practical needs of MSP is a non-trivial problem. On the one hand,
the UEs want the MSP to improve QoS and QoE, and the MSP wants to control its cost when responding to the UEs. On the other hand, since the resources of the MEC servers are finite, the service allocation strategy of a UE will significantly affect the performance of other UEs’ strategies [12]. Moreover, the UEs and the application types of the UEs are all heterogeneous. It is difficult for MSP to make a common resource allocation strategy that satisfies different demands of UEs.

When involving mobility in MEC, the resource allocation strategy optimization problem becomes even harder [13], [14]. MSP should migrate the service instances of UEs to follow the movement of the UEs. If the service allocation strategies are determined based on the current location and request information of UEs, it will easily lead to frequent operation and increase the long-term cost of MSP [15]. However, it is a huge challenge to accurately obtain the information of UEs over a long time, especially for the UEs with random mobility and request. Thus, it is critical to weigh the respective requirements of UEs and MSP, and optimize service allocation strategies that are acceptable to both parties.

1.2 Our Contributions
Based on the above discussions, in this paper, we research the budget-constrained service allocation strategy optimization problem. The problem is to allocate the service resources (i.e., MEC server and computing resource of the server) of MSP for UEs with mobility to improve the long-term QoS with budget constraint consideration. The main contributions of this paper are presented as follows.

- We formulate the optimization problem as a long-term QoS improvement problem while satisfying the budget of MSP, transform the original problem into a series of real-time linear programing sub-problems by using Lyapunov optimization method, and develop a Lyapunov optimization method based centralized algorithm to determine the resource allocation strategies for all UEs, which addresses the randomness of the UEs.

- To improve the performance of service allocation for UEs in a large scale MEC environment, we then formulate the sub-problem as an $N$ players non-cooperative game and prove there exists a Nash equilibrium of the players. Moreover, we develop two iterative algorithms to find the Nash equilibrium of UEs and determine the service allocation strategies for each UE in a distributed manner.

- We conduct extensive simulation experiments to demonstrate the convergence of algorithms, the effectiveness of algorithms, and the impact of various key factors, such as the weight parameter of latency and the budget of MSP, on the cost and QoS, respectively.

The remainder of the paper is outlined as follows. Related work is reviewed in Section 2. The system model and problem formulations are presented in Section 3. Section 4 transforms the original problem into a series of real-time linear programing sub-problems by using Lyapunov optimization method. Section 5 formulates the sub-problem as a non-cooperative game, and develops algorithms to find the Nash equilibrium in detail. Extensive simulation experiments using the real-world data are conducted in Section 6. Conclusions and our future work are presented in Section 7.

2 RELATED WORK
Service resource allocation refers to that MSP configures the service instances of UEs on its servers based on the spatial-temporal information of UEs, thus enabling the MSP has the capability to respond to the different requests of the UEs [16], [17]. The service resource allocation strategy optimization problem has always been a hot issue in MEC and has been extensively studied. For example, Hung et al. [3] optimized live video streaming service by developing two auction frameworks to decide the backhaul capacity and caching space allocation of UEs. Kiani et al. [18] designed the service allocation policy in an auction-based profit maximization manner. Nguyen et al. [19] presented a decentralized and revised content-centric networking-based MEC service allocation strategy to save the MEC resource. Chen et al. [20] studied the collaborative service placement in dense network. Xiang et al. [21] developed an optimization method to improve the performance of service deployment. Deng et al. [22], [23], [24] investigated the resource allocation optimization problem from the perspectives of performance optimization, load balancing, and resource pricing, respectively. Although the above work studied the problem from various perspectives, they all ignored the impact of UE mobility in real-world.

Unlike the relatively stable service allocation strategy of the cloud, the mobility of UEs significantly affects the service allocation strategy in MEC [25], [26]. Some researches assumed that the mobility of UEs follows a Markov Decision Process (MDP) [27], [28]. To deploy the service instances of UEs in advance to improve QoS and QoE, some work investigated the problem based on the assumption that the UEs’ future locations can be predicted [29], [30]. However, accurately predicting the UE mobility characteristics or future location is a huge challenge in real-world, especially the movement and request of UEs are highly random.

Therefore, it is important to explore efficient service allocation strategy without strong (accurate) assumption of UE mobility. Some work ignored the short-term mobility of UEs, and instead studied the resource allocation strategy over a long time [15], [31], [32], [33]. Although the above work developed the strategy to optimize the cost of MSP while improving QoS over a long time, the researches [31], [32], [33] still required the strong prior knowledge to make the strategy, that is, Wang et al. [31] assumed that the cost of all possible service allocation strategies are known in advance and Chen et al. [32], [33] determined the strategy when the demand patterns of UEs are known. Meanwhile, the MSP does not allocate its resources without considering its own budget, but this fact is only considered by [15], [32], [33]. Moreover, MEC is also known as a distributed cloud, so the request of a UE can be served by multiple MEC servers simultaneously. However, except for [19], [20], all of the above work does not consider the distributed service.

In our paper, the problem is formulated as a long-term quality of service (QoS) improvement problem while
satisfying the budget of MEC service provider (MSP). Since it is very unrealistic to accurately obtain the request information of user equipments (UEs) over a long time, we first transform the original problem into a series of real-time linear programming sub-problems by using Lyapunov optimization method, and propose a centralized algorithm to determine the resource allocation strategies. However, since the sub-problems are still NP-hard problems, it is a huge challenge to decide the strategies with the centralized algorithm in a large scale MEC environment. Thus, we then formulate the sub-problem as an N players non-cooperative game, prove that there exists a Nash equilibrium, and develop two iterative algorithms to find the Nash equilibrium while determining the strategies. Consequently, the best strategies for UEs can be determined slot by slot. Table 1 shows the differences between the related work and our work. The algorithms developed in this paper do not need to know the mobility characteristics and demand patterns of UEs in advance, which determine the strategy more universal in the real-world.

3 System Model and Problem Formulation

As shown in Fig. 1, we consider an MEC environment in which a set of MEC servers $M \triangleq \{1, 2, \ldots, M\}$ serve a set of UEs $N \triangleq \{1, 2, \ldots, N\}$. All MEC servers belong to one MSP. We use $UE_i \in N$ and $MEC_j \in M$ to represent $i$th UE ($1 \leq i \leq N$) and $j$th MEC server ($1 \leq j \leq M$) respectively.

The communication between UE, and MEC, is implemented by the wireless access point (AP). Each AP can serve a set of UEs and MEC servers within a limited area. UEs request the MSP to execute their offloaded tasks for the purpose of minimizing the execution latency of the tasks. The MSP allocates its service resources to the UEs according to the location and request information of UEs, its own budget, and the status of each MEC server. In this paper, the service allocation strategy determines which MEC servers should respond to the UEs' requests and how many offloaded tasks of the UEs these servers should handle. The model that uses the number of tasks executed by MEC servers as the service allocation decision has been widely adopted by the existing work [15], [34]. Table 2 gives a list of the parameters and their definitions in this paper.

### 3.1 System Model

A time slot system is considered in this paper. UEs generate some tasks at each time slot $\tau \in \{0, 1, 2, \ldots, T-1\}$. The actual time interval of two consecutive slots can be either the same or different, such as at the time scale of second or minute [10], [31]. Meanwhile, when a UE's request is not completed, the UE remains stationary and does not send new requests [15], [31], [32]. The number of offloaded tasks generated by UE$_i$ at $\tau$ is denoted by $\lambda_i(\tau)$. Moreover, a UE generates only one type of task at each time slot, i.e., the sizes of tasks generated by the UE at $\tau$ are equal. The MSP gathers all requests of UEs and determines the optimal service resource allocation strategies for each UE. To simplify the analysis, this paper assumes that the offloaded tasks can be further divided into some subtasks with any size and executed by multiple MEC servers simultaneously [35]. A typical application scenario is video analytics task, in which a video can be divided into a series of frames and the video analytics task (e.g., object detection) can be conducted on each frame separately [36]. Although, in reality, only some sizes may be accepted in the data partitioning, the solution in this paper could be served as a performance upper-bound of realistic resource allocation strategies.

$$\lambda_{i,j}(\tau)$$ is used to represent the number of offloaded tasks submitted by UE$_i$ to MEC$_j$ at $\tau$. Thus $\lambda_i(\tau) = \sum_{j=1}^{M} \lambda_{i,j}(\tau)$. The
TABLE 2
Summary of Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>a time slot, $0 \leq \tau \leq T - 1$</td>
</tr>
<tr>
<td>$\mathrm{UE}_i$</td>
<td>the $i$th UE, $1 \leq i \leq N$</td>
</tr>
<tr>
<td>$\mathrm{MEC}_j$</td>
<td>the $j$th MEC server, $1 \leq j \leq M$</td>
</tr>
<tr>
<td>$f_j$</td>
<td>the computing resource of MEC, i.e., CPU frequency</td>
</tr>
<tr>
<td>$f_j(\tau)$</td>
<td>the computing resource of $\mathrm{MEC}_j$ allocated to $\mathrm{UE}_i$ at $\tau$</td>
</tr>
<tr>
<td>$C$</td>
<td>the budget of MSP</td>
</tr>
<tr>
<td>$\lambda_i(\tau)$</td>
<td>the number of offloaded tasks generated by $\mathrm{UE}_i$ at $\tau$</td>
</tr>
<tr>
<td>$\lambda_j(\tau)$</td>
<td>the number of offloaded tasks submitted by $\mathrm{UE}_i$ to $\mathrm{MEC}_j$ at $\tau$</td>
</tr>
<tr>
<td>$\Lambda_i$</td>
<td>$= (\lambda_{i1}(\tau), \lambda_{i2}(\tau), \lambda_{i3}(\tau), \ldots, \lambda_{iM}(\tau))$, the resource allocation strategy of $\mathrm{UE}_i$</td>
</tr>
<tr>
<td>$A_i$</td>
<td>$= (\lambda_0(\tau), \lambda_1(\tau), \lambda_2(T - 1))$, the strategies of $\mathrm{UE}_i$ over a period of time $T$</td>
</tr>
<tr>
<td>$A_i(\tau)$</td>
<td>$= (\lambda_0(\tau), \lambda_1(\tau), \lambda_2(\tau))$, a request of $\mathrm{UE}_i$ at $\tau$</td>
</tr>
<tr>
<td>$a_i(\tau)$</td>
<td>the data size of $A_i(\tau)$</td>
</tr>
<tr>
<td>$\delta_i(\tau)$</td>
<td>the processing density of $A_i(\tau)$</td>
</tr>
<tr>
<td>$l_i(\tau)$</td>
<td>$= (x_i(\tau), y_i(\tau))$, the location of $\mathrm{UE}_i$ at $\tau$</td>
</tr>
</tbody>
</table>

**QoS Model of UE**

| $r_{i,j}(\tau)$ | the transmission rate from $\mathrm{UE}_i$ to $\mathrm{MEC}_j$ at $\tau$ |
| $t_{i,j}(\tau)$ | the transmission latency from $\mathrm{UE}_i$ to $\mathrm{MEC}_j$ |
| $t_{i,j,m}(\tau)$ | the service deployment latency of $\mathrm{UE}_i$ on $\mathrm{MEC}_j$ |
| $m_{i,j}(\tau)$ | the delay for $\mathrm{MEC}_j$ migrating and activating the service instance of $\mathrm{UE}_i$ at $\tau$ |
| $t_{i,j,p}(\tau)$ | the remote execution latency of $\mathrm{UE}_i$’s offloaded tasks executed by $\mathrm{MEC}_j$ |
| $Q_i(\tau)$ | the latency that the MSP responds to $\mathrm{UE}_i$’s request |

**Cost Model of MSP**

| $c_{i,j}(\tau)$ | the execution energy required by $\mathrm{MEC}_j$ to execute the offloaded tasks of $\mathrm{UE}_i$ |
| $P_{i,j}$ | $= b f_{i,j}(\tau)$, the rate at which the offloaded task is performed by $\mathrm{MEC}_j$ |
| $b$ | a constant related to the chip |
| $c_{i,j,m}$ | the deployment energy consumption required by $\mathrm{MEC}_j$ to respond to $\mathrm{UE}_i$ |
| $e_{i,j,m}(\tau)$ | the energy consumption of $\mathrm{MEC}_j$ for migrating and activating the service instance of $\mathrm{UE}_i$ |
| $G_i(\tau)$ | the energy consumption of $\mathrm{MSP}$ executing the tasks of $\mathrm{UE}_i$ at $\tau$ |
| $C(\tau)$ | the energy consumption of $\mathrm{MSP}$ executing the tasks of all $\mathrm{UE}_i$s at $\tau$ |

**Lyapunov Optimization Method**

| $Z(\tau)$ | the backlog of a discrete time queuing system of $\mathrm{MSP}$ defined over time slot $\tau$ |
| $V$ | a weight parameter |
| $L(\tau)$ | $= Z(\tau)^2/2$, the Lyapunov function |
| $C_{\text{max}}$ | the maximum energy consumption of $\mathrm{MSP}$ responding to all $\mathrm{UE}_i$s |
| $B$ | $= (C_{\text{max}} + C + 2C_{\text{max}} + 1)/2$ |

**Non-Cooperative Game Theory**

| $\mathbb{R}^M$ | an euclidean space |
| $K$ | the all possible strategies of $\mathrm{UE}_i$ |
| $\mathcal{K}$ | $= K_1 \times K_2 \times \ldots \times K_N$, the all possible strategies of $N$ players |
| $\Lambda_i$ | $= (\lambda_i(0), \lambda_i(1), \lambda_i(2), \ldots, \lambda_i(T - 1))$, the strategies of $N - 1$ players except for $\mathrm{UE}_i$ |
| $\Xi$ | the cost function of $\mathrm{UE}_i$ in a non-cooperative game |
| $G$ | $= (K, \Xi)$, a non-cooperative game |
| $\Lambda^*$ | $= (\lambda_1^*, \lambda_2^*, \ldots, \lambda_N^*)$, the Nash equilibrium |
| $H(\lambda_i, \Lambda_{-i})$ | the Hessian matrix of $\xi(\lambda_i, \Lambda_{-i})$ |
| $\sigma_{i,j}$ | the number of Lagrange multiplier updates |
| $\mu_{i,j}$ | the size of Lagrange multiplier update step |
| $\psi$ | a constant that controls P3’s solution precision |
| $\phi$ | the number of game rounds |
| $\Phi$ | the maximum number of game rounds |
| $\epsilon$ | the accuracy requirement of Algorithm 3 |

The resource allocation strategy of $\mathrm{UE}_i$ can be represented by a vector $\lambda_i(\tau) = (\lambda_{i1}(\tau), \lambda_{i2}(\tau), \lambda_{i3}(\tau), \ldots, \lambda_{iM}(\tau))$. The strategies of $\mathrm{UE}_i$ over a time $(0 \leq \tau \leq T - 1)$ can be denoted by a matrix $\Lambda_i = (\lambda_i(0), \lambda_i(1), \lambda_i(2), \ldots, \lambda_i(T - 1))$. Fig. 2 shows an example of $\mathrm{MSP}$ responding to the requests of $\mathrm{UE}_i$s. The service resource allocation strategy of a $\mathrm{UE}_i$ is not only affected by the number of offloaded tasks, but also the data size, the task type, and the location of the $\mathrm{UE}_i$. Thus, we use $A_i(\tau) = (\lambda_i(\tau), a_i(\tau), \delta_i(\tau), l_i(\tau))$ to represent a request of $\mathrm{UE}_i$ at $\tau$, where $a_i(\tau)$ (bit) is the data size of the request, $\delta_i(\tau)$...
is the processing density (cycles/bit) of the request, and \( l_i(\tau) \) is the location of UE \( i \) at \( \tau \). The number of CPU cycles required to complete a request is equal to the product of processing density and data size, i.e., \( a_i(\tau) \delta_i(\tau) \). We assume UE \( i \) moves on a two-dimensional plane, thus the location of UE \( i \) at \( \tau \) can be denoted by a coordinate point \( (x_i(\tau), y_i(\tau)) \), where \( x_i(\tau), y_i(\tau) \) are the abscissa and ordinate respectively. The location of MEC \( j \) is \( l_j \equiv (x_j, y_j) \), where \( x_j, y_j \) are the abscissa and ordinate of MEC \( j \), respectively.

### 3.2 QoS Model

In this paper, QoS is represented by the latency that the MSP responds to UEs’ requests. The response delay consists of not only the transmission latency, the service deployment latency, but also the remote execution latency. The transmission latency refers to the time consumption of a UE for uploading its tasks to MEC servers. The deployment latency is caused by migrating the service instance between the MEC servers and activating the service instance from the sleep state. The remote execution latency is the computational time for the MEC servers to execute the offloaded tasks. Next, we present QoS model in detail.

#### 3.2.1 Transmission Latency

We use \( r_{i,j}(\tau) \) to represent the transmission rate from UE \( i \) to MEC \( j \) at \( \tau \). In the paper, the communication channel condition between UE and MEC is assumed to be constant [32]. Since the distance between UE and MEC affects the transmission rate, we use \( \hat{r}_{i,j} \) to represent the rate function with regard to the locations of UE and MEC, i.e., \( r_{i,j}(\tau) \equiv \hat{r}_{i,j}(l_i(\tau), l_j) \). The specific rate function will be introduced in Section 6.1. The transmission latency (second) from UE, to MEC is

\[
t_{i,j}(\tau) = \frac{a_i(\tau) \delta_i(l_i(\tau))}{\hat{r}_{i,j}(\tau)}.
\]

#### 3.2.2 Service Deployment Latency

When UE \( i \) leaves the service area of an MEC server, QoS is reduced due to the longer transmission delay. Therefore, the service instance migration mechanism is introduced into the MEC. Consequently, there is an additional latency for migrating service instances between the MEC servers. Since idle instances will enter the sleep state, waking up the instances from sleep state again will cause additional delay. We use \( m_{i,j}(\tau) \) to represent the delay for MEC migrating and activating the service instance of UE \( i \) at \( \tau \). \( m_{i,j}(\tau) \) can be measured through the long-term experience [36]. Thus, the service deployment latency (second) of UE, on MEC \( j \) can be formulated as

\[
t_{i,j,m}(\tau) = \| \lambda_i(\tau - 1) = 0 \| \{ \lambda_i(\tau) > 0 \} m_{i,j}(\tau),
\]

where \( \{ o \} \) is an indicator function with regard to a boolean variable \( o \). If \( o = true \), \( \{ o \} = 1 \). Otherwise, \( \{ o \} = 0 \).

#### 3.2.3 Remote Execution Latency

We use \( f_j \) to represent the computing resource of MEC \( j \) (i.e., CPU frequency, measured by cycles/s). In this paper, we assume that the MSP adopts the weighted computing resource allocation model. The computing resource weight of MEC \( j \) allocated to UE \( i \) at \( \tau \) is the proportion of offloaded tasks submitted by the UE among all tasks executed by the server. That is, MEC \( j \) does not consider the types of tasks submitted by UEs when allocating its resources, but only focuses on the number of tasks [37]. To support resource allocation and other system operation mechanisms, such as fault-recovery [38], MEC reserves part of its computing resource. The amount of resources occupied by these mechanisms is assumed to be equal to the amount of resources occupied by one offloaded task. Hence, the total number of tasks responded by MEC \( j \) is \( \sum_{i=1}^{N} \lambda_{i,j}(\tau) + 1 \), where \( \sum_{i=1}^{N} \lambda_{i,j}(\tau) \) is the total number of tasks offloaded to MEC \( j \) by all UEs \( i \in N \) at \( \tau \). Therefore, the computing resource of MEC \( j \) allocated to UE \( i \) at \( \tau \) is \( f_{i,j}(\tau) = \lambda_{i,j}(\tau) / (\sum_{i=1}^{N} \lambda_{i,j}(\tau) + 1) \). Therefore, the remote execution latency (second) of UE’s offloaded task executed by MEC \( j \) is

\[
t_{i,j,p}(\tau) = a_i(\tau) \delta_i(\tau) \frac{\lambda_{i,j}(\tau)}{\lambda_i(\tau)} f_{i,j}(\tau) = a_i(\tau) \delta_i(\tau) \left( \sum_{j=1}^{M} \lambda_{j}(\tau) + 1 \right) f_{j} / \lambda_i(\tau). \tag{3}
\]

Based on the above definitions, QoS improvement model of UE, can be formulated as minimizing the following

\[
Q_i(\tau) = \sum_{j=1}^{M} \left( t_{i,j,s}(\tau) + t_{i,j,m}(\tau) + t_{i,j,p}(\tau) \right). \tag{4}
\]

### 3.3 Cost of MSP

The MSP receives the long-term payment from UEs if the demands of the UEs are satisfied. However, the MSP not only wants to improve QoS, but also wants to control its cost. Thus, the MSP will trade-off the cost and benefit of responding to the UEs’ requests. The cost types of MSP are diverse, such as CPU occupancy rate, memory occupancy rate, energy consumption and time consumption for responding to UEs. In this paper, however, we consider the energy consumption (Joule) as the cost of MSP. The reason is that energy consumption has covered all the above cost types [39]. Moreover, we do not consider fixed energy cost, such as leakage and static energy consumptions, and focus on the maintenance energy consumption. The maintenance energy consumption of MSP consists of the offloading task execution energy consumption and the service instance deployment energy consumption. The execution energy (Joule) required by MEC to execute the offloaded tasks of

---

Fig. 2. An illustration of MSP responding to UEs’ requests.
UE, can be formulated as

$$c_{i,j,p}(t) = t_{i,j,p}(t)P_{i,j},$$  \hspace{1cm} (5)$$

where power $P_{i,j}(t) = b f_{i,j}(t)$ (Watt) is the rate at which the offloaded task is performed by MEC, and $b = 5 \times 10^{-17}$ is the constant related to the chip [37], [40], [41].

The deployment energy consumption (Joule) required by MEC to respond to UE, is

$$e_{i,j,m}(t) = I\{\lambda_{i,j}(t - 1) = 0\}I\{\lambda_{i,j}(t) > 0\}e_{i,j,m}(t),$$  \hspace{1cm} (6)$$

where $e_{i,j,m}(t)$ (Joule, J) is the energy consumption of MEC for migrating and activating the service instance type of UE, and can also be obtained by the MSP through the long-term experience [36].

According to the above formulations of the two energy consumption types, the cost (Joule) of MSP executing the tasks of UE at $t$ is

$$C_i(t) = \sum_{j=1}^{M}(c_{i,j,p}(t) + e_{i,j,m}(t)).$$  \hspace{1cm} (7)$$

### 3.4 Problem Formulation

In the paper, the problem can be described as the MSP finds the optimal service resources allocation strategies for UEs to improve the long-term QoS within its energy consumption budget. Therefore, based on the above definitions, the problem can be formulated as

$$P_1: \min_{\Lambda} \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N} Q_i(t)$$

s.t. $C_1: \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=1}^{N} C_i(t) \leq \overline{C}$,

$$C_2: \lambda_i(t) = \sum_{j=1}^{M} \lambda_{i,j}(t), i \in [1, N],$$

$$C_3: 0 \leq \lambda_{i,j}(t) \leq \lambda_i, i \in [1, N], j \in [1, M].$$  \hspace{1cm} (8)$$

where $\Lambda = \Lambda_1 \times \ldots \Lambda_N$ is the service resource allocation strategies for all $UE_i \in \mathcal{N}$ over a period of time (i.e., $0 \leq t \leq T - 1$), and $\overline{C}$ is the cost constraint of MSP, i.e., budget.

### 4 Problem Transformation and Lyapunov Optimization Method Based Algorithm

#### 4.1 Background Information

Consider a discrete time queuing system $Z(t)$. The arrivals and departures of $Z(t)$ is affected by a schedule action taken at each time slot $t$. To describe the congestion state of system, Lyapunov optimization method defines the Lyapunov function as the sum of squares of backlog in the queue at $t$, i.e., $L(Z(t)) = Z(t)^2/2$. The method also defines the Lyapunov drift $\Delta(t) = L(Z(t + 1)) - L(Z(t))$ to describe the change of Lyapunov function from $t$ to $t + 1$. $Z(t)$ and $\Delta(t)$ help to ensure the long-term constraint is met. In a queuing system, if we want to optimize an objective function $P(t)$ while maintaining the system stability, the schedule actions are decided at each slot $t$ to greedily minimize the drift-

plus-penalty, i.e., $\Delta(t) + VP(t)$, to consistently push $Z(t)$ to a lower congestion state. In the drift-plus-penalty expression, $V$ is a non-negative control parameter that is chosen as desired.

Compared with other optimization approaches (such as convex programming and duality theory), one advantage of Lyapunov optimization method is that the method can unify the objective function and the long-term constraint into an equation (i.e., drift-plus-penalty), and enables the problem to be solved based on the current information, without requiring prior knowledge at other times. The another advantage of the method is that its performance bound can be demonstrated explicitly. For example, for each time slot, Theorem 2 shows the gap between the optimal average response delay obtained by solving P2 and the optimal solution of P1 is bounded by $O(1/V)$. Moreover, the average energy consumption of MSP is bounded by $O(V)$. For a detailed introduction of Lyapunov optimization method, the reader is referred to reference [42].

$P_1$ is defined as the problem of minimizing the average response delay under the budget constraint over a long-term. The optimal solution of $P_1$ can be calculated by continuously updating to follow the dynamic of UEs over a long time information (e.g., UEs’ mobility characteristics and requests, and the computing resource of server). However, it is unrealistic to accurately obtain these knowledge over a long time [15]. Fortunately, we can regard the long-term budget constraint of MSP in $P_1$ (i.e., $C_1$) as a queue stability control problem, and transform the original long-term optimization problem into a series of linear programming sub-problems (i.e., $P_2$) by using the Lyapunov optimization method. That is, we optimize the drift-plus-penalty (i.e., $\Delta(t) + VP(t)$) of the system at every time slot. Thus, the strategy can be determined based only on the current information, and does not require prior knowledge at other times. Then, we can make the best strategies for UEs slot by slot. Moreover, it also allows us to make the strategies without considering the specific mobility characteristics and demand patterns of UEs. Next, we detail the problem transformation process by using the Lyapunov optimization method.

#### 4.2 Problem Transformation

We define $Z(t)$ as the backlog of a discrete time queuing system, where $t \in [0, 1, 2, \ldots, T - 1]$. The next time slot backlog of the queue $Z(t + 1)$ is derived by the current energy consumption $C_i(t) = \sum_{j=1}^{N} C_j(t)$ and the budget $\overline{C}$ based on the following dynamic equation:

$$Z(t + 1) = \max\{Z(t) - \overline{C} + C(t), 0\}. \hspace{1cm} (9)$$

The backlog of the queue can be represented by the additional energy needed to execute tasks. As shown in Equation (9), we assume that MSP reserves one J of energy in the queue for some emergency situations. In this paper, the initial queue backlog is one (i.e., $Z(0) = 1$). In fact, $Z(t)$ is another form of constraint $C_1$. If $Z(t)$ can be proven to be mean rate stable, i.e., the expectation of average queue backlog $\max_{t \to \infty} \mathbb{E}\{Z(t)/T\} = 0$, the average constraint $C_1$ can be satisfied [42].
Based on the above definitions, we transform P1 into a series of real-time linear programming sub-problems (i.e., P2) by using Lyapunov optimization method, and have Theorem 1.

**Theorem 1.** For each time slot, the sub-problem of P1 can be formulated as the following problem:

\[
P_2 : \min_A V \sum_{i=1}^N Q_i(\tau) + Z(\tau) \left( \sum_{i=1}^N C_i(\tau) + 1 \right),
\]

\[s.t. \ C_2, C_3, \]

where \( V > 0 \) is the trade-off parameter between the cost of MSP and QoS.

**Proof.** In this queuing system, the Lyapunov function is \( L(Z(\tau)) = Z(\tau)^2/2 \). Moreover, the Lyapunov drift is \( L(Z(\tau + 1)) - L(Z(\tau)) = (Z(\tau + 1)^2 - Z(\tau)^2)/2 \leq (C(\tau) + C + 1)/2 \). Thus, we have

\[L(Z(\tau + 1)) - L(Z(\tau)) \leq Z(\tau)(C(\tau) - C + 1) + B,\]

(11)

where \( B = (C_{\max}^2 + 2C_{\max} + 1)/2 \), and \( C_{\max} \) is the maximum energy consumption of MSP for responding to UEs, which is determined by the MSP. The conditional Lyapunov drift is

\[\Delta(Z(\tau)) = E[L(Z(\tau + 1)) - L(Z(\tau))].\]

(12)

According to Equations (11), (12), and the law of iteration expectation [42], we have

\[E[\Delta(Z(\tau))] = E[L(Z(\tau + 1)) - L(Z(\tau))] \leq B + E[Z(\tau)](C(\tau) - C + 1).\]

(13)

And then, according to the law of telescoping sums and \( Z(0) = 1 \) [42], we get

\[\sum_{t=0}^{T-1} E[Z(t)](C(\tau) - C + 1).\]

(14)

Thus, when \( T \to \infty \), we rearrange the above inequality as

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} E[Z(t)] \leq \lim_{T \to \infty} \frac{1}{T} \chi = 0,
\]

(15)

where \( \chi = (B + 1/2 - E[L(Z(T))] \sum_{t=0}^{T-1} (C(\tau) - C + 1). \)

Thus \( Z(\tau) \) is mean rate stable, that is \( C1 \) can be satisfied over a long time [42].

Accordingly, the Lyapunov drift-plus-penalty function is \( \Delta(Z(\tau)) + V \sum_{t=0}^{T-1} Q(t) \leq Z(\tau)E[Z(\tau)] + B + V \sum_{t=0}^{T-1} Q(t). \)

Therefore, we get

\[\Delta(Z(\tau)) + VQ(\tau) \leq Z(\tau)(C(\tau) + 1) + B + VQ(\tau),\]

(16)

where \( Q(\tau) = \sum_{t=0}^{T-1} Q(t). \) Therefore, if we optimize QoS over a long time while satisfying the energy consumption budget of MSP, we can minimize \( \Delta(Z(\tau)) + VQ(\tau) \) slot by slot. Equivalently, we can minimize \( VQ(\tau) + Z(\tau)(C(\tau) + 1). \) So we have the theorem.

**4.3 Performance Analysis and the Algorithm**

P2 can be described as that we want to stabilize the queue \( Z(\tau) \) while making the average response delay of all UEs \( Q(\tau) \) close to a minimal delay \( q^* \geq 0 \). We assume that the expectation of \( Q(\tau) \) is lower bounded by a finite value \( q_{\min} \geq 0, \) for all \( \tau \in \{0, \ldots, T-1\}, \) we have

\[E[Q(\tau)] \geq q_{\min}.\]

(17)

The following theorem gives the bound of average response delay performance and energy consumption (i.e., the backlog of \( Z(\tau) \)), i.e., the gap between the solution obtained by solving P2 and the optimal solution of P1.

**Theorem 2.** There are constants \( B \geq 0, V > 0, \rho \geq 0, \) and \( q^* \geq q_{\min}, \) for all \( \tau \in \{0, \ldots, T-1\}. \) The average response delay of \( Q(\tau) \) is bounded by

\[
\lim_{T \to \infty} \sup_{T} \frac{1}{T} \sum_{t=0}^{T-1} E[Q(\tau)] \leq q^* - \frac{B}{V}.
\]

(18)

The average energy consumption of MSP, i.e., the backlog of \( Z(\tau) \) is bounded by

\[
\lim_{T \to \infty} \sup_{T} \frac{1}{T} \sum_{t=0}^{T-1} E[Z(\tau)] \leq B + \frac{V(q^* - q_{\min})}{\rho + 1}.
\]

(19)

**Proof.** We assume that there is a non-negative \( \rho \) to make the constraint \( C1 \) true. Thus we have \( C - C \geq \rho. \) Plugging this into Equation (14) yields

\[\Delta(Z(\tau)) \leq B - (\rho + 1)E[Z(\tau)] = 0.
\]

(20)

Plugging the inequalities (17) and (20) into the inequality (16) can yield the following inequality:

\[\Delta(Z(\tau)) + V[E(Q(\tau)) \leq B + Vq^* - (\rho + 1)E[Z(\tau)].
\]

(21)

For the inequality (21), taking expectations of both sides and using the law of iteration expectations [42], we have an inequality \( E[L(Z(\tau))] - E[L(Z(0))] + V[E(Q(\tau)) \leq B + Vq^* - (\rho + 1)E[Z(\tau)]. \)

Then, summing the inequality over \( \tau \in \{0, 1, \ldots, T-1\} \) for \( T \) and using the law of telescoping sums [42], we can obtain an inequality \( E[L(Z(T))] - E[L(Z(0))] + V \sum_{t=0}^{T-1} E[Q(\tau)] \leq B + Vq^* - (\rho + 1) \sum_{t=0}^{T-1} E[Z(\tau)]. \)

(22)

Thus, rearranging the terms of the inequality, we can easily get the following two inequalities:
\[
\frac{1}{T} \sum_{\tau=0}^{T-1} \mathbb{E}\{Z(\tau)\} \leq \frac{B + Vq^* - V\mathbb{E}\{Q(\tau)\}}{\rho + 1} + \frac{1}{2T(\rho + 1)} - \mathbb{E}\{L(Z(T))\} + \frac{1}{2T(\rho + 1)} - \mathbb{E}\{L(Z(T))\}.
\]

(23)

Taking limits of the inequalities (22) and (23) as \(T \to \infty\) can prove the theorem. \(\square\)

Theorem 1 unifies the average response delay of UEs and the cost of MSP into an equation, and enables the problem to be solved based on the current information, without requiring prior knowledge at other times. Thus, we omit \(\tau\) of parameters in the following content. Meanwhile, for each time slot, Theorem 2 shows the gap between the optimal average response delay obtained by solving P2 and the optimal solution of P1 is bounded by \(O(1/V)\). Moreover, the average energy consumption of MSP is bounded by \(O(V)\). Based on Theorems 1 and 2, it is easy to know that the solution of P2 is an approximate optimal solution of P1 in every time slot.

Algorithm 1. LY: Lyapunov Optimization Method Based Algorithm for Finding \(\Lambda^*\)

| Input: \(A_i(\tau), m_i,j(\tau), e_i,j,m(\tau), f_j\), for \(1 \leq i \leq N\) and \(1 \leq j \leq M\), \(C_i, Z(\tau),\) and \(b\). |
| Output: \(\Lambda^*\). |
| 1: for \(\tau \in \{0, 1, \ldots\}\) do |
| 2: Obtain the optimal resource allocation strategies through \(\Lambda^*(\tau) = \arg\min_{\Lambda} V(\tau) + Z(\tau)(C(\tau) + 1)\); |
| 3: Update \(Z(\tau + 1)\) by Equation (9); |
| 4: end for |
| 5: return \(\Lambda^*\). |

Algorithm 1 shows that the optimal strategies of UEs at each time slot \(\tau\) can be obtained when solving P2. The algorithm does not need to know the mobility characteristics and demand patterns of UEs in advance. However, since P2 is an NP-hard problem [15], it is a huge challenge to solve P2 with a centralized algorithm especially in a large scale network. Moreover, there is a fact that all UEs want to have as little latency as possible, which indicates that the MSP needs to optimize service allocation strategy for each UE. Fortunately, game theory provides an efficient way to solve P2 while determining the strategies for UEs. Thus, we then formulate the sub-problem as an \(N\) players non-cooperative game, prove that there exists a Nash equilibrium, and develop two algorithms to find the Nash equilibrium while determining the strategies. The algorithms are iterative algorithms and determine the best strategy for each UE in a distributed manner, thereby reducing the time complexity of obtaining the solution of P2. In each iteration, each UE is greedy and wants MSP to adjust its service resource allocation strategy to minimize its service latency. The iteration will continue until a strategy set acceptable to all UEs is obtained, that is, the strategies of UEs can no longer continue to be updated to benefit the UEs. According to Definition 2 proposed in Section 5.1, we can know that although the Nash equilibrium solution is not the optimal strategy set of P2, the solution consists of the best strategies of all UEs [37].

5 Non-Cooperative Game Based Algorithms

5.1 The Preliminary of Game

In this section, we first give some definitions about the \(N\) players non-cooperative game. There are \(N\) players (i.e., \(N\) UEs) in a game and all players want to minimize their cost (i.e., improve their QoS). The \(i\)th player UE makes a strategy \(\lambda_i = (\lambda_{i,1}, \lambda_{i,2}, \ldots, \lambda_{i,M})\) in \(K_i \subseteq \mathbb{R}^M\), where \(K_i\) (i.e., the all possible strategies of UE\(_i\)) is closed and convex, for all \(1 \leq i \leq N\). \(K = K_1 \times K_2 \times \ldots \times K_N\) indicates the set of the all possible strategies of \(N\) players. According to the former definition, \(\Lambda\) is the strategy set of all players. We use \(\Lambda_{-i}\) to represent the strategies of \(N - 1\) players except for UE\(_i\), i.e., \(\Lambda_{-i} = (\lambda_1, \ldots, \lambda_{i-1}, \lambda_{i+1}, \ldots, \lambda_N)^T\). Each player has a cost function \(\xi_i(\lambda_i, \Lambda_{-i})\) in \(\mathbb{R}\). Meanwhile, the cost function \(\xi_i\) is continuously differentiable in \(\Lambda\). Next, we can give the definition of non-cooperative game.

Definition 1. There is a game with \(N\) UEs defined by \(G = (K, \Xi)\), where \(\Xi = (\xi_1(\lambda_1, \Lambda_{-1}), \ldots, \xi_N(\lambda_N, \Lambda_{-N}))\). Every player wants to make a strategy \(\lambda_i \in K_i\) to minimize its cost function \(\xi_i(\lambda_i, \Lambda_{-i})\). Based on Theorem 1, when the strategies of all UEs are given except for UE\(_i\), the cost function of UE\(_i\) can be formulated as

\[
\xi_i(\lambda_i, \Lambda_{-i}) = V(Q_i + \sum_{k \neq i} Q_k) + Z(C_i + \sum_{k \neq i} C_k + 1).
\]

(24)

The cost minimization problem of UE\(_i\) can be formulated as

\[
P3: \min_{\lambda_i} \xi_i(\lambda_i, \Lambda_{-i}) \quad \text{s.t.} \quad C2, C3.
\]

(25)

Then, we name the game as an \(N\) players non-cooperative game.

Definition 2. \(\Lambda^* = (\lambda_{1}^*, \ldots, \lambda_{N}^*)^T\) is the strategy set of \(N\) UEs. If \(\xi_i(\lambda_i^*, \Lambda_{-i}^*) \leq \xi_i(\lambda_i, \Lambda_{-i}^*)\), for all \(1 \leq i \leq N\), \(\Lambda^*\) is the Nash equilibrium of the \(N\) players non-cooperative game \(G = (K, \Xi)\). How do we know whether a game has the Nash equilibrium? Thanks to the following theorem, we can get the answer of the question [37].

Theorem 3. If \(\xi_i(\lambda_i, \Lambda_{-i})\) is a convex function with regard to \(\lambda_i\) when \(\Lambda_{-i}\) is given, for all \(1 \leq i \leq N\), there is a Nash equilibrium of the \(N\) players non-cooperative game \(G = (K, \Xi)\).

Hence, we can first prove that \(\xi_i(\lambda_i, \Lambda_{-i})\) has the property of Theorem 3. According to Theorem 4, we can use the non-cooperative game theory to solve P2.

Theorem 4. The \(N\) players non-cooperative game \(G = (K, \Xi)\) has a Nash equilibrium.

Proof. According to Equations (1), (2), (3), and (4) and (24), we have
\[ \frac{\partial \xi_i}{\partial \lambda_{ij}} = bZ \frac{a_i \delta_{ij} f_j (\lambda_{ij}^2 + 2\lambda_{ij} \lambda_{-ij} + 2\lambda_{ij}^2)}{\lambda_{ij} (\lambda_{ij} + \lambda_{-ij} + 1)^2} \\
+ V \frac{a_i \delta_{ij} f_j}{r_{ij} \lambda_{ij}} + V \frac{a_i \delta_{ij}}{\lambda_{ij} f_j}, \quad (26) \]

where \( \lambda_{-ij} = \sum_{i=1}^{n} \lambda_{ij} - \lambda_{ii} \), and

\[ \frac{\partial^2 \xi_i}{\partial \lambda_{ij}^2} = 2bZ \frac{a_i \delta_{ij} f_j (\lambda_{ij} + 1)^2}{\lambda_{ij} (\lambda_{ij} + \lambda_{-ij} + 1)^3}. \quad (27) \]

Furthermore, it is easy to know that

\[ \frac{\partial^2 \xi_i}{\partial \lambda_{ij} \partial \lambda_{ij}'} = 0, \quad (28) \]

and

\[ \frac{\partial^2 \xi_i}{\partial \lambda_{ij} \partial \lambda_{ij}'} = 0, \quad (29) \]

for all \( 1 \leq j, j' \leq M \), where \( j' \neq j \).

Thus, the Hessian matrix

\[ H(\xi_i(\lambda_i, \Lambda_{-i})) = \left[ \frac{\partial^2 \xi_i}{\partial \lambda_{ij} \partial \lambda_{ij}'} \right]_{M \times M} \quad (30) \]

is positive semidefinite on the interior set of \( K \). Thus, \( \xi_i(\lambda_i, \Lambda_{-i}) \) is a convex function [43]. Based on Theorem 3, we have the conclusion. \( \square \)

5.2 The Best Resource Allocation Algorithm for UE

For non-cooperative game, the MSP allocates resource for one UE under the condition that the strategies of other UEs are given. Meanwhile, since \( \xi_i(\lambda_i, \Lambda_{-i}) \) is a convex function, the best resource allocation for a UE can be obtained through the convex optimization method, i.e., the Lagrange multiplier method. The Lagrange function of P3 is

\[ L_i(\lambda_i, \sigma_i, \mu_i, \omega_i) = \xi_i(\lambda_i, \Lambda_{-i}) + \sigma_i g(\lambda_i) + \mu_i h(\lambda_i) + \omega_i s(\lambda_i), \quad (31) \]

where \( g(\lambda_i) = \lambda_{i1} + \lambda_{i2} + \ldots + \lambda_{iM} - \lambda_{ii} \), \( h(\lambda_i) = (\lambda_{i1} - \lambda_i, \ldots, \lambda_{iM} - \lambda_i) \), \( s(\lambda_i) = (-\lambda_{i1}, \ldots, -\lambda_{iM}) \), \( \mu_i = (\mu_{i1}, \ldots, \mu_{iM})' \), \( \sigma_i = (\sigma_{i1}, \ldots, \sigma_{iM})' \), and \( \sigma_i, \mu_i, \omega_i \geq 0, \omega_{ij} \geq 0 \) for \( 1 \leq i \leq N, 1 \leq j \leq M \) are the Lagrange multipliers.

Therefore, we can use the Karush-Kuhn-Tucker (KKT) conditions to determine the optimal resource allocation strategy of UE, i.e., the optimal solution of P3. The KKT conditions of P3 are

\[ \frac{\partial L_i}{\partial \lambda_i} = 0, \quad \frac{\partial L_i}{\partial \mu_i} = 0, \quad \frac{\partial L_i}{\partial \omega_i} = 0, \quad (32) \]

\[ \sigma_i g(\lambda_i^*) = 0, \quad (33) \]

\[ \mu_i h(\lambda_i^*) = 0, \quad (34) \]

\[ \omega_i s(\lambda_i^*) = 0. \quad (35) \]

The optimal resource allocation strategy of MEC for UE can be obtained from

\[ \frac{\partial L_i}{\partial \lambda_{ij}} = \frac{\partial L_i}{\partial \mu_{ij}} + \frac{\partial L_i}{\partial \omega_{ij}} = 0, \quad (36) \]

where \( \lambda_{ij}^* \) can be calculated by using the following theorem.

**Theorem 5.** \( \lambda_{ij}^* = \left(-v_{ij} + \sqrt{v_{ij}^2 - 4\theta_{ij} \pi_{ij}}\right)/2\theta_{ij}, \) where \( v_{ij} = 2bZa_i \delta_{ij} r_{ij} \lambda_{ij}^2 f_j^2 + 2Va_i (\lambda_{ij} + 1) (f_j + \delta_{ij} r_{ij}) + 2\lambda_{ij} r_{ij}, \) \( \delta_{ij} f_j (\lambda_{ij} + 1) (\sigma_i + \mu_i - \omega_{ij}, \pi_{ij} = bZa_i \delta_{ij} r_{ij} f_j^2 + Va_i (f_j + \delta_{ij} r_{ij}) (\lambda_{ij} + 1)^2 + \lambda_{ij} r_{ij} f_j (\sigma_i + \mu_i - \omega_{ij}) (\lambda_{ij} + \lambda_{-ij} + 1)^2 \) are the coefficient of first-order term, the coefficient of second-order term, and constant term of Equation (36), respectively.

**Proof.** Plugging Equation (26) into Equation (36) and rearranging the terms, we have

\[ bZa_i \delta_{ij} r_{ij} f_j^2 (\lambda_{ij}^* + 2\lambda_{ij} \lambda_{-ij} + 1) + V a_i (f_j + \delta_{ij} r_{ij}) (\lambda_{ij} + \lambda_{-ij} + 1)^2 + \lambda_{ij} r_{ij} f_j (\sigma_i + \mu_i - \omega_{ij}) (\lambda_{ij} + \lambda_{-ij} + 1)^2 = 0. \quad (37) \]

Equation (37) is a quadratic equation w.r.t. \( \lambda_{ij} \) when other parameters are given. Rearranging the terms of equation, we easily obtain the coefficient of first-order term \( v_{ij} \), the coefficient of second-order term \( \theta_{ij} \), and constant term \( \pi_{ij} \). Based on Viete theorem [44] and \( \lambda_{ij} \geq 0 \), we have \( \lambda_{ij}^* = \left(-v_{ij} + \sqrt{v_{ij}^2 - 4\theta_{ij} \pi_{ij}}\right)/2\theta_{ij}. \) \( \square \)

As shown in Theorem 5, \( \lambda_{ij}^* \) is related to the Lagrange multipliers. Next, based on the Slater’s constraint [43], P3 can be solved by using the dual problem of P3. The dual problem of P3 can be formulated as

\[ \begin{align*}
\text{P4:} & \quad \max \min \left\{ L_i(\lambda_i, \sigma_i, \mu_i, \omega_i) \right\} \\
& \quad \text{s.t.} \quad C4: \quad \mu_i, \omega_i \geq 0.
\end{align*} \]

Then the sub-gradient method can be used to update the Lagrange multipliers while finding \( \lambda_{ij}^* \). The update functions of the Lagrange multipliers are

\[ \sigma_i (\xi + 1) = \sigma_i (\xi) + \gamma \frac{\partial L_i}{\partial \sigma_i}, \quad (39) \]

\[ \mu_{ij} (\xi + 1) = \max \left\{ \mu_{ij} (\xi) + \beta \frac{\partial L_i}{\partial \mu_{ij}}, 0 \right\}, \quad (40) \]

\[ \omega_{ij} (\xi + 1) = \max \left\{ \omega_{ij} (\xi) + \kappa \frac{\partial L_i}{\partial \omega_{ij}}, 0 \right\}, \quad (41) \]

where \( \gamma, \beta, \kappa \in (0, 1) \) are the size of update step. Hence, we can update the Lagrange multipliers iteratively until a feasible solution of P3 is obtained.
Algorithm 2. FL: Search Algorithm for Finding $\lambda^*_i$

**Input:** $\sigma_i, A_i, m_{i,j}, c_{i,j,m}, f_j, C, \mu_{i,j}, w_{i,j}$, for all $1 \leq j \leq M, C, Z(\tau)$, and $b$.

**Output:** $\lambda^*_i$.

1. Initialize $\lambda_i \leftarrow (0, \ldots, 0)_M$;
2. while $|\sum_{j=1}^{M} \lambda_{ij} - \lambda_i| > \psi$ do
3. Calculate $g(\lambda_i)$;
4. Update Lagrange multiplier, $\sigma_i \leftarrow \sigma_i + \gamma_i g(\lambda_i)$;
5. for $j \leftarrow 1$ to $M$ do
6. while True do
7. Calculate $b(\lambda_{ij}), s(\lambda_{ij})$;
8. Update Lagrange multiplier, $\mu_{i,j} \leftarrow \max\{\mu_{i,j} + \beta_i, h(\lambda_{ij}), 0\}$;
9. Update Lagrange multiplier, $\omega_{i,j} \leftarrow \max\{\omega_{i,j} + \kappa_i s(\lambda_{ij}), 0\}$;
10. Calculate $\lambda_{ij}$ based on Theorem 5;
11. if $0 \leq \lambda_{ij} \leq \lambda_i$ then
12. Update $\lambda_{ij}$;
13. break;
14. end if
15. end while
16. end for
17. Update strategy of UE$_i$, $\lambda_i \leftarrow (\lambda_{i1}, \ldots, \lambda_{iM})$;
18. end while
19. Obtain the optimal strategy of UE$_i$, $\lambda^*_i \leftarrow \lambda_i$;
20. return $\lambda^*_i$.

Algorithm 2 shows the FL algorithm of obtaining $\lambda^*_i$. We initialize a set of the Lagrange multipliers and get a solution of P3, and then whether the solution satisfies the KKT conditions of P3. If the solution does not satisfy the KKT conditions, the Lagrange multipliers are updated according to the Equations (39), (40), and (41) until a feasible solution is obtained. Then we can easily obtain $\lambda_{ij}$ according to Theorem 5, for all $1 \leq j \leq M$. The time complexity of the sub-gradient method is $O(1/\psi^2)$, where $\psi$ controls P3’s solution precise [45]. Since Algorithm 2 needs to perform sub-gradient method $M$ times to find $\lambda_i$, we know that the time complexity of the algorithm is $O(M/\psi^2)$.

Algorithm 3. NE: Nash Equilibrium Calculating Algorithm

**Input:** $\sigma_i, A_i, m_{i,j}, c_{i,j,m}, f_j, C, \Phi, \mu_{i,j}, w_{i,j}$, and $b$, for all $1 \leq i \leq N$, $1 \leq j \leq M$.

**Output:** $\Lambda^*$.

1. Initialize $\Lambda \leftarrow (\Lambda_1, \ldots, \Lambda_N)$;
2. while $||\Lambda^* - \Lambda|| > \epsilon$ and $\Phi \neq \Phi$ do
3. for UE$_i \in \Lambda^*$ do
4. Obtain $\lambda_i$ through Algorithm 2;
5. Update strategy of UE$_i$, $\lambda^*_i \leftarrow \lambda_i$;
6. end for
7. Update strategy of UEs, $\Lambda^* \leftarrow (\lambda^*_1, \ldots, \lambda^*_N)$;
8. Increase the number of game rounds, $\phi \leftarrow \phi + 1$;
9. end while
10. Obtain the Nash equilibrium of game, $\Lambda^* \leftarrow \Lambda^*$;
11. return $\Lambda^*$.

5.3 The Algorithm for Nash Equilibrium of UEs

In this section, the resource allocation algorithm is developed to find the Nash equilibrium of $N$ UEs. As shown in Algorithm 3, for $N$ UEs, we develop an iterative Algorithm NE and determine the strategy for each UE. In each round, MSP first allocates its resource to each UE by using Algorithm 2. Then, MSP adjusts the resource allocation strategies after the game between the UEs. The game between UEs refers to that, given the strategies of other $N - 1$ UEs except for UE$_i$, the MSP attempts to adjust the strategy of UE$_i$ to reduce the service latency of the UE. The game terminates when the consequences of two successive rounds close enough or the number of game rounds exceeds the upper limit game round. Therefore, we regard the final strategy $\Lambda^* = (\Lambda_1, \ldots, \Lambda_N)$ as a Nash equilibrium of the game. In the algorithm, if $||\Lambda^* - \Lambda|| = \sqrt{\sum_{i=1}^{N} \sum_{j=1}^{M} (\lambda^*_{ij} - \lambda_{ij})^2} \leq \epsilon$, we can get the Nash equilibrium of $N$ UEs, which means that all UEs will accept the fact that their strategies can no longer be adjusted to benefit themselves. We introduce $\Phi$ as the maximum number of game rounds to control the complexity of Algorithm 3. Meanwhile, $\Phi$ can be determined by the termination condition $\epsilon$ of the algorithm. Since the number of times that Algorithm 3 calls Algorithm 2 is $\Phi N$ at most, it is easy to know that the time complexity of the algorithm is $O(\Phi NM/\psi^2)$.

6 EXPERIMENTS AND ANALYSIS

6.1 Experimental Setting

Due to the lack of real data of the system model formulated in this paper, we simulate an environment in which the parameters used in the experiments are real-world values obtained from some other different work [36]. Meanwhile, we additionally introduce a random quantity in the parameters to reflect the heterogeneous characteristics of MEC. We simulate 1000 time slots for our scenario, and generate $N = 10$ UEs and $M = 50$ MEC servers. The specific parameters settings of the UEs and the MEC servers are as follows. $f_1 = r_1 \times 10^{10}$ cycles/s [36], $\lambda_{ij}(\tau) = 3 + 0.1r_1, \delta(\tau) = 1000 + 100a$ cycles/bit [46], $a_i(\tau) = 10475760 + 100a$, $f_i(\tau) = 2.5 \times 10^{10} + 100000r_1$ cycles/s [36], $m_{i,j}(t) = 3.1 + 0.1r_1$ s [47], and $c_{i,j,m}(t) = 1 + 0.1r_1$ [15], where $r_1$ is a random integer variable taken from [1,5]. UEs are assumed to be moving on a $100 \times 100$ square meters two-dimensional plane, i.e., $-100 \leq x_i(t), y_i(t) \leq 100$. The initial locations of UEs are (0,0). UE$_i$ moves along the main diagonal of the plane and its speed is a random integer variable $\eta_i \in [3,5]$ m/s. All MEC servers are placed on the diagonal of two-dimensional plane, and their intervals are $2\sqrt{2}$ m.

The maximum transmission rate of UE at $t$ is denoted by $r_{i,\max}(t) = 100 + 0.1r_1$ Mbps [47]. Meanwhile, the maximum service distance of an MEC server is 10 m. In other words, when the distance $(d_{i,j}(t))$ between UE$_i$ and MEC$_j$ is greater than 10 m, the MSP will not allocate this server to the UE. Moreover, there is a decay factor $a_{ij}(t) = \min\{10/d_{i,j}(t), 1\}$ of transmission rate related to $d_{i,j}(t)$. Thus, the actual transmission rate from UE$_i$ to MEC$_j$ is $r_{ij}(t) = a_{ij}(t)r_{i,\max}(t)$. To minimize the energy consumption, MSP will also not allocate MEC$_j$ to UE$_i$ when $a_{ij}(t) < \alpha$, where $\alpha \in [0,1]$ is a factor related to a server’s service area set by the MSP. By setting $\alpha$, the MSP can improve QoS or reduce its cost. In addition, we set $\alpha = 0.5, C = 20000$ J, $V = 2000$, $\psi = 0.1, \epsilon = 1$, and $\Phi = 200$.  
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6.2 Experiments and Results

6.2.1 The Convergence of Algorithms

Fig. 3 shows that the number of loops required by Algorithm FL to find $X^*_i$. In the figure, NE1500 represents Algorithm NE with $V = 1500$, and other similar symbols (i.e., NE2000, NE2500, and NE3000) represent similar meaning. The figure shows that the number of loops increases roughly linearly with $\psi$. Since $\psi$ controls the precise of P3’s solution, as the precise improves, the number of search loops increases. Meanwhile, as shown in Fig. 4, since $\epsilon$ controls the termination precise of Algorithm NE, thus increasing the number of game rounds as $\epsilon$ decreases. Moreover, we can see that the number of iterations of Algorithms FL and NE both increase as $V$ becomes larger. The reason is the algorithms with bigger $V$ pay more attention to improving QoS, thus increasing the number of loops to find $X^*_i$, and the number of game rounds to find the Nash equilibrium.

6.2.2 The Effectiveness of Algorithm NE

The following five algorithms are regarded as the baselines to evaluate the effectiveness of Algorithm NE: (1) ES: Each MEC server receives an equal amount of UE’s offloaded tasks, i.e., the tasks of the UE are evenly distributed to the available MEC servers; (2) RS: Each UE is served by a random MEC server; (3) NS: Each UE is served by an MEC server closest to itself; (4) PS: UEs are served by the most powerful server of MSP; (5) NoG: The service allocation strategy of a UE is made by using Algorithm FL, which means that there is no game between UEs.

In fact, although distributed computing is not necessarily faster than centralized computing, it can reduce the cost of servers [48]. As shown in Fig. 5, on the premise that MSP pays a high cost, Algorithms RS, NS, and PS greatly reduce the average latency of UEs. However, the energy consumption of RS, NS, and PS has exceeded the budget constraint of MSP (i.e., $C = 20000$). Moreover, $V$ indicates the importance of how much UEs emphasize QoS. As UEs value QoS (i.e., latency) more and more, the MSP will allocate more resources to the UEs. Comparing NE1500, NE2000, NE2500 and NE3000, it can be seen that as $V$ increases, the average latency of UEs decreases while increasing the energy consumption of MSP.

Fig. 6 shows a game between UEs. As shown in the figure, when $V = 2000$ and $V = 2500$, Algorithm 3 focuses more on reducing the cost of MSP. It can be seen that after each round of the game, the average latency of UEs gradually increases, and the cost of MSP gradually decreases. When $V = 3500$ and $V = 5000$, Algorithm 3 focuses more on optimizing the average latency of UEs. In the second round of the game, reducing the average latency of UEs increases the cost of MSP (even exceeding the budget constraint of MSP). However, the algorithm quickly corrects this trend, and improves QoS while controlling the cost of MSP. It is not difficult to see that the optimization of QoS has increased the cost of MSP.

According to the above discussions, Algorithm NE can improve the long-term QoS while ensuring that the MSP budget constraint is met. In addition, MSP can determine the priority of different requests based on $V$ to provide differentiated services. Compared with other methods, the algorithm proposed in this paper is more flexible and has better performance.
6.2.3 The Stability of Queue $Z(t)$

As shown in Fig. 7, when the MSP's budget can meet the UE's request, the backlog of its queue is always one. Although the backlog of $Z(t)$ is not always one when the energy consumption for MSP responding to the requests of UEs exceeds its budget $C$. However, we know that the backlog of $Z(t)$ is always bounded by $O(V)$ according to Theorem 2. Moreover, the curves in the figure shows that the average backlog gradually becomes stable and follows $\lim_{T \to \infty} E\{Z(t)/T\} = 0$ under different $C$. That indicates that Algorithm NE will satisfy the cost budget of MSP in the long-term. It can also be seen from Fig. 8 that the average energy consumption of MSP with different $C$ can always satisfy its budget in the long-term. Moreover, we see that the MSP can increase its budget to minimize the average latency of UEs while improving QoS.

6.2.4 The Impact of $N$

As shown in Fig. 9, as $N$ increases, the average latency of UEs and the cost of MSP increases. The reason lies in that the service resources of the MSP are finite, thus increasing the average latency and cost when the number of UEs increasing. Fig. 10 shows the impact of the number of UEs on the average latency for the UEs to determine the strategies, i.e., the overhead of the proposed algorithms. Since the algorithms determine the strategies in a distributed manner, an increase in the number of UEs and MEC servers does not necessarily increase the average latency to determine the strategies. Thus, we can conclude that the proposed algorithms are still effective as the scale of data increases. Moreover, as shown in the figure, it can be seen that the average latency in determining the strategies is less than five seconds. Experimental results show that the algorithms proposed in this paper are not suitable for millisecond services. However, not all application scenario requires the MSP to determine the service allocation strategies within milliseconds, such as edge caching. In edge caching, the MSP updates the cache policy every certain period of time, such as several minutes or tens of minutes [10]. Thus, the developed algorithms can be applied to decide cache policy in MEC, as well as the scenario where the delay is not particularly strictly required in the real-world, such as the second-level service and minute-level service. Moreover, in this paper, UE will not initiate a new request when its former request is not completed. As shown in Figs. 9 and 10, the latency that MSP responds to UE's request is typically tens of seconds, and is longer than the delay in determining a strategy. Thus, the average latency for UEs to determine a strategy is acceptable.

6.2.5 The Impact of $a$

A smaller value of $\alpha$ means that more MEC servers are involved in responding to the UEs' requests, and the service range of the servers is larger. In the real-world, MSP can trade-off its cost and QoS by controlling $\alpha$ to determine the strategies that are acceptable to both parties. As shown in Fig. 11, compared with other cases, when $\alpha = 0.6$, the average latency of UEs is less. The reason is that reducing $\alpha$ causes some MEC servers far away from UEs to execute the UEs' requests, thereby increasing the transmission latency and reducing QoS. It
can also be known that the cost of MSP increases with α increases. As shown in Fig. 12, this is because the smaller service range leads to frequent service migrations, which increases the cost of MSP for deploying service instances to follow the movement of UEs. Based on the computing resource allocation model, i.e., Equa-

tion (3), reducing the service range of a server is equiva-

tent to increasing the number of tasks that the server needs to handle, thus also resulting in an increase in MSP cost.

7 CONCLUSION AND FUTURE WORK

To study the budget-constrained service allocation opti-
mization problem for MSP, in this work, we formulate the problem as a long-term QoS improvement problem while satisfying the MSP’s budget. We first transform the long-term QoS improvement problem into a set of real-
time sub-problems and develop a Lyapunov optimization method based algorithm. To improve the performance of service allocation for UEs in a large scale MEC environment, we further formulate the sub-problems as a non-cooperative game, and develop the algorithms to find the Nash equilibrium and determ

ine the best service alloca-
tion strategies for each UE. Experimental results show that the algorithms can take into account QoS and budget of MSP at the same time, and perform better compared to five other common schemes.

In the paper, we assume that the network condition of UEs are constant. However, the network environment of MEC is very complicated in reality. Moreover, as intelligent applications enter the millisecond era, the demand for the millisecond service allocation mechanisms is becoming more and more urgent. The developed algorithms cannot effectively cope with the situation where UEs upload tasks multiple times in a very short period of time (such as at the time scale of millisecond). Thus, in the future, we will inves-
tigate the millisecond service allocation mechanism in a more complex network environment to develop the service allocation algorithms that are more suitable for demands of the real-world.
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