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Abstract—In the past few years, with the rapid development of heterogeneous computing systems (HCS), the issue of energy
consumption has attracted a great deal of attention. How to reduce energy consumption is currently a critical issue in designing HCS.
In response to this challenge, many energy-aware scheduling algorithms have been developed primarily using the dynamic
voltage-frequency scaling (DVFS) capability which has been incorporated into recent commodity processors. However, these
techniques are unsatisfactory in minimizing both schedule length and energy consumption. Furthermore, most algorithms schedule
tasks according to their average-case execution times and do not consider task execution times with probability distributions in
the real-world. In realizing this, we study the problem of scheduling a bag-of-tasks (BoT) application, made of a collection of
independent stochastic tasks with normal distributions of task execution times, on a heterogeneous platform with deadline and
energy consumption budget constraints. We build execution time and energy consumption models for stochastic tasks on a
single processor. We derive the expected value and variance of schedule length on HCS by Clark’s equations. We formulate
our stochastic task scheduling problem as a linear programming problem, in which we maximize the weighted probability of
combined schedule length and energy consumption metric under deadline and energy consumption budget constraints. We propose
a heuristic energy-aware stochastic task scheduling algorithm called ESTS to solve this problem. Our algorithm can achieve high
scheduling performance for BoT applications with low time complexity OðnðM þ lognÞÞ, where n is the number of tasks and M
is the total number of processor frequencies. Our extensive simulations for performance evaluation based on randomly generated
stochastic applications and real-world applications clearly demonstrate that our proposed heuristic algorithm can improve the
weighted probability that both the deadline and the energy consumption budget constraints can be met, and has the capability of
balancing between schedule length and energy consumption.

Index Terms—Bag-of-tasks, dynamic voltage-frequency scaling, energy consumption, heterogeneous computing system, schedule
length, stochastic task scheduling, probability
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1 INTRODUCTION

1.1 Motivation

DURING the last few years, the use of high performance
heterogeneous computing systems (HCS) to run scien-

tific and commercial applications such as data mining,
fractal calculations and simulations, computational biology,
streaming services of IPTV, seismic data process, and
weather prediction, has increased rapidly. Many current
supercomputing systems in the world’s top 500 super-
computers are heterogeneous computing systems. For ex-
ample, the fastest ‘‘Tianhe-2’’ has 16,000 nodes, each with
two Intel Xeon IvyBridge processors and three Xeon Phi

processors for a total of 3,120,000 computing cores. How-
ever, the high costs of energy, system performance, re-
liability, and various environmental issues have forced
the high performance computing sector to reconsider some
of its old practices with an aim to create more sustainable
HCS. Among these issues, energy consumption is current-
ly a critical issue in designing high performance HCS. The
‘‘Tianhe-2’’ has power consumption of 17.808 MW, and
the average power consumption of the top 10 systems is
6.675 MW as of June 17, 2013 [1]. With an approximate
price of 100=MW �Hour, their energy costs are $1,780.80
and $667.50 per hour, which are beyond the acceptable
budget of many HCS operators. The magnitude of such
consumption will be even greater if the energy consump-
tion of the associated cooling systems is also considered.

To reduce energy consumption in HCS, various techni-
ques including dynamic voltage-frequency scaling (DVFS), re-
source hibernation, and memory optimizations have been
investigated and developed [2]. Among these techniques,
DVFS is perhaps the most appealing method for reducing
energy consumption [3], [4], [5], [6], [7], [29]. Most modern
high performance microprocessors such as Intel Core Duo,
AMD Athlon, and Transmeta’s Crusoe processors have
DVFS that allows a user to control energy consumption at
runtime. DVFS aims to reduce dynamic energy consumption
of a processor by scaling down its operational frequency
and circuit supply voltage, based on the fact that energy
consumption in a CMOS circuit has a direct relationship
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with its frequency and the square of the supplied voltage
[5], [6], [7], [8], [9], [10], [11], [36]. Thus, energy consump-
tion can be saved by switching among a processor’s
voltages and frequencies during task execution.

In examining the existing research on energy-efficient
computing, we realize that there is lack of investigation
on two important issues in real applications. The first is-
sue is a combined performance metric of schedule length
and energy consumption in HCS. Task allocation on DVFS-
enabled heterogeneous processors is conventionally ad-
dressed as an energy-aware task scheduling problem,
which consists of two interdependent subproblems. The
first subproblem is scheduling, i.e., to determine a heter-
ogeneous processor to execute a task. The goal is to mini-
mize schedule length, i.e., the execution time of a scheduled
application. The second subproblem is slack reclamation,
i.e., to exploit proper supply voltage and frequency on a
per-task basis [5], [9], [13], [14]. The goal is to minimize
energy consumption. However, existing scheduling tech-
niques suffer from the fact that combining the optimum of
each subproblem does not lead to the overall optimum of
a combined performance metric for energy consumption
and schedule length.

The second issue is energy-efficient scheduling of
stochastic tasks in HCS. Most of the energy-aware and
non-energy-aware scheduling researches on HCS assume
that task execution time are fixed and deterministic which
are known in advance, or a scheduler schedules tasks
according to their average-case execution time [5], [7], [8],
[9], [13], [14], [15], [18], [19], [37]. However, in real-world
problems, it usually does not suffice to find good schedules
for fixed and deterministic execution time or average-case
execution time, since tasks usually contain conditional in-
structions and/or operations that could have different ex-
ecution time for different inputs [20], [21], [22], [23], [24]. A
natural and effective method to tackle this problem is to
consider stochastic task scheduling, that is, to interpret task
execution time as random variables and to measure the
performance of an algorithm by its expected objective-value.
Using a stochastic scheduling approach, we can develop al-
gorithms that provide the capability to balance between
schedule length and energy consumption, and satisfy time
and energy consumption budget constraints with high
probability.

The motivation and contribution of the present paper is
to propose an energy-efficient stochastic task scheduling
algorithm in HCS and to evaluate its performance using a
combined performance metric of schedule length and
energy consumption.

1.2 Related Research
See Section 1 of the supplementary material which is avail-
able in the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TPDS.2013.270.

1.3 Our Contributions
The present paper makes fundamental contributions in
four aspects.

. First, we construct an energy-aware stochastic task
scheduling architecture in heterogeneous computing
environments, which incorporates HCS, BoT applica-

tions, stochastic tasks, an energy model, and time and
energy budget constraints into consideration.

. Second, we propose a recursive method to compute
the expected value and variance of schedule length
by using Clark’s equations, and we formulate our
energy-aware stochastic task scheduling problem as
a linear programming problem.

. Third, we propose a heuristic energy-aware sto-
chastic task scheduling algorithm called ESTS,
which is time efficient and practical. ESTS can be
implemented in polynomial time, and our experi-
ments are always finished in less than ten minutes.

. Fourth, our heuristic algorithm ESTS can improve
the weighted probability that both the deadline and
the energy consumption budget constraints can be
met, and has the capability of balancing between
schedule length and energy consumption.

2 SYSTEM MODELS

This section describes the target heterogeneous computing
systems, the task model, the energy model, and the sto-
chastic task scheduling architecture used in our study.

2.1 Heterogeneous Computing Systems
A heterogeneous computing system (HCS) is a system that
distributes data, processing, and program execution
among different processors, such that each is best suited
for specific computational tasks. An HCS can be a super-
computing system with heterogeneous cores, or a cluster of
heterogeneous processors. A processor could be a general-
purpose processor (GPP), a special-purpose processor (e.g.,
digital signal processor (DSP) or graphics processing unit
(GPU)), or a co-processor. All these processors are con-
nected by a special network, such as InfiniBand or Myrinet.
In this paper, an HCS is modeled as a finite set P of p
processors, and pi represents the ith processor. Each het-
erogeneous processor pi 2 P is DVFS-enabled, which allows
a user to modify the processor’s operational frequency
and voltage, so that it is possible to dynamically adapt the
processor’s operating point to satisfy performance, power,
and energy requirements. A typical DVFS-enabled pro-
cessor pi can operate with a set of discrete frequency-
voltage pairs ðfi;k; vi;kÞ, where fi;1 G fi;2 G � � � G fi;Mi

and
vi;1 G vi;2 G � � � G vi;Mi

, and Mi is the frequency/voltage
level of processor pi. For example, Intel Core i7-2600K can
operate with 5 frequencies ranging from 2.6 GHz to 3.5 GHz,
and voltages ranging from 0.8 V to 1.375 V. For demonstration
purpose, we illustrate two heterogeneous processors. One has
3 frequency levels and the other has 2 frequency levels. The
parameters are listed in Table 1, where Ps;i is static power
dissipation and �i is switched capacitance. These parameters
will be explained in detail in Section 2.3.

2.2 Task Model
We consider scheduling BoT applications or parameter-
sweep applications, which are applications whose tasks
v1; v2; . . . ; vn are assumed to be independent and atomic
[15], [16], [17], [19]. By independent we mean that there is
no communication or dependency among tasks. Examples
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of BoT applications include Monte Carlo simulations,
tomographic reconstructions, massive searches (such as
key breaking), and data mining algorithms. They are typ-
ical and common tasks in fields such as astronomy, bio-
informatics, high energy physics, and many others. We use
d to represent the deadline, and Eb to denote the energy
consumption budget for a BoT application.

Let ½wj;i;k� be an n� p�Mmax matrix, where wj;i;k gives
the estimated time to execute task vj on processor pi at
frequency fi;k. Here,Mmax is the maximal operation level of a
processor. While determining the exact execution time of a
task on a processor remains a challenge, and the actual task
execution time is random [20], [21], [30], we assume that task
execution times are known in advance only as probability
distributions. Tasks for solving real-world problems usually
contain conditional instructions and/or operations that
could have different execution times for different inputs.
Therefore, task execution times are random variables and
approximately follow normal distributions [22], [23], [25],
[31]. We use the notation wj;i;k � Nð�j;i;k; �2

j;i;kÞ to represent
the fact that task vj’s execution time has a normal
distribution, where Nð�; �2Þ is the normal distribution with
expected value � and variance �2.

The estimation of probability distribution function (PDF)
of a task’s execution time involves two steps, i.e., profiling
its execution time and deriving the PDF of its execution
time. Recently, a number of measurement based on build-
ing a historic table, using code profiling, or statistical
prediction techniques, have been proposed to predict task
execution times [15], [20], [21], [32], [29]. In this paper, we
take the statistical prediction technique, and apply an
effective histogram technique, which is devised and used
in [29] to get normal distributions of task execution times.
We believe that these techniques can be used to determine
the PDF of task execution times in heterogeneous com-
puting systems. Table 2 lists three tasks’ execution times
on two heterogeneous DVFS-enabled processors specified
in Table 1.

2.3 Energy Model
The total energy consumption of a heterogeneous com-
puting system depends on its processors, memory, disks,
networks, fans, cooling system, and other components. Al-
though there are much research work focusing on reducing
system energy consumption, such as [3], [4], [13], we only
consider processor energy consumption in the energy
model of this paper, since processors use a significant
portion of energy in the system [5], [7], [8], [11].

Power consumption of a CMOS-based processor con-
sists of two parts, i.e., dynamic part that is the switching
power of a CMOS circuit, and static part that is the leakage

power of a CMOS circuit. When a processor pi is in the
execution model, the power consumption Pi of pi is
defined as [5], [11]:

Pi ¼ Ps;i þ Pd;i; (1)

where Ps;i is the static power dissipation, which is a
constant, and Pd;i is the dynamic power dissipation. When
pi is in the idle model, we have Pi ¼ Ps;i. When pi is
operated at voltage level vi;k and frequency level fi;k, the
dynamic power can be estimated as [8], [9]

Pd;i;k ¼ �iv2
i;kfi;k: (2)

Thus, the power consumption of pi is Pi;k ¼ Ps;i þ Pd;i;k.
(The frequency-voltage pairs of two example heteroge-
neous processors are shown in Table 1.) The energy
consumption ECj

i;k for executing task vj on processor pi at
frequency fi;k is given by

ECj
i;k ¼Pi;kwj;i;k
¼Ps;iwj;i;k þ Pd;i;kwj;i;k
¼Ps;iwj;i;k þ �iv2

i;kfi;kwj;i;k: (3)

2.4 Scheduling Architecture
See Section 2 of the supplementary material which is
available online.

3 PROBLEM DESCRIPTION

In this section, we first provide a motivational example to
illustrate the basic concept and the complexity of schedul-
ing stochastic tasks on heterogeneous computing systems
with deadline and energy consumption budget constraints.
Then, we introduce the method of computing the expected
value and variance of schedule length and energy
consumption on HCS. Finally, we formulate the problem
of scheduling stochastic tasks on HCS to satisfy time and
energy budget constraints with high probability as a linear
programming problem.

3.1 A Motivational Example
See Section 3 of the supplementary material which is
available online.

3.2 Execution Time on a Single Processor
An important fact about normal random variables is that if
Xj is normally distributed with expected value �j and
variance �2

j , for j ¼ 1; 2; . . . ; r, then X ¼ Srj¼1Xj is normally
distributed with parameters Srj¼1�j and Srj¼1�

2
j . In other

words, X � Nð
Pr

j¼1 �j;
Pr

j¼1 �
2
j Þ. This attribute can be

TABLE 1
Parameters of Two Heterogeneous Processors
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applied to calculate the maximum execution time Ci
max of a

single processor pi. When tasks v1; v2; . . . ; vr are scheduled
on pi and executed with different frequencies fi;k1

; fi;k2
;

. . . ; fi;kr , C
i
max is

Ci
max ¼

Xr
j¼1

wj;i;kj : (4)

Ci
max follows a normal distribution with expected value and

variance of

E Ci
max

� �
¼
Pr
j¼1

�j;i;kj ;

Var Ci
max

� �
¼
Pr
j¼1

�2
j;i;kj

:

8>><
>>: (5)

3.3 Execution Time on an HCS
One of the primary objectives of scheduling BoT applica-
tions on heterogeneous computing systems is to minimize
the schedule length, which is the maximum of all
processors’ maximum execution times Ci

max defined as

makespan ¼ MAXp
i¼1 Ci

max

� �
: (6)

From the mathematical theory, we know that the above
schedule length does not follow a normal distribution, even
though all processors’ maximum execution times Ci

max

follow normal distributions. However, in pioneering work
[31], [35], [36], Clark developed a method to estimate the
expected value and variance of the maximum of random
variables that are normally distributed. Hence, Clark’s
equations can be applied recursively to find the desired
expected value and variance of makespan. Note that

makespan ¼ MAXp
i¼1 Ci

max

� �
¼ MAX C1

max; C
2
max; . . . ; Cp

max

� �
¼ MAX MAX C1

max; C
2
max

� �
; C3

max; . . . ; Cp
max

� �
:

As the tasks are independent, the random variables C1
max;

C2
max; . . . ; Cp

max are all independent of each other, and the
correlation coefficient between any pair among them is zero,
i.e., �x;y ¼ �ðCx

max; C
y
maxÞ ¼ 0, for all 1 � x 6¼ y � p. Comput-

ing the expected value and variance of MAXfC1
max; C

2
maxg

with �1;2 ¼ 0 by using Clark’s equations can be done as
follows:

E MAX C1
max; C

2
max

� �� �
¼ E C1

max

� �
Fð�1;2Þ þ E C2

max

� �
Fð��1;2Þ þ "1;2 ð�1;2Þ

¼ E C2
max

� �
þ E C1

max

� �
� E C2

max

� �� �
Fð�1;2Þ

þ "1;2 ð�1;2Þ; (7)

where"1;2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var½C1

max� þ Var½C2
max�� 2�1;2�1;2

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var½C1

max�þ
p

Var½C2
max�, �1;2 ¼ 0, �1;2 ¼ ðE½C1

max� � E½C2
max�Þ= "1;2, �1;2 ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Var½C1
max�Var½C2

max�
p

,  ðtÞ ¼ 1ffiffiffiffi
2�
p e�

1
2t

2
, and

FðxÞ ¼
Zx
�1

 ðtÞdt ¼ 1ffiffiffiffiffiffi
2�
p

Zx
�1

e�
1
2t

2

dt:

The variance of MAXfC1
max; C

2
maxg is presented by the

second Clark’s equation. That is,

Var MAX C1
max; C

2
max

� �� �
¼ E2 C1

max

� �
þ Var C1

max

� �� �
Fð�1;2Þ

þ E2 C2
max

� �
þ Var C2

max

� �� �
Fð��1;2Þ þ E C1

max

� �
þ E C2

max

� �� �
"1;2 ð�1;2Þ

� E2 MAX C1
max; C

2
max

� �� �
: (8)

Next, let us consider MAXfC1
max; C

2
max; C

3
maxg ¼ MAX

fMAXfC1
max; C

2
maxg; C3

maxg. The correlation coefficient �1;2;3

becomes the correlation coefficient between MAXfC1
max; C

2
maxg

and C3
max. It is clear that �1;2;3 ¼ 0. The expected value of

MAXfC1
max; C

2
max; C

3
maxg is

E MAX C1
max; C

2
max; C

3
max

� �� �
¼ E MAX C1

max; C
2
max

� �� �
Fð�1;2;3Þ

þ E C3
max

� �
Fð��1;2;3Þ þ "1;2;3 ð�1;2;3Þ;

where "1;2;3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var½MAXfC1

max;C
2
maxg�þ Var½C3

max�
p

, and �1;2;3 ¼
ðE½MAXfC1

max;C
2
maxg�� E½C3

max�Þ="1;2;3. The variance of MAX
fC1

max; C
2
max; C

3
maxg is

Var MAX C1
max; C

2
max; C

3
max

� �� �
¼ E2 MAX C1

max; C
2
max

� �� ��
þVar MAX C1

max; C
2
max

� �� ��
Fð�1;2;3Þ

þ ðE2 C3
max

� �
þ Var C3

max

� �
ÞFð��1;2;3Þ

þ E MAX C1
max; C

2
max

� �� ��
þE C3

max

� ��
"1;2;3 ð�1;2;3Þ

� E2 MAX C1
max; C

2
max; C

3
max

� �� �
:

In a similar way, Clark’s equations can be used re-
cursively for p� 1 steps to determine the expected value
and variance of makespan.

3.4 Problem Statement
In this paper, we set Xj

i;k ¼ 1 if task vj is scheduled on
processor pi at frequency level k, and setXj

i;k ¼ 0 otherwise.

TABLE 2
Task Execution Time Matrix ½wj;i;k�
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According to Section 3.2, processor pi’s maximum execu-
tion time Ci

max has a normal distribution, i.e.,

Ci
max � N

Xn
j¼1

XMi

k¼1

Xj
i;k�j;i;k;

Xn
j¼1

XMi

k¼1

Xj
i;k�

2
j;i;k

 !
: (9)

The probability that a given deadline d will be met is

Prmakespan
¼ P ½makespan � d�
¼ P MAX C1

max; C
2
max; . . . ; Cp

max

� �
� d

� �
¼ P C1

max � d
� �

� P C2
max � d

� �
�� � � � P Cp

max � d
� �

¼ F1ðdÞ � F2ðdÞ � � � � � FpðdÞ

¼
Yp
i¼1

FiðdÞ; (10)

whereFiðxÞ is the cumulative density function (CDF) ofCi
max.

The total energy consumption TE on an HCS is all
processors’ static energy consumption and dynamic energy
consumed by task execution. Thus, we have

TE ¼ makespan
Xp
i¼1

Ps;i þ
Xn
j¼1

Xp
i¼1

XMi

k¼1

Xj
i;kPd;i;kwj;i;k:

If n is sufficiently large such that all processors’ processing
times are very close, we have

TE �
Xn
j¼1

Xp
i¼1

XMi

k¼1

Xj
i;kPi;kwj;i;k

¼
Xp
i¼1

Ci
maxPs;i þ

Xn
j¼1

Xp
i¼1

XMi

k¼1

Xj
i;k�iv

2
i;kfi;kwj;i;k:

As task execution times are independent, the expected
value and variance of TE are computed as

E½TE� ¼
Pn
j¼1

Pp
i¼1

PMi

k¼1

Xj
i;kPi;k�j;i;k;

Var½TE� ¼
Pn
j¼1

Pp
i¼1

PMi

k¼1

Xj
i;kPi;k�

2
j;i;k:

8>><
>>: (11)

If there is an energy consumption budget of Eb for this
workload, then the probability that the energy consump-
tion budget constraint is satisfied is

PrTE ¼P ½TE � Eb�

¼
ZEb
�1

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�Var½TE�

p exp � t�E½TE�ð Þ2

2Var½TE�

 !
dt: (12)

Thus, the weighted probability that both the deadline
and the energy consumption budget constraints are met
can be defined as

PrSystem ¼ 	� Prmakespan þ ð1� 	Þ � PrTE; (13)

where 	 is a weighting parameter and calculated along with
the calculation of task execution time PDF. In this study, we
first use statistical prediction and histogram technique to
get the time and energy consumption of workload. Then,
we compute the weighting parameter 	 according to the

trade-off between schedule length probability and energy
consumption probability. The scheduling objective of our
problem is to maximize PrSystem, which can be formulated
as a linear programming problem:

Maximize PrSystem; such that

Xj
i;k ¼ 0 or 1; and

Pp
i¼1

PMi

k¼1 X
j
i;k ¼ 1; 8j:

	
(14)

4 THE SCHEDULING ALGORITHM

In this section, we describe our proposed energy-aware
stochastic task scheduling algorithm ESTS for BoT applica-
tions, which aims to schedule stochastic tasks on DVFS-
enabled heterogeneous processors with high weighted
probability that both the deadline and the energy con-
sumption budget constraints are satisfied.

4.1 Approximate Weight of Task Execution Time
In stochastic task scheduling, the WSEPT (weighted shortest
expected processing time) policy schedules task according to
the following order:

w1

E wðv1Þ½ � 	
w2

E wðv2Þ½ � 	 � � � 	
wn

E wðvnÞ½ � ;

where wðvjÞ denotes average execution time of task vj on an
HCS defined as

wðvjÞ ¼
Xp
i¼1

XMi

k¼1

wj;i;k
Xp
i¼1

Mi

,
:

If all weights are equal, it becomes the SEPT (shortest
expected processing time) policy, where we always execute
the task having the shortest expected processing time first
[25], [26], [28]. However, the real execution time of a sto-
chastic task does not equal to its expected value in most
cases, which leads to lower efficiency of WSEPT, SEPT, and
LEPT scheduling policies. As pointed out in [20], [25], [26],
[35], the real execution time of a stochastic task is affected
by the variance of the task’s execution time. Variance is an
important measure of the amount of variation within the
values of a task’s execution time, taking account of all
possible values and their probabilities.

Thus, the variance of a task’s execution time is considered
throughout this paper. By taking the variance into account,
the approximate weight of task vj’s execution timeAwðvjÞ on
an HCS is defined as

AwðvjÞ ¼

E wðvjÞ
� �

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var wðvjÞ
� �q

if Var wðvjÞ
� �

=E wðvjÞ
� �2� 1;

E wðvjÞ
� �

1þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var wðvjÞð Þ

p
 !

; otherwise.

8>>>>><
>>>>>:

It should be pointed out that this definition is first exam-
ined in our previous work [20] and the experimental results
show good performance in heterogeneous computing
systems. On the other hand, the approximate weight
AwðvjÞ is defined only by itself and not dependent on
other tasks. So, this method can also be applied to inde-
pendent BoT workload of this study. As the task execution
time of vj on processor pi at frequency fi;k is assumed to
follow a normal distribution with expected value �j;i;k and
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variance �2
j;i;k, the approximate weight of task vj is (see

equation (15) at bottom of page)
In our proposed ESTS scheduling algorithm, we use the

approximate weight AwðvjÞ to sort the tasks of a BoT
application and schedule tasks according to this scheduling
list.

4.2 The ESTS Algorithm
The goal of ESTS is to get the shortest schedule length and
the minimal energy consumption under deadline and
energy budget constraints. Therefore, we try to search the
optimal heterogeneous processor/frequency for each task,
which aims to achieve shorter task complete time and
lower energy consumption.

In order to get shorter task complete time, we introduce
the average expected completion time CTAðvjÞ for task vj,
which is given as follows,

CTAðvjÞ ¼

Pp
i¼1

PMi

k¼1

ð�j;i;k þ pi;meanÞ

Pp
i¼1

Mi

; (16)

where pi;mean is the expected value of the completion time
for all tasks scheduled on processor pi. The rationale
behind CTAðvjÞ is based on the fact that if task vj’s finish
time is less than CTAðvjÞ, it will be a good choice. For
processor pi and its frequency fi;k, the completion time
CT ðvj; fi;kÞ of task vj is

CT ðvj; fi;kÞ ¼ N �j;i;k þ pi;mean; �2
j;i;k þ pi;variance


 �
; (17)

where pi;variance is the variance of the completion time for all
tasks scheduled on processor pi. As task execution time

follows a normal distribution, task vj’s completion time
probability PrCT ðvj; fi;kÞ on processor pi with frequency fi;k
can be computed by

PrCT ðvj; fi;kÞ
¼ P CT ðvj; fi;kÞ � CTAðvjÞ

� �

¼
ZCTAðvjÞ
�1

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� �2

j;i;k þ pi;variance

 �r

� exp �
t� ð�j;i;k þ pi;meanÞ
� �2

2 �2
j;i;k þ pi;variance


 �
0
@

1
Adt

¼ F
CTAðvjÞ � ð�j;i;k þ pi;meanÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2
j;i;k þ pi;variance

q
0
B@

1
CA; (18)

where FðxÞ is the CDF of a standard normal distribution.
According to Eq. (3), the expected value of task vj’s

average energy consumption on an HCS is

AEðvjÞ ¼

Pp
i¼1

PMi

k¼1

E ECj
i;k

h i
Pp
i¼1

Mi

¼

Pp
i¼1

PMi

k¼1

Ps;i þ �iv2
i;kfi;k


 �
�j;i;k

Pp
i¼1

Mi

: (19)

Therefore, the average energy consumption budget EbðvjÞ
for task vj is

EbðvjÞ ¼
AEðvjÞPn
j¼1 AEðvjÞ

 !
Eb; (20)

AwðvjÞ ¼

Pp
i¼1

PMi
k¼1

�j;i;kPp
i¼1

Mi

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPp
i¼1

PMi
k¼1

�2
j;i;kPp

i¼1

Mi

vuuuut ; if

Pp
i¼1

PMi
k¼1

�2
j;i;k

Pp
i¼1

PMi
k¼1

�j;i;k

� 2

Pp
i¼1

Mi � 1;

Pp
i¼1

PMi
k¼1

�j;i;kPp
i¼1

Mi

1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPp
i¼1

Mi

Pp
i¼1

PMi
k¼1

�2
j;i;k

vuuuut
2
664

3
775; otherwise

8>>>>>>>>>>><
>>>>>>>>>>>:

(15)

TABLE 3
Deadline d and Energy Consumption Budget Eb
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where Eb is the energy consumption budget for a BoT
application. Thus, task vj’s energy consumption probability
PrECðvj; fi;kÞ on processor pi at frequency fi;k can be
computed by

PrECðvj; fi;kÞ

¼ P ECj
i;k � EbðvjÞ

h i

¼
ZEbðvjÞ
�1

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�Var ECj

i;k


 �r

� exp �
t� E ECj

i;k

h i
 �2

2Var ECj
i;k


 �
0
B@

1
CAdt

¼
ZEbðvjÞ
�1

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� Ps;i þ �iv2

i;kfi;k


 �
�2
j;i;k

r

� exp �
t� Ps;i þ �iv2

i;kfi;k


 �
�j;i;k


 �2

2 Ps;i þ �iv2
i;kfi;k


 �
�2
j;i;k

0
B@

1
CAdt

¼ F
EbðvjÞ � Ps;i þ �iv2

i;kfi;k


 �
�j;i;kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ps;i þ �iv2
i;kfi;k

q
� �j;i;k

0
B@

1
CA: (21)

According to the problem stated in Eq. (14), we define
the following weighted probability for task vj on processor
pi at frequency fi;k,

PrSðvj; fi;kÞ ¼ 	� PrCT ðvj; fi;kÞ þ ð1� 	Þ
� PrECðvj; fi;kÞ: (22)

Our proposed ESTS scheduling algorithm assigns task vj
to a processor pi at frequency fi;k in such a way that the
probability PrSðvj; fi;kÞ is maximized. The pseudo code of
our Energy-aware Stochastic Task Scheduling (ESTS)
algorithm is shown in Algorithm 1.

Algorithm 1: The ESTS Algorithm.

Input: A BoT application and its task execution time
distributions, a deadline, an energy budget, and
an HCS.

Output: An assignment ðvj; pi; fi;kÞ of each task vj to a
processor pi with a frequency fi;k.

1: Compute the approximate weights of task execution
times in Eq. (15);

2: Sort the tasks into a scheduling list by non-increasing
order of AwðvjÞ values;

3: while there are unscheduled tasks in the list do

4: Remove the first task vj from the scheduling list;

5: Compute vj’s average expected completion time in
Eq. (16);

6: Compute vj’s average energy consumption budget in
Eq. (20);

7: for each processor pi and every pi’s frequency fi;k do

8: Compute vj’s completion time probability in
Eq. (18);

9: Compute vj’s energy consumption probability in
Eq. (21);

10: Compute vj’s weighted probability in Eq. (22);

11: end

12: Find the processor pi and frequency fi;k which give the
maximal weighted probability for task vj;

13: Assign task vj to processor pi with frequency fi;k, i.e.,
set Xj

i;k ¼ 1;

14: Update the expected value and variance of processor
pi’s completion time;

15: end

16: Compute the probability that the given deadline is met
in Eq. (10), the probability that the energy consumption
budget constraint is satisfied in Eq. (12), and the
weighted probability in Eq. (13);

17: Return the scheduling solution.

4.3 Time Complexity
The time complexity of scheduling algorithms for BoT
applications is usually expressed in terms of the number of
tasks n and the total number of processor frequencies
M ¼

Pp
i¼1 Mi. The time-complexity of ESTS is analyzed as

follows. Computing the approximate weights of task execu-
tion time in Step 1 and all the probabilities in Step 16 can be
done in OðnÞ time. Sorting the tasks in Step 2 can be
performed in Oðn lognÞ time. Selection of processor and
frequency pairs for all tasks in Steps 3-15 can be done in
OðnMÞ time, where we notice that the most time consuming
computation, i.e., Step 5 and the loop in Steps 7-11 can be
performed inOðMÞ time for each task. Thus, the overall time
complexity of algorithm ESTS is OðnðM þ lognÞÞ.

5 EXPERIMENTAL RESULTS AND DISCUSSION

To evaluate the performance of our proposed algorithm,
we developed a discrete event simulator using C++. In the
simulations, we compare our proposed scheduling algo-
rithm ESTS with one existing well-known energy-aware
scheduling algorithm EDF-DVS [36] and two traditional
scheduling algorithms Min-Min and Max-Min [15], [17] on
HCS. Here, ESTS1 denotes the ESTS algorithm with 	 ¼ 0:3,
and ESTS2 denotes the ESTS algorithm with 	 ¼ 0:8.

TABLE 4
Task Parameters of Multimedia Applications
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The performance metrics chosen for the comparison are
the expected schedule length in Eq. (6), the expected total
energy consumption in Eq. (11), and the weighted proba-
bility in Eq. (13). The comparison is intended not only to
present quantitative results, but also to qualitatively
analyze the results and to explain the reasons, for better
understanding of the energy-aware stochastic scheduling
problem.

5.1 Experimental Setting and Environment

5.1.1 DVFS-Enabled HCS
We have simulated two groups of DVFS-enabled HCS. The
first group, we call HCS1, includes 8 Intel Core Duo with
4 frequencies, 4 Intel Xeon with 3 frequencies, 2 AMD
Athlon with 3 frequencies, and 2 TI DSP with 2 frequencies,
which are mostly based on Intel processors. The second
group, we call HCS2, includes 2 Intel Core Duo with
4 frequencies, 10 AMD Athlon with 3 frequencies, 2 TI DSP
with 2 frequencies, and 2 SPARC64 with 2 frequencies,
which are mostly based on AMD processors.

5.1.2 Task Information
In order to gain practical insights into the effectiveness of
the stochastic task scheduling approaches, we use both
randomly generated stochastic BoT applications and real-
world multimedia applications to test the scheduling
effectiveness in a heterogeneous computing environment.
In our study, a random task generator was implemented
to generate stochastic tasks. The expected value and
standard deviation of every task execution time on a
processor are specified in the intervals [1, 30] and [3, 90]
respectively, according to the processor’s capacity. The
number of tasks is in the range between 200 and 2,000, in
steps of 200. These parameters of task execution time are
obtained from Fortran+MPI parallel programming of
molecular dynamics simulations for metal silver solidifi-
cation at different cooling rates in our laboratory. The
deadline d and energy consumption budget Eb are listed
in Table 3.

Four practical multimedia programs, mpegplay, mad-
play, tmndec, and toast are adopted for evaluations, whose
task parameters are shown in Table 4. The distributions of
their average execution time on HCS1 are obtained by
profiling their off-line traces. The deadline d is 420 s and the
energy consumption budget Eb is 750,000J.

5.2 Performance Results for Random Tasks
The simulation results for randomly generated stochastic
BoT applications are shown in Fig. 1, where each data point
is the average of the simulation data obtained from 1,000
experiments.

Fig. 1 shows the simulation results of the ESTS, EDF-
DVS, Max-Min, and Min-Min algorithms on the first group
HCS1, i.e., a DVFS-enabled HCS, which is mostly based on
Intel processors. We observe from Fig. 1a that the
traditional algorithms Min-Min and Max-Min have shorter
schedule length than ESTS and EDF-DVS, and the schedule
length increases as the task number increases. This is
mainly due to the fact that Min-Min and Max-Min schedule
tasks according to the earliest completion time of a task
without considering the task’s energy consumption on
HCS. In fact, all tasks scheduled by Min-Min and Max-Min
are always running at the maximum frequency of each
heterogeneous processor. As task energy consumption is
proportional to the task execution voltage and frequency [8],
task energy consumption increases rapidly as the frequency
increases. Thus, each task has the minimum completion time
and the highest energy consumption while running at the
maximum processor frequency. This conclusion can be
confirmed from Fig. 1b, which reveals that Min-Min
consumes more energy than ESTS1 by 18.9 percent, ESTS2
by 6.3 percent, and EDF-DVS by 2.4 percent, and Max-Min
consumes more energy than ESTS1 by 27.2 percent, ESTS2 by
15.9 percent, and EDF-DVS by 12.4 percent, respectively.
Furthermore, Fig. 2(c) shows that the traditional algorithms
Max-Min and Min-Min have the worst performance in terms
of the weighted probability that both the deadline and the
energy consumption budget constraints are met.

The experimental results of Fig. 1 also demonstrate that
ESTS1 outperforms EDF-DVS by 2.4 percent, and ESTS2
outperforms EDF-DVS by 18.8 percent in terms of schedule

Fig. 1. Random tasks experimental results on HCS1. (a) Schedule
length. (b) Energy consumption. (c) Weighted probability.
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length; furthermore, ESTS1 outperforms EDF-DVS by
20.3 percent, and ESTS2 outperforms EDF-DVS by
4.2 percent in terms of energy consumption. Thus, the ESTS
algorithm has better performance with respect to the
weighted probability under deadline and energy con-
sumption budget constraints. In fact, ESTS1 significantly
outperforms EDF-DVS by 11.1 percent and ESTS2
significantly outperforms EDF-DVS by 32.0 percent.
This phenomena can attribute to the fact that EDF-DVS
schedules a task according to its average-case execution
time and the actual execution time on an HCS is different
from that.

We also observe from Fig. 1c that the best scheduling
algorithm is ESTS2, which is better than ESTS1 by 23.4 percent,
EDF-DVS by 32.0 percent, Max-Min by 60.2 percent, and
Min-Min by 45.4 percent. These results reveal that the ESTS
algorithm can improve system scheduling performance
under deadline and energy budget constraints. This im-
provement is due to the fact that ESTS is capable of em-
ploying stochastic attributes of task execution times to
improve the quality of scheduling. However, classical
scheduling algorithms such as Max-Min and Min-Min are
non-energy-aware, which merely assign a time optimal task
to a processor without considering the task’s execution time
distribution and energy consumption. An energy-aware al-
gorithm such as EDF-DVS selects tasks only according to
their average-case or worst-case execution times.

More experimental results on HCS1 and HCS2 are pro-
vided in Section 4.1 of the supplementary material which is
available online.

5.3 Performance Results for Real Applications
See Section 4.2 of the supplementary material which is
available online.

6 CONCLUSION AND FUTURE WORK

In this paper, our main objective is to improve the
weighted probability that both a deadline and an energy
consumption budget constraints are met. In fact, ESTS2
is better than EDF-DVS by 32.0 percent, Max-Min by
60.2 percent, and Min-Min by 45.4 percent on HCS1,
and ESTS2 outperforms EDF-DVS by 19.8 percent, Max-Min
by 63.3 percent, and Min-Min by 36.4 percent on HCS2. We
believe that such performance improvement is significant
in scientific research and not typically seen in the published
literature. Although our algorithm does not guarantee
optimal performance, the above performance gain is satis-
factory for heuristic algorithms. We plan to propose an exact
algorithm based on the method of dynamic programming,
which may improve the performance. However, it is
conceivable that an exact algorithm would have very high
time complexity, which may need a few hours or even a few
days to find a solution. We believe that an algorithm with
such high complexity is not suitable for task scheduling in a
real heterogeneous computing system.

The most significant merit of our proposed ESTS al-
gorithm is its outstanding capability in dealing with
tight deadline and energy budgets, i.e., its high weighted
probability to satisfy a tight time deadline and a tight
energy consumption budget constraint simultaneously.

Such capability is critical in high-performance and high-
ly energy-efficient heterogeneous computing systems. If
a deadline and/or an energy consumption budget con-
straint is relaxed, the weighted probability will still be
higher than those of EDF-DVS, Max-Min, and Min-Min.

We would like to mention a number of directions for
further research.

. One important direction is to validate that task
execution times follow normal distributions and to
test the performance of our algorithm in a real
heterogeneous computing system.

. It would be very interesting to deal with stochastic
applications with dependence graphs such as
pipelines, fork-join graphs, and general DAGs.

. Another direction is to investigate the reliability of a
system and incorporate both reliability and energy
consumption into task scheduling.
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