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HIGHLIGHTS

- We convert the budget constraint of an application into tasks using the budget level.
- We propose the MSLBL algorithm with low-time complexity.
- We validate that MSLBL performs better than existing algorithms under different conditions.
- We propose the algorithm called minimizing the schedule length using the budget level (MSLBL).
- MSLBL can generate less schedule lengths than existing algorithm under different conditions.

ABSTRACT

As the cost-driven public cloud services emerge, budget constraint is one of the primary design issues in large-scale scientific applications executed on heterogeneous cloud computing systems. Minimizing the schedule length while satisfying the budget constraint of an application is one of the most important quality of service requirements for cloud providers. A directed acyclic graph (DAG) can be used to describe an application consisted of multiple tasks with precedence constrains. Previous DAG scheduling methods tried to presuppose the minimum cost assignment for each task to minimize the schedule length of budget constrained applications on heterogeneous cloud computing systems. However, our analysis revealed that the preassignment of tasks with the minimum cost does not necessarily lead to the minimization of the schedule length. In this study, we propose an efficient algorithm of minimizing the schedule length using the budget level (MSLBL) to select processors for satisfying the budget constraint and minimizing the schedule length of an application. Such problem is decomposed into two sub-problems, namely, satisfying the budget constraint and minimizing the schedule length. The first sub-problem is solved by transferring the budget constraint of the application to that of each task, and the second sub-problem is solved by heuristically scheduling each task with low-time complexity. Experimental results on several real parallel applications validate that the proposed MSLBL algorithm can obtain shorter schedule lengths while satisfying the budget constraint of an application than existing methods in various situations.

(© 2017 Elsevier B.V. All rights reserved.)

1. Introduction

1.1. Background

Today’s large-scale scientific applications, such as e-commerce, automotive control, and traffic state predication, have drawn a great amount of demand for the design of high performance computing systems [1]. Such applications comprised of many interdependent modules are usually executed in heterogeneous parallel and distributed environments. Computing grids have been used by researchers from various areas of science to execute complex scientific applications [2]. With the emergence of cloud computing and rapid development of cloud infrastructures, more and more scientific computing applications have been migrated to the cloud, on which a pay-as-you-go paradigm is established and on-demand computational services with difference performance and quality of service (QoS) levels can be offered [3]. In this computing model, users pay only for what they use. Accordingly,
time and cost become two of the most important factors cared by users. Typically, the execution speed of the powerful resource is directly proportional to the unit price [4]. Thus, the trade-off between time and cost is the key to DAG scheduling. In this paper, we aim at researching the scheduling of the budget constrained application such that its schedule length is minimized.

1.2. Motivation

The scheduling problem of minimizing the schedule length of budget constrained parallel applications has become challenging. In cloud computing systems, service providers and customers are the two types of roles with conflicting requirements by the server-level agreement (SLA) [5]. For service providers, minimizing the schedule length of an application is one of the most important concerns. For customers, the budget constraints of an application is one of the most important QoS requirements. Many studies have been conducted recently to minimize the schedule length while satisfying budget constraints [6–13]. As heterogeneous systems scale up, distributed and parallel applications with precedence-constrained tasks, i.e., large-scale scientific workflows, are represented by directed acyclic graphs (DAGs), in which the nodes represent the tasks and the edges represent the communication messages between tasks [14,15].

The problem of minimizing the schedule length of a budget constrained application with precedence-constrained tasks has been solved recently in a number of studies [4,10]. However, these studies focus on homogeneous cloud system only. The same problem has been studied for heterogeneous cloud computing systems based on the earliest finish time (EFT). Arabnejad et al. [11] presented the heterogeneous budget constrained scheduling (HBCS) algorithm by presupposing tasks with the minimum execution cost to satisfy the budget constraint of the application, then the spare budget of the application was used by prioritized tasks in turn. Although a quantized measurement is used in HBCS, its limitations still exist as follows.

1) Prioritized tasks select processors with the highest worthiness value by a series of calculations, which results in tasks with higher priority having more chance to use the spare budget of the application. It is unfairness for tasks with lower priority.

2) Preassigning the minimum execution cost to each task is not always effective with respect to schedule length minimization if there is not enough budget for executing an application. The tasks that have low priority and not enough budget available tend to select the processor with the minimum execution cost, which will lead to longer schedule length.

1.3. Our contributions

In this paper, we focus on the scheduling problem of budget constrained applications on heterogeneous cloud computing systems, and a fair scheduling algorithm with low-time complexity using the budget level is proposed. The objective is to minimize the schedule length of applications under the budget constraint. The contributions of this study are as follows:

1) The problem of minimizing the schedule length of a budget constrained parallel application in heterogeneous cloud environments is decomposed into two sub-problems, namely, satisfying the budget constraint and minimizing the schedule length. We illustrate the proof of converting the budget constraint of an application into budget constraints of tasks using the budget level.

2) The algorithm of minimizing the schedule length using the budget level (MSLBL) is proposed, which minimizes the schedule length of budget constrained parallel applications by preassigning tasks with the budget level cost while not violating the precedence constraints between tasks and budget constraint of the application. It has high-performance and low-time complexity.

3) We do extensively experiments with both Fast Fourier transform and Gaussian elimination parallel applications. Experimental results validate that the proposed MSLBL algorithm can generated less schedule lengths than the state-of-the-art algorithm under different budget constrained and scale conditions.

The rest of this paper is organized as follows. Section 2 reviews related studies. Section 3 presents related models and preliminaries. Section 4 analyzes the existing algorithm and presents the MSLBL algorithm. Section 5 presents the verification of the MSLBL algorithm. Section 6 concludes this study.

2. Related works

Many studies have investigated the DAG scheduling problem in various computing environments. The QoS-aware scheduling considers the optimization of parameters, such as time and cost, using cloud computing to execute workflows. Hu et al. [14] formulated the task scheduling on parallel processors as a DAG scheduling problem, where a heuristic algorithm was proposed to minimize the schedule length (makespan) of a DAG for a bounded number of processors. The author also proved that the optimal makespan can be obtained and a lower bound on the minimum makespan can be determined for a DAG with arbitrary dependency constraints. Heuristic algorithms are widely accepted because DAG scheduling is an NP-complete problem [15]. Scheduling problems are extended to many forms of constraints and environment settings [16–19]. For time-critical parallel applications, the IaaS Cloud Partial Critical Paths (IC-PCP) method for deadline-constrained applications has been proposed on heterogeneous cloud environments [16]. In [20–22], an extensive study on the scheduling algorithms of grid computing was presented toward performance and makespan minimization. However, financial cost is another important parameter in the cloud. For cost-critical parallel applications, cost-aware scheduling algorithms have been proposed for minimizing execution cost or satisfying the budget constraint on heterogeneous systems [1,23]. However, very few papers have targeted heterogeneous cloud computing environment and designs for minimizing the schedule length of budget constrained applications. In [24], a heuristic algorithm of deadline early tree was presented. It minimized the cost of deadline constrained applications without considering the communication time between tasks. In [4], Wu et al. proposed a critical-greedy (CG) algorithm to minimize the end-to-end delay of budget constrained parallel applications. In this work, the CG algorithm defines a global budget level (GBL) parameter and preassigns tasks with the budget-level execution cost. However, this algorithm is for homogeneous cloud environments, where the communication time between tasks is assumed zero, which is not the practice on heterogeneous cloud computing systems.

In addition to single QoS parameter optimization scheduling, the scheduling problem becomes more challenging when two QoS parameters (i.e., time and cost) are considered simultaneously [12,25–27]. Workflow scheduling to satisfy multiple QoS parameters is an attractive area in cloud computing. Malawski et al. [13] proposed DPDS, WA-DPDS, and SPSS algorithms for workflow ensembles on clouds to satisfy budget and deadline constraints, but their aim was to maximize the number of user-prioritized workflows. Arabnejad et al. [12] proposed a deadline-budget constrained scheduling algorithm (DBCS), which aimed to find a feasible schedule within the budget and deadline constraints. In this work, DBCS transfers the deadline and budget constraints of the application to that of each task by defining the CL and DL of each task. The obtained scheduling may or may not satisfy the deadline constraint while satisfying the budget constraint of the application.
In fact, whether the deadline constraint of an application is satisfied or not can be judged by investigating the actual finish time of the exit task in a schedule. On one hand, the scheduling problem of the budget constrained parallel application can be transferred into minimizing the schedule length of the budget constrained application, then the obtained schedule is accepted only if its schedule length is not larger than the deadline constraint of the application. On the other hand, although the quantitative measure is used, DBCS uses the common deadline span of an application for each task, such that no guarantee to ensure that all tasks are completed within the deadline constraint of the application. A comprehensive survey on grid and cloud workflow scheduling was presented in [28–30].

Among all of these previous works, we select an algorithm that are closer to our context. In [11], the HBCS algorithm presupposes tasks with minimum execution costs and assigns processors to tasks based on parameter worthiness on heterogeneous systems with the object of satisfying the budget constraint and minimizing the schedule length of applications. As pointed out in Section 1.2, HBCS can be further optimized to obtain the minimum schedule length. In this study, the goal is to propose a fair scheduling algorithm with low time complexity for minimizing the schedule length of budget constrained parallel applications on heterogeneous cloud computing systems.

3. Problem definition

3.1. System model

As illustrated in Fig. 1, the system model for the scheduling problem on cloud environments includes three layers: the task graph, the resource graph, and the cloud infrastructure layer [4, 31]. The task graph layer comprises of tasks with precedence constraints that users submit for executing complex applications. The resources graph layer represents a network of virtual machines (VMs), and the cloud infrastructure layer consists of interconnected physical computer nodes. According to [7], task placement is to find a placement of processors for executing a task, which is similar to the processor allocation. Task scheduling is to determine the placement and starting time of tasks. When time dimension is added to a placement algorithm, the algorithm is extended to a scheduling algorithm and is also regarded as a 3D placement algorithm. This study aims to provide a DAG task scheduling service on a cloud computing system, including the processor allocation and the determination of the start time of tasks on processors.

The targeted computing platform is composed of a set of heterogeneous processors that provide services of different capabilities and costs [10]. Let \( P = \{p_1, p_2, \ldots, p_{|P|}\} \) as the processor set, where \(|P|\) represents the size of set \( P \). For any set \( X \), this study uses \(|X|\) to denote its size. A parallel application running on processors is represented by the DAG \( G = (N, E, C, W) \). \( N \) represents a set of nodes in \( G \), and \( n_i \in N \) represents a task with different execution times on different processors. \( E \) is a set of communication edges, and each edge \( e_{ij} \in E \) represents a communication message (i.e., transferred data or time) from task \( n_i \) to task \( n_j \). Accordingly, \( C \) is the set of communication edges, and \( c_{ij} \) represents the communication message (i.e., the time) between \( n_i \) and \( n_j \) if they are not assigned to the same processor. \( W \) is an \(|N| \times |P|\) matrix, where \( w_{n_k} \) denotes the execution time of task \( n_k \) running on processor \( p_k \), \( \text{pred}(n_i) \) represents the set of immediate predecessors of task \( n_i \), and \( \text{succ}(n_i) \) represents the set of immediate successors of task \( n_i \).

In a given DAG, the task without a predecessor is the entry task denoted as \( n_{\text{entry}} \), and the task without any successor is the exit task denoted as \( n_{\text{exit}} \). If a DAG has multiple \( n_{\text{entry}} \) or \( n_{\text{exit}} \) tasks, a dummy entry or exit task with zero-weight dependencies is added to the graph.

Fig. 2 shows a motivating example of a DAG-based parallel application with 10 tasks. Table 1 provides the execution times of tasks on three processors \( \{p_1, p_2, p_3\} \). As shown in Fig. 2, the weight 12 of the edge between \( n_1 \) and \( n_3 \) represents the communication time denoted as \( c_{3,1} = 12 \) if \( n_1 \) and \( n_3 \) are not assigned to the same processor. As indicated in Table 1, the execution time of task \( n_1 \) on processor \( p_1 \) is 14, denoted as \( w_{1,1} = 14 \). The same task has different execution times on different resources because of the heterogeneity of processors.

<table>
<thead>
<tr>
<th>Table 1 Execution time of tasks on different resources in Fig. 2 [6].</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_i )</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
</tbody>
</table>
3.2. Cost model

The cost model is based on a pay-as-you-go condition, and the users are charged according to the amount of time that they have used processors. Each processor has an individual unit price because processors in the system are completely heterogeneous. We assume that \(\text{price}_k\) is the unit price of the allocated computing service on processor \(p_k\). All computation and storage services are assumed to be in the same physical region. Hence, communication time \(c_{ij}\) only depends on the amount of data to be transferred between task \(n_i\) and task \(n_j\) and is independent of the computation service on the processors [21]. The only exception is when both tasks \(n_i\) and \(n_j\) are executed on the same processor, where \(c_{ij} = 0\). Furthermore, the internal data transfer cost is free in most actual applications, so the data transfer cost is assumed to be zero in our model. Accordingly, we formally define the cost \(\text{cost}_{i,k}\) of task \(n_i\) on processor \(p_k\) and total cost \(\text{cost}(G)\) of a DAG as follows:

\[
\text{cost}_{i,k} = \text{cost}(n_i, p_k) = w_{i,k} \times \text{price}_k, \\
\text{cost}(G) = \sum_{i=1}^{n} w_{i,f(i)} \times \text{price}_{f(i)},
\]

where \(f(i)\) is the index of the processor assigned to task \(n_i\), \(w_{i,f(i)}\) is the execution time of task \(n_i\) on processor \(f(i)\), \(\text{price}_{f(i)}\) is the unit price of processor \(p_{f(i)}\).

3.3. Budget constraint

As the execution time of each task on processors is known, the minimum and maximum costs of task \(n_i\), denoted by \(\text{cost}_{\text{min}}(n_i)\) and \(\text{cost}_{\text{max}}(n_i)\), respectively, can be obtained by traversing all the processors. For the total cost of the application, \(G\) is the sum of that of each task, the minimum and maximum costs of a DAG are:

\[
\text{cost}_{\text{min}}(G) = \sum_{i=1}^{n} \text{cost}_{\text{min}}(n_i), \\
\text{cost}_{\text{max}}(G) = \sum_{i=1}^{n} \text{cost}_{\text{max}}(n_i),
\]

respectively.

Assuming that the budget constraint of an application is \(\text{cost}_{\text{bud}}(G)\), then it should be larger than or equal to \(\text{cost}_{\text{min}}(n_i)\) and less than or equal to \(\text{cost}_{\text{max}}(n_i)\); otherwise, \(\text{cost}_{\text{bud}}(G)\) is not always satisfied. Hence, this study assumes that \(\text{cost}_{\text{bud}}(G)\) belongs to the scope of \(\text{cost}_{\text{min}}(n_i)\) and \(\text{cost}_{\text{max}}(n_i)\), that is,

\[
\text{cost}_{\text{min}}(G) \leq \text{cost}_{\text{bud}}(G) \leq \text{cost}_{\text{max}}(G).
\]

3.4. Problem formulation

This study addresses the task scheduling problem of assigning an available processor with a proper price for each task while minimizing the schedule length of the application and ensuring that the total cost of the application does not exceed the budget constraint. The formal description is finding the processor and budget assignments for all tasks with the objective of minimizing the schedule length of the application,

\[
SL(G) = \text{AFT}(n_{\text{exit}}),
\]

where \(\text{AFT}(n_{\text{exit}})\) represents the actual finish time (AFT) of the exit task, subject to its budget constraint:

\[
\text{cost}(G) = \sum_{i=1}^{n} \text{cost}(n_i, p_{f(i)}) \leq \text{cost}_{\text{bud}}(G).
\]

Table 2 shows the mathematical notations used in this paper.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w_{i,k})</td>
<td>Execution time of task (n_i) running on processor (p_k)</td>
</tr>
<tr>
<td>(c_{ij})</td>
<td>Communication time between (n_i) and (n_j)</td>
</tr>
<tr>
<td>(\text{pred}(n_i))</td>
<td>Set of immediate predecessors of task (n_i)</td>
</tr>
<tr>
<td>(\text{succ}(n_i))</td>
<td>Set of immediate successors of task (n_i)</td>
</tr>
<tr>
<td>(\text{rank}_b(n_i))</td>
<td>Upward rank value of tasks</td>
</tr>
<tr>
<td>(f(i))</td>
<td>Index of the processor assigned to task (n_i)</td>
</tr>
<tr>
<td>(\text{price}_k)</td>
<td>Unit price of processor (p_k)</td>
</tr>
<tr>
<td>(\text{cost}_{i,k})</td>
<td>Cost ((n_i, p_k), cost of task (n_i) on processor (p_k))</td>
</tr>
<tr>
<td>(\text{cost}_{\text{min}}(n_i))</td>
<td>Minimum cost of executing task (n_i)</td>
</tr>
<tr>
<td>(\text{cost}_{\text{max}}(n_i))</td>
<td>Maximum cost of executing task (n_i)</td>
</tr>
<tr>
<td>(\text{cost}_{\text{min}}(G))</td>
<td>Minimum cost of the application (G)</td>
</tr>
<tr>
<td>(\text{cost}_{\text{max}}(G))</td>
<td>Maximum cost of the application (G)</td>
</tr>
<tr>
<td>(\text{cost}_{\text{bud}}(G))</td>
<td>Budget constraint of the application (G)</td>
</tr>
<tr>
<td>(\text{cost}(G))</td>
<td>Total cost of the application (G)</td>
</tr>
<tr>
<td>(\text{SL}(G))</td>
<td>Schedule length of the application (G)</td>
</tr>
<tr>
<td>(bl)</td>
<td>Budget level of an application</td>
</tr>
<tr>
<td>(\text{cost}_{\text{und}}(n_i))</td>
<td>Cost of unassigned task (n_i)</td>
</tr>
<tr>
<td>(\text{cost}_{\text{bud}}(n_i))</td>
<td>Budget constraint of task (n_i)</td>
</tr>
<tr>
<td>(\Delta\text{cost}(n_i))</td>
<td>Spare budget of task (n_i)</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>(n_i)</th>
<th>(\text{cost}_{\text{und}}(n_i))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n_1)</td>
<td>108</td>
</tr>
<tr>
<td>(n_2)</td>
<td>80</td>
</tr>
<tr>
<td>(n_3)</td>
<td>80</td>
</tr>
<tr>
<td>(n_4)</td>
<td>77</td>
</tr>
<tr>
<td>(n_5)</td>
<td>69</td>
</tr>
<tr>
<td>(n_6)</td>
<td>63</td>
</tr>
<tr>
<td>(n_7)</td>
<td>43</td>
</tr>
<tr>
<td>(n_8)</td>
<td>36</td>
</tr>
<tr>
<td>(n_{10})</td>
<td>15</td>
</tr>
</tbody>
</table>

3.5. Task prioritization

We first need to set the priority of task assignment before assigning tasks to processors. Similar to [11,12], we employ \(\text{rank}_{k}\) of a task as the common task priority standard:

\[
\text{rank}_{k}(n_i) = \overline{\text{w}}_{i} + \max_{n_j \in \text{succ}(n_i)} \left( c_{ij} + \text{rank}_{k}(n_j) \right),
\]

where \(\overline{\text{w}}_{i}\) is the average execution time of task \(n_i\) on processors and calculated as \(\overline{\text{w}}_{i} = \frac{\sum_{k=1}^{p} w_{i,k}}{p}\). It represents the length of the longest path from task \(n_i\) to the exit node \(n_{\text{exit}}\), including the communication time between tasks and execution time of tasks. For the exit task, \(\text{rank}_{k}(n_{\text{exit}}) = \overline{\text{w}}_{\text{exit}}\). Table 3 shows the upward rank values of all tasks in Fig. 2. Note that, as observed from Table 3, the task priority by the decreasing order of \(\text{rank}_{k}\) is \([n_1, n_3, n_4, n_2, n_5, n_6, n_9, n_7, n_8, n_{10}]\).

4. Minimizing schedule length with budget constraints

In this section, the algorithm for minimizing the schedule length using the budget level (MSLBL) is presented, which aims to find a fair schedule policy for minimizing the schedule length of budget constrained applications with low complexity and high performance on heterogeneous cloud computing systems. Such problem is decomposed into two sub-problems, namely, satisfying the budget constraint and minimizing the schedule length. We first solve these two sub-problems separately, and then present the algorithm by integrating the two sub-problems.

4.1. Existing HBCS algorithm

Before the MSLBL algorithm is presented, we analyze the existing algorithm HBCS. Considering that users consume services based on their QoS requirements and minimizing the schedule length of budget constrained applications is one of the most important concerns, the state-of-the-art HBCS [11] is proposed by presupposing the unassigned tasks with the minimum execution cost while still satisfying the budget constraint of the application. The objective of HBCS is to quantitatively select the processor...
with the highest *worthiness* value for tasks by the descending order of *rank* and minimize the schedule length of the application under the user's specified budget constraint. The core details are explained as follows:

1. HBCS first invokes the HEFT algorithm on all the processors and obtains $\text{cost}_{\text{HEFT}}(G)$ and $\text{cost}_{\text{min}}(G)$.

2. HBCS compares $\text{cost}_{\text{HEFT}}(G)$ with $\text{cost}_{\text{bud}}(G)$. If $\text{cost}_{\text{bud}}(G)$ is larger than or equal to $\text{cost}_{\text{HEFT}}(G)$, it returns the schedule map assigned by HEFT.

3. HBCS preassigns each task with the minimum execution cost and initializes the parameters, then traverses all processors for all tasks by the descending order of *rank*. It determines the processor for tasks by calculating the parameters $FT(n_i, p_k)$, $\text{Cost}(n_i, p_k)$, $\text{Cost}_{\text{conf}}$, *worthiness*($n_i, p_k$) and *RB*.

4. HBCS assigns tasks to the processor with the highest *worthiness* value and returns the schedule map.

For convenience of description, we define the spare budget to observe the budget assignment of tasks in applications on heterogeneous cloud computing systems.

**Definition 1 (Spare Budget).** Spare budget is defined as the difference between the budget constraint of a task and its preassigned cost, as shown in Eq. (7):

$$\Delta \text{cost}(n_i) = \text{cost}_{\text{bud}}(n_i) - \text{cost}_{\text{pre}}(n_i),$$

where $\text{cost}_{\text{bud}}(n_i)$ is the budget constrained cost of task $n_i$, $\text{cost}_{\text{pre}}(n_i)$ is the preassigned cost of the unassigned task $n_i$. Initially, the spare budget of application $G$ is the difference between $\text{cost}_{\text{bud}}(G)$ and $\text{cost}_{\text{pre}}(G)$.

We illustrate the motivating parallel application to explain the HBCS algorithm. We set the budget constraint of $G$ as $\text{cost}_{\text{bud}}(G) = 500$. We assume that the unit price of processors in *Fig. 2* is known, as shown in *Table 4*. We compute the minimum cost value of the application as $\text{cost}_{\text{max}}(G) = 553$ using Eq. (6). *Table 5* shows the task assignment of the parallel application in *Fig. 2* using HBCS, where all tasks satisfy their individual budget constraints. The actual execution cost of the application is $\text{cost}(G) = 499$, and its schedule length is $\text{SL}(G) = 101$. *Fig. 3* also shows the scheduling of the parallel application in *Fig. 2* with $\text{cost}_{\text{bud}}(G) = 500$ using HBCS. Note that the arrows in *Fig. 3* represent the generated communication times between tasks.

This example verifies that the use of HBCS can ensure that the actual cost of the application does not exceed the user given budget constraint, that is, $\text{cost}(G) \leq \text{cost}_{\text{bud}}(G)$. However, as shown in *Table 5*, the task with higher priority has more spare budget than those with low priorities. The potential reason for this is that HBCS presupposes unassigned tasks in the application with the minimum execution cost and the spare budget of the application is shared by the former assigned tasks that have more opportunities. Thus, the task with low priority tends to select processors with minimum costs but long execution times, which may result in a longer schedule length of the application. As shown in *Table 5*, tasks $n_6$ to $n_{10}$ have few spare budget available. It is unfair for tasks with low priority. Thus, the HBCS algorithm should be further optimized.

### 4.2. Satisfying budget constraint

Assuming that the task to be assigned is $n_{i(j)}$, where $s(j)$ represents the $j$th assigned task, then $\{n_{i(1)}, n_{i(2)}, \ldots, n_{i(j-1)}\}$ represents the task set where the tasks have been assigned, and $\{n_{i(j+1)}, n_{i(j+2)}, \ldots, n_{i(N)}\}$ represents the task set where the tasks have not been assigned. Initially, all tasks of the application are unassigned. To ensure fairness for all tasks as much as possible, we first provide the definition of the global level [4].

**Definition 2 (Budget Level).** Budget level is defined as the ratio of the difference between $\text{cost}_{\text{bud}}(G)$ and the minimum execution cost of the application to the difference between the maximum and minimum execution costs of application $G$, as shown in Eq. (8):

$$bl = \frac{\text{cost}_{\text{bud}}(G) - \text{cost}_{\text{min}}(G)}{\text{cost}_{\text{max}}(G) - \text{cost}_{\text{min}}(G)}.$$  

According to Eqs. (5) and (8), we have $bl \in [0, 1]$. Note that, the original $bl$ is only applied to homogeneous cloud computing systems [4]. In this study, we make $bl$ be suitable for heterogeneous systems by transferring the budget constraint of an application into budget constraints of tasks and complete scheduling based on EFT. The workflow model in [4] does not consider the communication

---

**Table 4**

<table>
<thead>
<tr>
<th>$p_k$</th>
<th>price$_{p_k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>3</td>
</tr>
<tr>
<td>$p_2$</td>
<td>5</td>
</tr>
<tr>
<td>$p_3$</td>
<td>7</td>
</tr>
</tbody>
</table>

**Table 5**

<table>
<thead>
<tr>
<th>$n_i$</th>
<th>$\Delta \text{cost}$</th>
<th>$\text{cost}_{\text{bud}}(n_i)$</th>
<th>AST($n_i$)</th>
<th>AFT($n_i$)</th>
<th>f($n_i$)</th>
<th>cost$_{\text{f}(n_i)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>126</td>
<td>189</td>
<td>0</td>
<td>9</td>
<td>P3</td>
<td>63</td>
</tr>
<tr>
<td>2</td>
<td>26</td>
<td>159</td>
<td>9</td>
<td>28</td>
<td>P3</td>
<td>133</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>65</td>
<td>18</td>
<td>26</td>
<td>P2</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>64</td>
<td>27</td>
<td>40</td>
<td>P1</td>
<td>39</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>61</td>
<td>40</td>
<td>52</td>
<td>P1</td>
<td>36</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>64</td>
<td>28</td>
<td>37</td>
<td>P3</td>
<td>63</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>55</td>
<td>52</td>
<td>70</td>
<td>P1</td>
<td>54</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>16</td>
<td>77</td>
<td>82</td>
<td>P1</td>
<td>15</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>36</td>
<td>94</td>
<td>101</td>
<td>P2</td>
<td>35</td>
</tr>
</tbody>
</table>
time between tasks. However, we consider both the precedence constraint and the communication time between tasks in our application model. Last but not least, we give the proof of converting the budget constraint of an application into budget constraints of tasks using the budget level.

Then, we preassign unassigned tasks with a budget level cost described as:

$$\text{cost}_{bl}(n_{ij}) = \text{cost}_{\min}(n_{ij}) + \text{cost}_{\max}(n_{ij}) - \text{cost}_{\min}(n_{ij}) \times bl.$$  \hspace{1cm} (9)

Correspondingly, $\text{cost}_{\max}(n_{ij})$ in Eq. (7) is equal to $\text{cost}_{bl}(n_{ij})$. According to Eqs. (8) and (9):

$$\text{cost}_{\min}(n_{ij}) \leq \text{cost}_{pre}(n_{ij}) \leq \text{cost}_{\max}(n_{ij}).$$  \hspace{1cm} (10)

Hence, when assigning $n_{ij}$, the total cost of the application $G$ is calculated as:

$$\text{cost}_{n_{ij}}(G) = \sum_{i=1}^{N} \text{cost}_{s(i,f(i))} + \text{cost}_{s(i,p_k)} + \sum_{i=j+1}^{N} \text{cost}_{f(i)}(n_{ij}).$$  \hspace{1cm} (11)

For any task $n_{ij}$, the actual execution cost $\text{cost}(G)$ should be less than or equal to $\text{cost}_{bud}(G)$ only if $\text{cost}_{n_{ij}}(G) \leq \text{cost}_{bud}(G)$. Its proof is provided in the following.

**Theorem 1.** Each task in the parallel application $G$ can always find an assignment of processors to satisfy:

$$\text{cost}_{n_{ij}}(G) = \sum_{i=1}^{N} \text{cost}_{s(i,f(i))} + \text{cost}_{s(i,p_k)} + \sum_{i=j+1}^{N} \text{cost}_{f(i)}(n_{ij}).$$  \hspace{1cm} (12)

According to Eqs. (8), (9) and (12), we have

$$\text{cost}_{n_{ij}}(G) = \text{cost}_{s(i,p_k)} + \sum_{i=2}^{N} \text{cost}_{bl}(n_{ij(i)}) \leq \text{cost}_{bud}(G).$$  \hspace{1cm} (13)

Namely, Eq. (13) should be satisfied

$$\text{cost}_{s(i,p_k)} + \text{cost}_{bud}(G) - \text{cost}_{bl}(n_{ij(i)}) \leq \text{cost}_{bud}(G).$$  \hspace{1cm} (14)

Second, we assume that the $j$th task $n_{ij}$ can find an assigned processor $p_j$ to satisfy $\text{cost}_{bud}(G)$, and we have:

$$\text{cost}_{n_{ij}}(G) = \sum_{i=1}^{N} \text{cost}_{s(i,f(i))} + \text{cost}_{s(i,f(i))} + \sum_{i=j+1}^{N} \text{cost}_{f(i)}(n_{ij}) \leq \text{cost}_{bud}(G).$$  \hspace{1cm} (15)

such that,

$$\text{cost}_{n_{j+1}}(G) = \sum_{i=1}^{N} \text{cost}_{s(i,f(i))} + \sum_{i=j+1}^{N} \text{cost}_{f(i)}(n_{ij}) \leq \text{cost}_{bud}(G).$$  \hspace{1cm} (16)

Finally, for the $(j+1)$th task, the execution cost of an application is

$$\text{cost}_{n_{j+1}}(G) = \sum_{i=1}^{N} \text{cost}_{s(i,f(i))} + \sum_{i=j+1}^{N} \text{cost}_{f(i)}(n_{ij}) + \sum_{i=j+1}^{N} \text{cost}_{f(i)}(n_{ij+1})$$

$$= \text{cost}_{bud}(G) - \text{cost}_{bl}(n_{ij(i)}) - \text{cost}_{bl}(n_{ij(i+1)}) + \text{cost}_{bud}(G).$$  \hspace{1cm} (17)

Known as Eqs. (13) and (14), we have:

$$\text{cost}_{n_{j+1}}(G) \leq \text{cost}_{bud}(G) - \text{cost}_{bl}(n_{ij(i)})$$

$$+ \text{cost}_{bud}(G) - \text{cost}_{bl}(n_{ij(i+1)})$$

When $n_{ij+1}$ is assigned a cost in range of $\text{cost}_{\min}(n_{ij+1})$ to $\text{cost}_{\max}(n_{ij+1})$, we have:

$$\text{cost}_{n_{j+1}}(G) \leq \text{cost}_{bud}(G).$$  \hspace{1cm} (19)

According to Eq. (10), $n_{ij+1}$ can at least be assigned to the processor with the minimum cost, that is, $n_{ij+1}$ can also find an assigned processor to satisfy $\text{cost}_{bud}(G)$.

When all tasks can find individual assigned processors to satisfy $\text{cost}_{bud}(G)$, Theorem 1 is satisfied. This completes the proof.

### 4.3. Minimizing schedule length

HEFT is a well-known precedence-constrained task scheduling, which is based on the DAG model to reduce schedule length to a minimum combined with low complexity and high performance in heterogeneous systems [6,22]. Task prioritization is based on upward rank value (rank) and task assignment is based on the earliest finish time.

$\text{EST}(n_j, p_k)$ and $\text{EFF}(n_j, p_k)$ denote the earliest start time (EST) and EFF of task $n_j$ on processor $p_k$, respectively, defined as:

$$\text{EST}(n_j, p_k) = \max\{T_{\text{available}(p_k)}\}, \quad \text{EFF}(n_j, p_k) = \min\{AFT(n_j) + c_{ij}\}.$$  \hspace{1cm} (20)

$$\text{EFF}(n_j, p_k) = \text{EST}(n_j, p_k) + w_{jk},$$  \hspace{1cm} (21)

where $T_{\text{available}(p_k)}$ is the earliest time at which the processor $p_k$ is ready for task execution. Communication time $c_{ij}$ is zero if $n_j$ and
its predecessor \( n_i \) are assigned to the same resource. For the entry task, \( EST(n_{entry}, p_k) = 0 \). \( AST(n_i) \) and \( AFT(n_i) \) are the actual start time and the actual finish time of task \( n_i \), respectively.

To select the best suitable processor, the cost and time trade-off is evaluated. Typically, the faster the speed of processors is, the higher the execution cost of tasks is. However, this is not always the case on heterogeneous computing systems. After transferring the budget constraint of applications to that of each task, tasks are assigned to processors with the minimum EFT by using the insertion-based scheduling strategy while satisfying the budget constraint of tasks.

4.4. Proposed MSLBL algorithm

We first give the budget constraint of each task before we propose the algorithm. According to Eq. (11), we have:

\[
\text{cost}_{ij}(s(t(i))) \leq \text{cost}_{bud}(G) - \sum_{i=1}^{j-1} \text{cost}_{li}(s(t(i))) - \sum_{i=1}^{N} \text{cost}_{bl}(n_i(i)).
\]

Hence, let the budget constraint of task \( n_{ij} \) be

\[
\text{cost}_{bud}(n_{ij}) = \text{cost}_{bud}(G) - \sum_{i=1}^{j-1} \text{cost}_{li}(s(t(i))) - \sum_{i=1}^{N} \text{cost}_{bl}(n_i(i)).
\]

(22)

Then, the budget constraint of the application can be transferred to that of each task. That is, we just let \( n_{ij} \) satisfy the following constraint:

\[
\text{cost}_{ij}(s(t(i))) \leq \text{cost}_{bud}(n_{ij}).
\]

Hence, when assigning the task \( n_{ij} \), we can directly consider the budget constraint \( \text{cost}_{bud}(n_{ij}) \) of \( n_{ij} \) and do not have to be concerned about the budget constraint \( \text{cost}_{bud}(G) \) of the application \( G \). In this way, a low time complexity heuristic algorithm can be obtained.

Inspired by the above analysis, we propose the MSLBL algorithm to minimize the schedule length while still satisfying the budget constraint of the application. The steps of MSLBL are described in Algorithm 1.

The main idea of MSLBL is that the budget constraint of the application is transferred to that of each task to change the budget constraint of each task by using the budget level. The algorithm assigns processors to tasks by the descending order of \( rank_k \) values, and each task select the processor with the minimum EFT while satisfying its individual budget-level constraint. The core details are explained as follows:

1. In Lines 1–6, the minimum cost value of \( G \) and budget level cost of tasks are computed.
2. In Lines 7–9, the possibility of finding a schedule under the user provided budget constraint is verified.
3. In Lines 10–23, the algorithm starts to map the tasks of the application to processors. At each step, the task with the highest priority among the unscheduled tasks is selected as the current task \( n_{ij} \), and its budget constraint is set. Next, for task \( n_{ij} \), the processor that satisfies its budget level constraint and has the minimum EFT is selected. After assigning the processor to \( n_{ij} \), the spare budget \( \Delta \text{cost} \) is updated using Eq. (7) and the for loop is broken.
4. In Lines 24–25, the actual execution cost and final schedule length \( SL(G) \) are computed.

In terms of time complexity, MSLBL requires the computation of \( rank_k \) and the minimum and maximum costs of the application that has complexity \( O(|N| \times |P|) \). In the processor selection phase for the current task, the complexity is \( O(|N| \times |P|) \) for computing EFT, and \( O(|P|) \) for selecting the resource with the minimum EFT, satisfying its budget constraint. The total time is \( O(|N| \times |P|) + |N| \cdot (O(|N| \times |P|) + |P|) \), where time complexity is of the order \( O(|N|^2 \times |P|) \).

### Algorithm 1 The MSLBL Algorithm

**Input:** \( G = \{N,E,C,W\} \), for \( v, \) \( p \) \( E \) \( C \) \( W \)

**Output:** \( SL(G), \) \( cost(G) \)

1. Sort the tasks in a list \( dlist \) by descending order of \( rank_k \) values;
2. for \( (\forall N, n_i \in N) \) do
3. Compute \( \text{cost}_{min}(n_i) \) and \( \text{cost}_{max}(n_i) \);
4. end for
5. Compute \( \text{cost}_{bud}(G) \) and \( \text{cost}_{bud}(G) \) using Eqs. (3) and (4);
6. Compute \( \text{bud}_{cost}(n_i) \) and \( \Delta \text{cost} \) using Eqs. (7), (8) and (9), respectively;
7. if \( (\text{cost}_{bud}(G) \leq \text{cost}_{bud}(G)) \) then
8. return 0;
9. end if
10. while (there are tasks in \( dlist \)) do
11. \( n_{ij} = \text{dlist.out}(); \)
12. Compute \( \text{cost}_{bud}(n_{ij}) \) using Eq. (22);
13. for \( (N, p_k \in P) \) do
14. Compute \( \text{cost}_{bud}(k,EFT(n_{ij}, p_k)) \) using Eq. (21);
15. end for
16. for \( (k = 1; i \leq |P| ; k + +) \) do
17. if \( (\text{cost}_{bud}(k,EFT(n_{ij})) \leq \text{cost}_{bud}(k,EFT(n_{ij})) \) then
18. Select the processor with the minimum EFT for task \( n_{ij} \);
19. Update \( \Delta \text{cost} \) using Eq. (7);
20. \( \text{bud}_{cost}(n_{ij}) = \text{EFT}(n_{ij}, p_k); \)
21. end if
22. end for
23. end while
24. Compute the actual cost \( \text{cost}(G) \) using Eq. (2);
25. Compute \( SL(G) = \text{AFT}(n_{ij}) \);
26. return \( SL(G), \) \( \text{cost}(G) \).

### Table 6

<table>
<thead>
<tr>
<th>( n_i )</th>
<th>( \Delta \text{cost} )</th>
<th>( \text{cost}_{bud}(n_i) )</th>
<th>( \text{AST}(n_i) )</th>
<th>( \text{AFT}(n_i) )</th>
<th>( f(n_i) )</th>
<th>( \text{cost}_{bud}(n_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>14</td>
<td>P1</td>
<td>42</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>63</td>
<td>14</td>
<td>25</td>
<td>P1</td>
<td>33</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>86</td>
<td>23</td>
<td>31</td>
<td>P2</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>46</td>
<td>102</td>
<td>25</td>
<td>38</td>
<td>P1</td>
<td>39</td>
</tr>
<tr>
<td>5</td>
<td>65</td>
<td>70</td>
<td>25</td>
<td>35</td>
<td>P3</td>
<td>70</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>80</td>
<td>35</td>
<td>44</td>
<td>P3</td>
<td>63</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
<td>95</td>
<td>54</td>
<td>66</td>
<td>P2</td>
<td>60</td>
</tr>
<tr>
<td>7</td>
<td>35</td>
<td>69</td>
<td>38</td>
<td>45</td>
<td>P1</td>
<td>21</td>
</tr>
<tr>
<td>8</td>
<td>48</td>
<td>80</td>
<td>59</td>
<td>64</td>
<td>P1</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>65</td>
<td>112</td>
<td>75</td>
<td>82</td>
<td>P2</td>
<td>35</td>
</tr>
</tbody>
</table>

\( \text{cost}(G) = 418 \leq \text{cost}_{bud}(G) \), \( SL(G) = 82 \).

4.5. Example of the MSLBL algorithm

We present an motivating example to show the results using the MSLBL algorithm. We consider the condition \( \text{cost}_{bud}(G) = 500 \) for the application in Fig. 2, and the unit price of processors is shown in Table 4. Table 6 shows the task assignment of the parallel application in Fig. 2 with \( \text{cost}_{bud}(G) = 500 \) using MSLBL. The total cost of the application is 418 and its schedule length is 82, which is less than that using the HBCS algorithm. Fig. 2 shows the scheduling of the parallel application \( G \) in Fig. 2 with \( \text{cost}_{bud}(G) = 500 \) using MSLBL.

5. Experimental results and discussion

This section presents performance comparisons of the MSLBL algorithm with HBCS [11] and DBCS [12] algorithms because they have the similar application models.

5.1. Experimental metrics

We resort to simulation method to verify our algorithms. We implement a simulator in Java language. All simulative experiments are conducted on a PC platform with an Intel Core i5 2.60 GHz CPU and 4 GB memory. The simulated heterogeneous cloud computing system contains 128 processors with different computing abilities and unit prices, where the types and the prices of processors are based on the Amazon Elastic Compute Cloud (EC2) environment [32]. The application and processor parameters...
AR is constrained applications. The AR is expressed by Eq. (23):

$$AR = \frac{\text{number of acceptance}}{\text{total number of experiments}}. \quad (23)$$

To verify the effectiveness of the scheduling algorithms, real applications with precedence constrained tasks are widely used in some high-performance computing, such as Fast Fourier transform and Gaussian elimination [6]. We use these two types of real parallel applications under the condition of the budget and budget-deadline constraints to observe the results.

5.2. Fast Fourier transform parallel applications

A new parameter $\rho$ is used as the size for the Fast Fourier transform application, and the number of tasks is $|N| = 2 \times \rho - 1 + \rho \times \log_2 \rho$, where $\rho = 2^y$ for some integer $y$. Fig. 5 shows an example of the Fast Fourier transform parallel applications with $\rho = 8$. Note that $\rho$ exit tasks exist in this application with size $\rho$. To adapt the application of this study, we create a dummy exit task with zero execution time, which connects these $\rho$ exit tasks with zero communication time.

5.2.1. Varying number of tasks

This experiment is conducted to compare the actual cost and final schedule lengths of Fast Fourier transform parallel applications for varying number of tasks. We limit costs of $\text{cost}_{\text{bud}}(G)$ as $\text{cost}_{\text{min}}(G) \times 1.2$. The number of tasks is changed from 96 (small scale) to 2560 (large scale) when $\rho$ is changed from 16 to 256.

As shown in Table 7, the budget constraints and actual costs of the applications increase gradually with the number of tasks. At the same time, the actual cost of applications in different scales using HBCS and MSLBL satisfy the budget constraints. Such results verify that these algorithms can satisfy the budget constraints of applications in practice.

In addition to satisfying the budget constraints of the applications, an exciting phenomenon is that MSLBL can generate shorter schedule length than HBCS in different scale parallel applications. Furthermore, the difference becomes more and more obvious with the increase of the number of tasks. For example, when $|N| = 2560$, the schedule length using MSLBL is 22401, which is 70% of 31991 that used HBCS. Such results indicate that MSLBL is very suitable for minimizing schedule length of budget constrained parallel applications and is useful for different scale parallel applications.

5.2.2. Varying budget constraints

To observe the performance in different scales of applications, this experiment is conducted to compare the actual cost and final schedule length of Fast Fourier transform parallel applications for varying budget constraints. We limit the size of the application as $\rho = 256$ (i.e., $|N| = 2560$). $\text{cost}_{\text{bud}}(G)$ is changed from $\text{cost}_{\text{min}}(G) \times 1.1$ to $\text{cost}_{\text{min}}(G) \times 1.5$.

Table 8 shows that the actual costs of applications using HBCS and MSLBL can satisfy the budget constraints in all cases. In addition, the schedule length using MSLBL is less than those of the HBCS algorithm. Furthermore, the difference in the schedule lengths using the two algorithms becomes more and more obvious with the increasing budget constraints of the application. For example, when $\text{cost}_{\text{bud}}(G)$ is $\text{cost}_{\text{min}}(G) \times 1.1$, the schedule lengths using MSLBL is 35 134, 73% of that using HBCS, whereas that using MSLBL is 19 794 and 41% of that using HBCS when $\text{cost}_{\text{bud}}(G)$ is $\text{cost}_{\text{min}}(G) \times 1.5$ in this experiment.

5.3. Gaussian elimination parallel applications

To verify the performance further, this experiment uses another important real parallel application (i.e., Gaussian elimination) as experimental object. A new parameter $\rho$ is used as the matrix size of the Gaussian elimination application, and the total number of tasks is $|N| = \rho^2 + \rho - 2$ [6]. Fig. 6 shows an example of the Gaussian elimination parallel application with $\rho = 5$.
5.3.1. Varying number of tasks

To observe the performance in different scales of real applications further, this experiment is conducted to compare the actual costs and final schedule length of Gaussian elimination parallel applications for varying number of tasks. We limit costbud(G) as \( \text{cost}_{\text{min}}(G) \times 1.2 \). The number of tasks is changed from 77 (small scale) to 2627 (large scale) when \( \rho \) is changed from 12 to 72, which are approximately equal to the numbers of the Fast Fourier transform application in experiment 5.2.1.

Table 9 shows the results of the Gaussian elimination parallel applications for varying numbers of tasks using two algorithms. The actual cost and schedule length of applications increase with the increase of the number of tasks. However, the schedule length in Gaussian elimination parallel applications is longer than that in Fast Fourier transform parallel applications. Such results indicate that the Fast Fourier transform application has better parasitism than the Gaussian elimination application in the structure, and can generate shorter schedule length.

Similar to the results of Experiment 5.2.1, the actual costs of applications using HBCS and MSLBL can still satisfy and are close to the budget constraints of Gaussian elimination applications in different scales. The schedule length using MSLBL is shorter than that using HBCS in large-scale applications. For example, when the task number exceeds 600, the schedule lengths using MSLBL is 22 389, while that using HBCS are 35 460. The former is merely 63.1% of the latter. Such results indicate that MSLBL can satisfy the budget constraints with the minimum schedule length and generate shorter schedule lengths than HBCS for large-scale Gaussian elimination applications.

5.3.2. Varying budget constraints

This experiment is conducted to compare the actual cost and the final schedule length of Gaussian elimination parallel applications for varying budget constraints. We limit the size of the application as \( \rho = 72 \) (i.e., \(|N| = 2627\)), which is approximately equal to the number of tasks of the Fast Fourier transform parallel application in Experiment 5.2.2. \( \text{cost}_{\text{bud}}(G) \) is changed from \( \text{cost}_{\text{min}}(G) \times 1.1 \) to \( \text{cost}_{\text{min}}(G) \times 1.5 \).

Table 10 shows the results of the Gaussian elimination parallel application for varying budget constraints using the two algorithms. Similar to the results of Table 8 for Experiment 5.2.2,
the schedule length using MSLBL is shorter than that using HBCS in the same scale levels. When $\text{cost}_{\text{bud}}(G)$ is $\text{cost}_{\text{min}}(G) \times 1.5$, the schedule lengths using HBCS and MSLBL are 60 819 and 38 934, respectively. The latter is 64% of the former. The actual costs using two algorithms are within the budget constraints in all cases. The overall trend of both Gaussian elimination and Fast Fourier transform applications in the same scale is similar. That is, MSLBL has the shorter schedule length than HBCS for budget constrained parallel applications. Such results indicate that MSLBL is more effective in different types of parallel applications than the state-of-the-art algorithm.

5.4. Verification of budget-deadline constrained scheduling

The proposed approach is verified further by experiments of budget-deadline constrained parallel applications. For the problem of budget and deadline constrained scheduling, a scheduling can be accepted only if its actual cost and schedule length of the application can satisfy the budget and deadline constraints, respectively. DBCS is used to obtain a feasible scheduling by considering the budget and deadline constraints of the application simultaneously. HBCS and the proposed algorithm (i.e., MSLBL) are used to minimize the schedule length while satisfying the budget constraint of the application.

This experiment is conducted to compare the AR of Fast Fourier transform and Gaussian elimination parallel applications for varying number of tasks. We limit the size of applications changed from 96 (small scale) to 2560 (large scale) when $\rho$ is changed from 16 to 256 in the Fast Fourier transform applications, and changed from 77 (small scale) to 2627 (large scale) when $\rho$ is changed from 12 to 72 in the Gaussian elimination parallel applications. The budget constraint of applications $\text{cost}_{\text{bud}}(G)$ is considered in the range of $\text{cost}_{\text{min}}(G) \times 1.1$ to $\text{cost}_{\text{min}}(G) \times 10$. The deadline constraint of applications is defined in the range of $\text{S}_{\text{HEFT}}(G) \times 1.1$ to $\text{S}_{\text{HEFT}}(G) \times 10$, where $\text{S}_{\text{HEFT}}(G)$ is the schedule length of an application using the HEFT algorithm. The total number of experiments is 1000.

Table 11 shows that the AR using the three algorithms decreases with the increase of the number of tasks in the Fast Fourier transform applications. However, the AR using MSLBL is significantly higher than those using HBCS and DBCS in the same scale. For example, when $|N| = 1152$, the AR using MSLBL and HBCS are 37% and 10%, respectively. An interesting phenomenon is that the ARs obtained by using HBCS and DBCS are almost the same. This is mainly because these two algorithms adopt the preassignment scheme with the minimum execution cost of tasks.

Compared with the results in Table 11, the change trend of the AR of Gaussian elimination applications in Table 12 is similar to that of Fast Fourier transform applications. However, the ARs using the three algorithms change slowly with the increase of the number of tasks. The AR using MSLBL is higher than those using HBCS and DBCS, and the difference between them increases with the increase of the number of tasks. The ARs using HBCS and DBCS are roughly the same in the same scale levels. The results indicate that MSLBL obtains the minimum schedule length under budget and deadline constraints and has a better acceptance rate than the other two algorithms.

The combination of all the results of Fast Fourier transform and Gaussian elimination parallel applications with budget and budget-deadline constraints indicates that the proposed MSLBL algorithm is very effective in schedule length minimization while satisfying the budget constraints.

6. Conclusions

An algorithm of schedule length minimization MSLBL for budget constrained parallel applications on heterogeneous cloud computing systems is developed in this study. First, the proposed algorithm can always satisfy the budget constraint, and the correctness is verified using proof and experiments. Second, the proposed MSLBL algorithm implements efficient and low time complexity task scheduling to minimize the schedule length. The MSLBL algorithm using the budget-level design technique is highly efficient in satisfying the budget constraint and minimizing the schedule length of different scales of real parallel applications compared with the existing budget and budget-deadline constrained algorithm. The proposed MSLBL algorithm could effectively improve part of the cost-aware design for parallel applications on heterogeneous cloud computing systems.
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Table 11 Acceptance ratio of the Fast Fourier transform applications with budget-deadline constraints for varying numbers of tasks.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>96</td>
<td>71%</td>
<td>73%</td>
<td>87%</td>
</tr>
<tr>
<td>224</td>
<td>66%</td>
<td>67%</td>
<td>82%</td>
</tr>
<tr>
<td>512</td>
<td>36%</td>
<td>36%</td>
<td>64%</td>
</tr>
<tr>
<td>1152</td>
<td>10%</td>
<td>10%</td>
<td>37%</td>
</tr>
<tr>
<td>2560</td>
<td>0%</td>
<td>0%</td>
<td>15%</td>
</tr>
</tbody>
</table>

Table 12 Acceptance ratio of the Gaussian elimination parallel applications with budget-deadline constraints for varying numbers of tasks.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>77</td>
<td>77%</td>
<td>88%</td>
<td>89%</td>
</tr>
<tr>
<td>299</td>
<td>84%</td>
<td>84%</td>
<td>89%</td>
</tr>
<tr>
<td>665</td>
<td>77%</td>
<td>77%</td>
<td>81%</td>
</tr>
<tr>
<td>1175</td>
<td>62%</td>
<td>62%</td>
<td>83%</td>
</tr>
<tr>
<td>1829</td>
<td>60%</td>
<td>60%</td>
<td>88%</td>
</tr>
<tr>
<td>2627</td>
<td>47%</td>
<td>47%</td>
<td>73%</td>
</tr>
</tbody>
</table>
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