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A B S T R A C T
With the emergence of the big data age, methods for quickly and accurately obtaining valuable hot topics from the vast amount of digitized textual material have attracted much attention. In this work, we focus on topic detection in microblogs in the big data environment. Different from existing approaches, we solve this problem in a distributed way. Specifically, we propose a non-iterative algorithm called parallel two-phase mic-mac hot topic detection (TMHTD), and implement it in the Apache Spark environment. The proposed TMHTD method includes two phases, i.e., the micro-clustering phase and the macro-clustering phase. To improve the accuracy of hot topic detection, three optimization methods, along with TMHTD, are proposed. To handle large databases, we deliberately design a group of MapReduce jobs to concretely accomplish hot topic detection in a highly scalable way. We compare the TMHTD algorithm with the general single-pass algorithm and the Latent Dirichlet Allocation (LDA) algorithm. Our experiments are carried out on real-life data sets gathered from the Sina Weibo API. Extensive experimental results indicate that the accuracy and performance of the TMHTD algorithm are significant improvements over previous methods. More specifically, the F-measure value of the TMHTD algorithm shows a 6% and 8% improvement over the general single-pass algorithm and the LDA algorithm, respectively. The runtime of the TMHTD algorithm is 7 times and twice as superior to the general single-pass algorithm and the LDA algorithm, respectively.

© 2017 Published by Elsevier B.V.

1. Introduction
1.1. Motivation
With the advent of the big data era, the amount of data available has increased on a large scale in various fields. Every day, 2.5 quintillion bytes of data are created, and 90 percent of the data in the world today has been produced within the past two years [1]. The vast amount of digitized textual material is now available on the internet, but high-speed connectivity and the explosion in the volume of digitized textual content available online have given rise to information overload [2]. Clearly, although there are large amounts of worthwhile information contained in the huge quantities of data, it is impossible for people to absorb all pertinent information because humans have a limited capacity to assimilate information. Therefore, these characteristics make it extremely challenging to explore the large volumes of data and extract useful information or knowledge quickly and accurately from big data with data-mining methods [3].

Topic detection (TD) has received considerable attention and has been widely accepted as a promising research issue in data-mining to meet this challenge. TD can be seen as a clustering of events that helps analysts separate the wheat from the chaff in massive textual materials. By exploring and organizing the content of textual materials, TD attempts to identify topics that will enable us to aggregate disparate pieces of information into manageable clusters automatically. At the same time, hot topic detection provides a way to effectively track hot events and focus on important topics.

Compared with the traditional topic detection applications, such as online news and newspapers, microblogs have become a public social media with quick, short, a large number of participants, easy characters, high impact and fast information spread [4, 5]. At the same time, since microblogs are very sensitive to hot topics, microblogs play an important role in the spread of hot events. Due to the comments, reports and forwards of a large number of users, hot events have been discussed extensively on microblogs before the responses of traditional media. As a result, microblogs have become one of the main platforms for people to access and publish information, and hundreds of millions of microblogs are released per minute.
Hot topic detection for microblogs under big data environment not only provides a stronger and more flexible response to various requests in social and business applications, but also has far-reaching social and economic values. Users can grasp social hot spots, follow the tendencies of society in real-time, and keep up with significant events. Enterprises can find opportunities among hot topics that attract users, be informed of the developments in related fields, and collect information about the users’ mental activities. Professional media and authorities can keep abreast of the directions of public opinions and current hot social events on many issues, so that they can correspondingly implement policy and effectively guide public opinions. As a result, hot topic detection in microblogs for big data has aroused great concern in industry and academia.

Similar to many big data applications, hot topic detection in microblogs is also affected by the characteristics of big data seriously, and there are also many problems in practice. (1) The enormous amount of microblog data can be regarded as hundreds of millions of various input variables, but some of them contains very little information. In addition, only part of microblogs contain popular events information, most of microblogs are about people’s daily lives. Therefore, it is necessary to extract the information that can most properly describe the event and eliminate the noise data. (2) Since topic detection in microblogs is a timely task and the amount of data is huge, it is difficult to use common algorithms to deal with. (3) Due to competitive business pressures and user demands, the requirement for real time hot topic detection processing and the detection validity becomes higher than ever before [6,7]. Therefore, how to accurately and quickly obtain valuable hot topic information from big data environments is an important research problem. This research not only focuses on the efficiency of the hot topic detection methods but also maintains acceptable accuracy.

1.2. Our contributions

Motivated by the above observations, we specially focus on hot topic detection for microblog under big data environment in this paper. A distributed two-phase mac-mic hot topic detection (TMHTD) approach is proposed, and implemented on the Apache Spark. To improve the detection accuracy of hot topic, together with TMHTD, three optimization methods are also proposed. To handle large-scale data, a set of MapReduce operations are designed to achieve hot topic detection. A large number of experimental results show that the performance and accuracy of the TMHTD algorithm are significantly improved over previous methods.

In summary, our contributions are as follows.

- We propose an effective method called TMHTD to detect hot topics in microblogs in a large dataset, which includes the following two phases: the macro-clustering phase and micro-clustering phase.
- We design three optimization methods for TMHTD to effectively improve the detection accuracy of hot topic. The optimization methods include the following aspects: text selection for micro-clustering, topic selection for macro-clustering, and construction of a coarse/fine-grained similarity computation method for the single-pass clustering algorithm.
- We import the TMHTD method and the related algorithms into the Spark cloud computing environment, and a group of MapReduce jobs are deliberately designed and coordinated to accomplish the concrete computation of TMHTD.
- We evaluate the performance of the proposed solution through extensive experiments under different data set sizes and varying Spark platform configurations. A large number of experimental results show that the performance and accuracy of the TMHTD algorithm are significant improvements over previous methods. More specifically, we compare the TMHTD algorithm with the general single-pass and the LDA algorithms. The F-measure value of the TMHTD algorithm shows an improvement of up to 6% and 8% compared with the general single-pass and LDA algorithms, respectively. The run time of the TMHTD algorithm is 7 times and twice as superior to the general single-pass and LDA algorithms, respectively.

The rest of this paper is organized as follows. Section 2 reviews related work. Section 3 presents useful preliminaries. Section 4 describes the TMHTD method and the related algorithms. Section 5 imports the algorithms into the Spark cloud computing environment and implements the parallelized TMHTD. Section 6 evaluates the proposed algorithms with experiments. Section 7 concludes the paper.

2. Related work

In the past, many research groups attempted to study the topic detection [2,8–13]. In [2], the authors put forward a hot topic detection method based on multidimensional sentence modeling and timeline analysis. In [10], the authors proposed a three-level hierarchical Bayesian model named latent Dirichlet allocation (LDA), which is a generative probabilistic model for collections of discrete data such as text corpora. In [8], in order to improve the detection of relevant documents on the basis of terms found in queries, the authors proposed an approach to automatic indexing and retrieval, which takes advantage of implicit higher-order structure in the association of terms with documents. In [9], based on a statistical latent class model for factor analysis of count data, the authors proposed a novel approach to automated document indexing. In [12], the authors presented an online topic model called OLDA that identifies new topics of text streams and changes in these new topics over time, and automatically captures the thematic patterns. In [13], the authors presented a regularized topic model which enhances topic learning by using word co-occurrence information statistics. In [11], the authors presented a topic detection model named the temporal discriminative probabilistic model (DPM), which is theoretically equivalent to a classical vector space model with temporally discriminative and weights feature selection. All of the above studies have been successful applied to deal with normal texts (e.g., academic papers and news articles) without considering the particularity of microblog.

According to the characteristics of microblog, most of the existing topic detection methods are designed for microblog [14–16]. In [17], the authors proposed an improved single-pass clustering technique that uses the potential dirichlet allocation (LDA) model instead of traditional vector space model, which can extract hidden microblog topic information. In [18], the authors proposed an incremental clustering framework that can quickly detect hot emerging topics based on temporal features and a range of contents. In [19], the authors adopted a topic detection model of microblog named topic-coreterms latent dirichlet allocation (TC-LDA) model. In [20], the authors developed a novel biterm topic model (BTM) which can capture topics within short texts by explicitly modeling word co-occurrence patterns throughout corpus. In [21], the authors developed an efficient hot topic detection algorithm that can handle a large amount of tweets online. In [22], the authors proposed a parallel two-phase mic-mac hot topic detection (TMHTD) method specially designed for microblogs. However, the above works cannot effectively deal with hot topic detection of microblog when facing massive data. Unlike these methods, we use a distributed approach to solve hot topic detection.
Apache Spark was originally presented as a distributed framework [23], which is a fast and general engine for parallel processing, and has been applied in many fields. Lin et al. presented an unified cloud platform for batch log data analysis with the combination of Hadoop and Spark [24]. Zhou et al. proposed a novel MapReduce based N-1 analysis algorithm to address the static security analysis problem by using Spark cloud computing platform [25]. Solaimani et al. developed a statistical technique for online anomaly detection, which uses Spark over heterogeneous data from multi-source VMware performance data [26]. Privitera et al. proposed a solution for soft real-time GPRS traffic analysis using Spark [27]. Koliopoulos et al. discussed a distributed framework for Weka which maintains its existing user interface for big data mining using Spark [28]. Zhang et al. proposed an efficient distributed frequent itemset mining algorithm (DFIMA) which has been implemented using Spark to further improve the efficiency of iterative computation [29]. Liang et al. presented a LU decomposition based block-recursive algorithm for large-scale matrix inversion on the Spark parallel computing platform [30]. Liu et al. proposed a referential architecture on the platform solution to overcome the problems in tremendous of healthcare big data process based on Spark [31].

Spark provides another choice for large-scale data processing. In [23], the authors proposed a new framework called Spark not only have been successfully applied in implementing large-scale data intensive applications on clusters of unreliable machines, but also can be used to interactively query a 39 GB dataset with sub-second response time. In [32], the authors provided the open source computing framework unifies streaming, batch, and interactive big data workloads to unlock new applications. In [33], the authors presented an overview and brief tutorial of deep learning in mobile big data analysis and discusses a scalable learning framework over Apache Spark. In [33], the authors presented Apache spark as a unified cluster computing platform, which is very useful for executing and storing big data analysis of smart grid data. In [34], the authors aims to bring some justice by directly evaluating the performances of Spark and Flink. In [35], the authors identified several meaningful information from several sample big data sources, and explored the concept of big data analysis.

3. Preliminaries

3.1. Problem definition

Denote as a corpus documents set over time intervals, i.e., \( D = \{D_1, D_2, \ldots, D_t\}, D_i \neq D_j \) for all \( 1 \leq i \neq j \leq T \). In our work, we simplify a document into a bag of feature terms or keywords. An object \( d_i \in D_t \) can be expressed as \( d_i = \{f_{i,1}, f_{i,2}, \ldots, f_{i,k}\} \) where \( f_{i,k} \) is a feature item extracted from document \( d_i \) by applying the typical pre-processing method. A topic \( top \) is a seminal activity or event, in addition to all directly related activities and events. A hot topic is defined as a topic that appears frequently over a period of time [36]. The problem of hot topic detection can be defined as follows.

**Definition 3.1 (Hot topic detection).** Hot topic detection aims to group thematically related documents from a temporal document set into an unknown number of topics and then find a set of topics that appear frequently over a period of time.

Assuming that there is a document set \( C \), a hot topic detection approach divides \( C \) into \( K \) disjoint clusters \( \text{TOP} = \{\text{TOP}_1, \text{TOP}_2, \ldots, \text{TOP}_K\} \). We use \( \text{Heat(TOP)} \) to denote the frequency vector of the topic set TOP contained in the document \( C \). Then, the frequency vector of the topic set TOP can be written as

\[
\text{Heat(TOP)} = \langle \text{Heat(TOP}_1), \text{Heat(TOP}_2), \ldots, \text{Heat(TOP}_K) \rangle.
\]  

Finally, all topics are sorted in descending order by frequency, and the top \( k (1 \leq k \leq K) \) topics are selected as the final hot topics. Note that we consider the application to microblog. A critical problem is how to detect and extract hot topics from a large amount of microblog document sets quickly and accurately. Thus, the objective of this paper is to improve the accuracy and efficiency of hot topic detection in microblogs for big data applications.

3.2. The general framework

In this section, we present a general framework for processing hot topic detection following this strategy. The main steps of hot topic detection are depicted in Fig. 1 and are described in detail as follows.

**Step 1.** Text preprocessing. Preprocessing microblog text is the first step in hot topic detection. The microblog information needs to be structured in such a way that the computer can recognize it. Text preprocessing includes word segmentation and filtering of meaningless words. According to the language we need to process, we must choose the relevant word segmentation tool, such as ICTCLAS for a Chinese corpus. After the word segmentation, we remove meaningless words, such as stop words and characters not in Latin or Chinese. We obtain a set of words (i.e., feature items) after preprocessing the microblog texts.

**Step 2.** Feature selection and weighting. Feature items from different parts of the text contribute differently to the main idea of the microblog text. Nouns, verbs, adjective, numeral and name entities (NEs) are usually selected as the features to represent each document in general microblog hot topic detection. After feature selection, the feature weight values should be calculated. There are two main methods to calculate feature weights as follows: Boolean weights and TF-IDF (term frequency-inverse document frequency) weights. The TF-IDF measure is widely used to weight the features [37].

**Step 3.** Text model construction. Usually, the vector space model (VSM) is used to express microblog text. The basic idea of the vector space model is to represent text by using space vectors, where each dimension of the vector represents a feature item and the value of each dimension represents the weight of the corresponding feature item. Then, text \( d_i \) can be converted to a vector. For example, for text \( d_i \), the vector space model of \( d_i \) is \( V(d_i) = (f_{i,1}, w_{i,1}, f_{i,2}, w_{i,2}, \ldots, f_{i,k}, w_{i,k}) \), where \( f_{i,k} \) is the feature item and \( w_{i,k} \) is the weight of \( f_{i,k} \).

**Step 4.** Topic clustering. Many documents are clustered using the single pass clustering algorithm [39], which is a technique that has proven to be reasonably effective for TD. Single-pass is a non-iterative clustering algorithm, which has an obvious advantage for processing massive data. However, it has low accuracy when applied to microblog hot topic detection because it is sensitive to the order of the inputs, and it takes a long time to process small clusters with few microblogs because there are still too many topic-unrelated noise microblogs.

3.3. Apache Spark

Apache Spark is one of most famous cloud computing frameworks for large-scale data processing. It can work in the standalone cluster mode or on top of the next-generation Hadoop cluster called YARN. It provides in-memory cluster computing, which is 100 times faster than Hadoop MapReduce [40]. Similar to Hadoop, Spark also possesses good characteristics, such as high scalability and fault tolerance.

The core of the programming model features resilient distributed data sets (RDD), which is a new distributed memory abstraction. RDD represents a collection of distributed items that
can be manipulated across many computing nodes concurrently. It allows us to store a data cache in memory and perform computations for the same data directly from memory. Therefore, the Spark platform saves large amounts of disk I/O operation time. After the RDD is constructed, the programmer can perform transformations and actions. Transformations (e.g., map and filter) create new data sets from the existing RDD or the input file, while actions (e.g., reduce, collect, count, length, and savestartfile) return a value after executing calculations on the RDD [41].

4. Two-phase mic-mac hot topic detection method

The inadequacy of the traditional single-pass cluster algorithm for hot topic detection exists because (1) it is very time consuming for processing massive data and (2) it is limited in accuracy. To improve the time efficiency of the single-pass clustering algorithm, we propose a parallel two-phase mic-mac hot topic detection (TMHTD) method based on an improved single-pass clustering algorithm, and import the TMHTD method and the related algorithms into the Spark cloud computing environment. To improve the accuracy of hot topic detection, we design three optimization methods for TMHTD, which include the following aspects: text selection for micro-clustering, topic selection for macro-clustering, and construction of a fine/coarse-grained similarity computation method for the single-pass clustering algorithm.

4.1. Sketch of two-phase mic-mac hot topic detection method

**Definition 4.1 (Two-phase Mic-mac Hot Topic Detection method, TMHTD).** In this paper, we propose a two-phase mic-mac hot topic detection (TMHTD) method, which consists of two phases: the micro-clustering phase and the macro-clustering phase. In the first phase, original data sets are partitioned into a group of smaller data subsets by using TMHTD algorithm. Then, these data subsets are clustered into many topics by using an improved non-iterative single-pass cluster algorithm. The main purpose of the first phase is to implement the improved single-pass algorithm on Spark, and improve the run time and accuracy of the single-pass algorithm. In the second phase, these topics are integrated into a single data set, and then the data set is clustered again according to an improved non-iterative single-pass clustering algorithm to obtain the final detection results. The main purpose of the second phase is to effectively detect hot topics.

**Fig. 1** illustrates the workflow of our advanced solution, which receives a large dataset as the input and produces hot topics after the application of the TMHTD method. In the beginning, the text selection method reduces the number of document sets from M to m (m < M), and topic-unrelated text is removed. The details of the text selection process will be discussed in Section 4.2.

In the first phase, the document sets are clustered into many small topics using an optimal single-pass algorithm, producing intermediate results. Before the second phase, we filter out low frequency topics and reduce the number of micro-topics in order to improve the accuracy of the clustering result. The details of the topic selection process will be discussed in Section 4.3. In the second phase, the micro-topics are further clustered into macro-topics using an optimal single-pass algorithm to obtain the final hot topic sets.

The following two similarity computation methods are introduced in the optimal single-pass algorithm: a fine-grained similarity computation method and a coarse-grained similarity computation method. The fine-grained similarity computation method is used for the micro-clustering process, while the coarse-grained similarity computation method is used for the macro-clustering process. The details of these two methods will be discussed in Section 4.4.

The two phases of our approach, which are based on the two levels of topics for the big data environment, are implemented in Spark. The TMHTD algorithm is essentially a parallel algorithm, which includes the following two phases: the micro-clustering phase and macro-clustering phase. Before the first phase, an optimization method (text selection for micro-clustering) is adopted for TMHTD to improve the accuracy of hot topic detection and produce intermediate results. The intermediate results are then clustered in two phases, and the final set of hot topics is obtained. If the Spark platform is used, these intermediate results generated in the first phase only need to be stored in memory, without having to be stored in HDFS, greatly improving the performance of the algo-
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4.2. Text selection for micro-clustering

There are a lot of topic-unrelated texts in data sets. Such texts not only influence the efficiency of the clustering method, but also lead to significant noise. Therefore, these topic-unrelated texts should be removed as much as possible based on the contribution of their feature items to the topic.

Given a document set D, after preprocessing, the text $d_i \in D$ is expressed as the collection of feature items: $d_i = \{f_{i,1}, f_{i,2}, \ldots, f_{i,k}\}$. Then, we can build a feature vector space of every text as follows: $V(d_i) = \{f_{i,1}, w_{i,1}; f_{i,2}, w_{i,2}; \ldots; f_{i,k}, w_{i,k}\}$. The weight of every feature item can be calculated using the normalized TF-IDF function. Therefore, we have:

$$w_{i,k} = \frac{ff_{i,k} \times \log(N/n_{i,k} + 0.01)}{\sqrt{\sum_{j=1}^{M} \left( ff_{i,j} \times \log(N/n_{i,j} + 0.01) \right)^2}}$$

(2)

where $N$ is the number of texts, $n_{i,k}$ is the number of texts that have feature item $f_{i,k}$, and $ff_{i,k}$ is the frequency of feature item $f_{i,k}$ in text $d_i$.

Accordingly, our strategy for determining the contributions of feature items considers the following factors: feature frequency and feature burst. To effectively measure the contributions of feature variables, we introduce a score function to determine whether the text is related to the topic. Before defining the score function, we first introduce the concepts of frequency and burst of a feature.

**Definition 4.2 (Frequency of the feature):** The factor is used to evaluate how many texts contain feature $f_{i,k}$. The frequency of the feature is defined as

$$fr(f_{i,k}) = \frac{N(f_{i,k})}{Num}$$

(3)

where $Num$ is the total number of documents, and $N(f_{i,k})$ is the number of documents containing feature $f_{i,k}$.

$$I(f_{i,k}) = \begin{cases} fr(f_{i,k}), & \text{if } \theta_2 < fr(f_{i,k}) < \theta_1; \\ 0, & \text{otherwise}. \end{cases}$$

(4)

**Definition 4.3 (Burst of the feature):** The factor is used to evaluate the document frequency over a finite time. A word is bursty if it appears in a large number of documents and exhibits high document frequency over a finite time. The burst of the feature is defined as

$$Burst(f_{i,k}) = \max_{\epsilon(0,T)} \left\{ \frac{Freq(f_{i,k})}{\left( \sum_{t=1}^{T} Freq_{t-1}(f_{i,k}) \right)} \right\}$$

(5)

where $Freq(f_{i,k})$ is the number of documents containing feature $f_{i,k}$ at time $t$, and $Freq_{t-1}(f_{i,k})$ is the average number of documents containing feature $f_{i,k}$ before time $t$. $CF(f_{i,k}) = I(f_{i,k}) \times Burst(f_{i,k})$.

According to Eq. (6), a large $CF(f_{i,k})$ means $f_{i,k}$ has a large contribution in $d_i$. In this paper, a keyword is regarded as a feature item with a
high value of the contribution function. We select the top $m$ feature items, and transform them into a corresponding keyword set $KY$ according to the values of the energy function.

$$\text{Score}(d_i) = \sum_{k=1}^{K} w_{i,k} \times CF(f_{i,k}).$$

(7)

where $w_{i,k}$ represents the weight of the feature $f_{i,k}$ in the text $d_i$, and the contribution function $CF(f_{i,k})$ returns the contribution value associated with $f_{i,k}$. Thus, this score formula evaluates the topic-related likelihood of text $d_i$ by considering the frequency and bursty of each feature in text $d_i$.

**Algorithm 1.** Text Selection for Micro-clustering Algorithm (Micro-TSA)

**Require:**
- $D$: The document set;
- $\delta$: The threshold for score.

**Ensure:**
- $DD$: The document set that reduce noise text;
- $KY$: A set of $m$ keyword feature variables.

1. for each $d_i \in D$ do
2. Receive the number $K$ of feature items from $d_i$
3. $k \leftarrow 1$
4. while ($k \neq K$) do
5. Compute the weight value $w_{i,k}$ by Eq. (2)
6. Compute the contribution value $CF(f_{i,k})$ by Eq. (6)
7. $k \leftarrow k + 1$
8. end while
9. Compute the score value $\text{Score}(d_i)$ by Eq. (7)
10. Sort feature items in descending order by $CF(f_{i,k})$
11. Put top $m$ item variables to key $[0, \ldots, m - 1]$
12. $KY \leftarrow \text{key}[0, \ldots, m - 1]$
13. if $\text{Score}(d_i) < \delta$, then
14. Remove $d_i$ from $D$
15. end if
16. end for
17. Set $DD \leftarrow D$
18. return $DD, KY$

4.3. Topic selection for macro-clustering

In the topic clustering process, the micro-topics are clustered again into corresponding macro-topics by the single-pass algorithm. The heat value of the topic is used to measure the topic frequency in the clustering process [42]. There are some low frequency topics in the micro-topic set. The heat values of the low frequency topics are much smaller than those of the hot topics. To improve the accuracy of the clustering result, we filter the low frequency topics and reduce the number of micro-topics before the micro-topics are further clustered into corresponding macro-topics. The topic selection method based on the heat of the topic is as follows:

First, let $C = \{top_1, top_2, \ldots, top_M\}$ be a micro-topic set, where $M$ is the number of topics. Let $\text{Heat}(top_i)$ denote the heat of $top_i$. Then, $\text{Heat}(top_i)$ can be expressed as

$$\text{Heat}(top_i) = PN(top_i) + CN(top_i) + RN(top_i) + MN(top_i),$$

(8)

where $PN(top_i)$ is the number of participators of $top_i$, $CN(top_i)$ and $RN(top_i)$ are the number of comments and retweets of $top_i$, and $MN(top_i)$ is the microblog number contained in $top_i$.

Second, we sort the topics by heat values in descending order. Fig. 3 shows an example of $\text{Heat}(top_i)$, with the heat values in descending order. From the results, we can observe that the value of $\text{Heat}(top_i)$ has a sudden change when the topic is low frequency. The jump point of the topic heat is defined as the sudden change point of the topic heat compared to the total topic heat, and the heat change rate is used to find the jump point. Let $Rate(top_i)$ denote the heat change rate of $top_i$. Then, $Rate(top_i)$ is calculated by

$$Rate(top_i) = \left| \frac{\text{Heat}(top_{i+1}) - \text{Heat}(top_i)}{\text{Heat}(top_i)} \right| - \left| \frac{\text{Heat}(top_{i+1}) - \text{Heat}(top_{i+1})}{\text{Heat}(top_{i+1})} \right|.$$ 

(9)

Last, based on the heat change rates of the topics, further filtering is conducted. Given a threshold $\delta$, if $Rate(top_i) < \delta$, the topics for which the heat value is smaller than or equal to the value of the jump point will be filtered. Otherwise, $top_i$ will be retained as a high frequency micro-topic variable for further clustering. Thus, the number of dimensions of the topic set is reduced from $M$ to $M - (m < M)$.

The detailed steps of the topic selection for the macro-topic clustering process are illustrated in Algorithm 2.

**Algorithm 2.** Top Selection for Macro-clustering Algorithm (Macro-TSA)

**Require:**
- $C$: The micro-topic set;
- $\delta$: The threshold for the jump point.

**Ensure:**
- $TS$: A set of $m$ important micro-topic variables of $C$.

1. Create an empty string array $TS$
2. for each $top_i \in C$ do
3. Calculate $\text{Heat}(top_i)$ for target micro-topic variable top$_i$ by Eq. (8)
4. end for
5. Sort the micro-topic variables $top_i$ in descending order by $\text{Heat}(top_i)$
6. for $i = 2$ to $n$ do
7. Calculate $Rate(top_i)$ by Eq. (9)
8. if $Rate(top_i) > \delta$ then
9. $m \leftarrow i$
10. break
11. else
12. $i \leftarrow i + 1$
13. end if
14. end for
15. if $m = 0$ then
16. Put $m$ micro-topic variable to $TS[0, \ldots, m]$
17. end if
18. return $TS$

4.4. Fine/coarse-grained similarity computation of single-pass algorithm

In this paper, the single-pass clustering technique is used to group the document sets into clusters. Cosine similarity is used as
a measurement to calculate the similarity between text \( d_i \) and \( d_j \), namely,

\[
\text{sim}(d_i, d_j) = \cos(\vec{d}_i, \vec{d}_j)
\]

\[
= \frac{\vec{W}_i \cdot \vec{W}_j}{\|\vec{W}_i\|_2 \times \|\vec{W}_j\|_2} = \frac{\sum_{k=1}^{n} W_{i,k} \times W_{j,k}}{\sqrt{\sum_{k=1}^{n} W_{i,k}^2} \times \sqrt{\sum_{k=1}^{n} W_{j,k}^2}},
\]

(10)

where \( n \) is the total number of feature items in the two feature vector, \( \vec{W}_i \) and \( \vec{W}_j \) are the weight vectors of texts \( d_i \) and \( d_j \), respectively. \( W_{i,k} \) and \( W_{j,k} \) represent the weights of the \( k \)th feature items of vectors \( \text{KWV}_i \) and \( \text{KWV}_j \), respectively, and \( n \) is the total number of feature items in the two vectors.

Algorithm 3, FSCA, illustrates the functionality of the fine-grained similarity computation method.

**Algorithm 3. Fine-grained Similarity Computation Algorithm (FSCA)**

**Require:**

- \( DD \): The document set;
- \( d_i \): An text of the document set \( DD \).

**Ensure:**

- \( \text{sim}_\text{FSC}(d_i, d_j) \): The similarity of the text \( d_i \) and \( d_j \).

1: Remove \( d_i \) from \( DD \)
2: for each \( d_j \in DD \) do
3: \hspace{1em} Get \( \text{sim}(d_i, d_j) \) by Eq. (12)
4: \hspace{1em} \( \text{sim}_{\text{FSC}}(d_i, d_j) \leftarrow \text{sim}(d_i, d_j) \)
5: end for
6: return \( \text{sim}_{\text{FSC}}(d_i, d_j) \)

**4.4.2. Coarse-grained similarity computation**

The centroid of every topic is used in the coarse-grained similarity computation. The centroid \( CD_i \) of \( \text{top}_i \) can be computed as:

\[
CD_i = \frac{1}{N} \sum_{i=1}^{N} \vec{d}_i,
\]

(13)

where \( N \) is the number of the text on one topic, and \( \vec{d}_i \) is the feature vector for every text.

Based on the centroid \( CD_i \) and Eq. (10), the similarity between \( \text{top}_i \) and \( \text{top}_j \) is described as follows:

\[
\text{sim}(\text{top}_i, \text{top}_j) = \cos(CD_i, CD_j)
\]

\[
= \frac{W_{CD_i} \cdot W_{CD_j}}{\|W_{CD_i}\|_2 \times \|W_{CD_j}\|_2},
\]

(14)

where \( W_{CD_i} \) and \( W_{CD_j} \) are the weight vectors of centroids \( CD_i \) and \( CD_j \).

Algorithm 4, CSCA, illustrates the functionality of the coarse-grained similarity computation method.

**Algorithm 4. Coarse-grained Similarity Computation Algorithm (CSCA)**

**Require:**

- \( TS \): The micro-topic set;
- \( \text{top}_i \): A topic of \( TS \).

**Ensure:**

- \( \text{sim}_{\text{CSC}}(\text{top}_i, \text{top}_j) \): The similarity of the topic \( \text{top}_i \) and \( \text{top}_j \).

1: Remove \( \text{top}_i \) from \( TS \)
2: Get \( CD_i \) by Eq. (13)
3: for each \( \text{top}_j \) in \( TS \) do
4: \hspace{1em} Get \( CD_j \) by Eq. (13)
5: \hspace{1em} \( \text{sim}_{\text{CSC}}(\text{top}_i, \text{top}_j) \leftarrow \text{sim}(\text{top}_i, \text{top}_j) \)
6: end for
7: return \( \text{sim}_{\text{CSC}}(\text{top}_i, \text{top}_j) \)

The steps of the similarity computation in the single-pass clustering algorithm are shown in Algorithm 5. The thresholds given in our two similarity computation methods are different, and these thresholds are adjusted and determined based mainly on repetitive experimental experience.
Algorithm 5. Optimization Algorithm of Single-Pass (OASP)

Require:
- DD: The document set;
- TS: Topic seed set;
- $\delta_1, \delta_2$: The thresholds in the similarity computation phase;
- $J$: The similarity computation type.

Ensure:
- TP: The final topic set.

1: if $J = 1$ then
2:     for each $d_i \in DD$ do
3:         $sim \leftarrow \text{Max}(\text{sim}_C(d_i, d_i))$
4:     if $sim > \delta_1$ then
5:         $top_i \leftarrow \{d_i\}$
6:     else
7:         $top_i \leftarrow \emptyset$
8:     $TS \leftarrow TS \cup \{top_i\}$
9: else if $J = 2$ then
10:     end if
11: else
12:     for each $top_i \in TS$ do
13:         $sim \leftarrow \text{Max}(\text{sim}_R(top_i, top_i))$
14:     if $sim > \delta_2$ then
15:         Remove top_i from TS
16:     Insert $top_i$ into $Top_i$
17:     end if
18: end for
19: end if
20: TP $\leftarrow TS$
21: return TP

5. Implementation on Spark

In order to cope with the challenges of big data, while improving the efficiency of the hot topic detection for microblog in big data, the Spark cloud computing framework is used to achieve the two-phase mic-mac hot topic detection.

5.1. Data partitioning

Before the hot topic detection process, the big data sets are loaded to the Spark Tachyon memory system as an RDD object. This process is presented in Fig. 4.

First, an RDD object $RDD_0$ is defined to save the original data set, which was obtained by a web crawler and stored in external files beforehand. Then, a random sampling technique is adopted to partition the $RDD_0$. Since a dataset can be evenly divided across partitions by a random partitioning method, we expect there to be an equal number of document objects in each partition. We divide the $RDD_0$ into $n$ splits, where $n$ is equal to the number of cores of the cluster. Let $RDD_{ij}, 1 \leq i \leq n$, denote the data sets partitioned from $RDD_0$, where $n$ is the number of partitions, and $RDD_0 = \sum_i^{n} RDD_{ij}$, $RDD_i \cap RDD_j = \emptyset, 1 \leq i \neq j$. The $n$ RDD objects are defined to save $n$ subsets. RDD objects are constructed and saved into the Tachyon memory system.

5.2. Parallel process of TMHTD algorithm

To improve the speed of the hot topic detection process, a dual parallelization process is carried out. The whole computation flowchart of TMHTD on Spark is shown in Fig. 5, which consists of two tasks.

5.2.1. Task One: parallel text selection

First, as described above, the initial data is pre-processed by task one to obtain a data set, which can then be processed by the multi-worker evaluation scheme of the TMHTD algorithm. Fig. 6 shows the MapReduce process of text selection for document subsets. From Fig. 6, it can be seen that the process of the algorithm is implemented in the Spark computing cluster with the MapReduce model with RDD objects. $K$ subsets are allocated to $K$ map tasks at the same time, and $K$ map tasks are assigned to multiple slave nodes. At the map stage, as we can see from Fig. 6, each feature variable subspace is mapped to the corresponding map task concurrently. The $CF_{f_{i,k}}$ and $W_{i,k}$ information values of each feature variable subspace are calculated in map tasks at the same time.

Second, it goes to the shuffle stage. The $Score(f_{i,k})$ of all feature variables is shuffled and calculated.

Third, it proceeds to reduce stage, in which the weighted value $Score(f_{i,k})$ of each feature variable is combined with the same variable name. Then, each value $Score(d_i)$ is calculated and sorted by a corresponding reduction function.

Finally, the score values are sorted in descending order, and the top $m$ values are selected as the final results of the document data. The number of dimensions of the document sets is reduced from $M$ to $m$ with the first task. The dimension subspace of document data sets is saved as a new RDD object $RDD'$. The steps of the parallel text selection process are presented in Algorithm 6.

Fig. 5. The parallel process of TMHTD approach.
Algorithm 6. Parallel Process of Text Selection (PPTS)

Require: 
\( \text{RDD}_D \): RDD objects of document set \( D \).

Ensure: 
\( \text{RDD}'_k \): The RDD objects after text selection.

1: for \( \text{RDD}_i = 1 \) to \( k \) do
2: for each feature variable \( f_{ij} \in \text{RDD}_i \) do
3: \( l \leftarrow k \)
4: Map \( f_i \) feature subspace of \( \text{RDD}_i \) to \( \langle f_{ij}, \text{RDD}_j \rangle \)
5: Calculate the weight value \( < f_{ij}, w_{ij} > \) with Partition(w(\text{RDD}_j))
6: Calculate the contribution value \( < f_{ij}, \text{CF}_{ij} > \) with Partition(cf(\text{RDD}_j))
7: Calculate the score value \( \langle f_{ij}, \text{Score}_{ij} \rangle \) with function \( \text{Scorevalue}(\langle f_{ij}, \text{RDD}_j \rangle) \)
8: end for
9: end for
10: for \( \text{RDD}_i = 1 \) to \( k \) do
11: Shuffle \((\langle f_{ij}, \text{Score}_{ij} \rangle)\)
12: Calculate the score value \( \text{Score}(d_i) \) by function \( \text{Reduce}.\text{getscore}(d_i, \text{Score}(d_i)) \)
13: Assign the \( m \) texts with top \( m \) score value to \( \text{RDD}[0,...,m-1] \)
14: \( \text{RDD}'_i \leftarrow \text{RDD}[0,...,m-1] \)
15: end for
16: return \( \text{RDD}'_i \)

5.2.2. Task two: parallel clustering

The second MapReduce task receives the output of reduce from task one as an input. It aims to detect the final hot topics. The MapReduce process of the parallel clustering algorithm is presented in Fig. 7.

As described above, the \( \text{RDD}'_i \) subsets should be assigned to a plurality of slave nodes on the Spark platform. At the map stage, \( k \) hot topics are built in each map task at the same time with the clustering algorithm (Algorithm 5) and topic selection algorithm (Algorithm 2). The selected hot topics \( \text{TS}_1 \) and removed hot topics \( \text{TS}_2 \) are calculated at the partition stage. At the reduce stage, \( \text{TS}_1 \) are shuffled into one reduce job. Next, the final macro-topics are calculated using Algorithm 5. Based on the output of these steps, we can present a list of hot topics. The steps of the parallel clustering are presented in Algorithm 7.

Algorithm 7. Parallel Process of Clustering Algorithm (PPCA)

Require: 
\( \text{RDD}'_i \): A RDD object after text selection.

Ensure: 
\( \text{TOP} \): The hot topic set.

1: for \( \text{TOP} = 1 \) to \( k \) do
2: Map \( \text{RDD}'_i \) to \( \langle t_i, \text{TOP} \rangle \)
3: Get the micro-topic TS from \( \langle t_i, \text{TOP} \rangle \) using Algorithm 5 (OASP(RDD', \( \text{TOP}_i \), \( \delta_1 \), \( \delta_2 \), 2))
4: Get the micro-topic set TSS using Algorithm 2 (Macro-TSA(TS, \( \delta \))
5: \( \text{TS}'_i \leftarrow \text{TSS} \)
6: end for
7: Combine the topic \( \text{TOP} \) with \( \text{TS}'_i \)
8: Get the macro-topic TP from \( \text{TOP} \) using Algorithm 5 (OASP(RDD', \( \text{TOP}_i \), \( \delta_1 \), \( \delta_2 \), 2))
9: Calculate the topic heat value Heat(\( \text{TOP}_i \)) by Eq. (8) from \( \text{TP} \)
10: Sort \( M \) topic variables of \( \text{TP} \) in descending order by Heat(\( \text{TOP}_i \))
11: Put top \( m \) hot topics to \( \text{TOP}[0,...,m-1] \)
12: return \( \text{TOP} \)

6. Experimental evaluation

6.1. Experiment setup and datasets

Our data were gathered from the Sina Weibo which is the top microblog service in China. We monitored a stream using the Sina Weibo API to crawl and collect approximately 16 million pieces microblog data from 800 thousand users. This access level collects vast amounts of data spread over a short time horizon and provides a statistically significant input. Each microblog was saved as a text file, and the maximum size of the dataset is 3 TB. The size of the dataset is increased to different levels in each set of experiments.

We have conducted our experiments on LuCloud, which is a homogeneous Spark cluster located in Hunan University running the stable version Spark 1.1.0. The cluster consists of one master computing node and 100 slave computing nodes. Each computing node has the same physical environment, i.e., one Pentium (R) Dual-Core 3.20 GHZ CPU and 8 GB memory. The operating system of each node is Ubuntu 12.04.4. All the nodes are interconnected with a high speed Gigabit network.
6.2. Accuracy evaluation

We study the accuracy of our algorithm. To quantify accuracy, the experimental results are analyzed with the F-measure ($F_m$):

$$F_m = \frac{(1 + \beta^2) \text{recall} \times \text{precision}}{\beta^2 \text{recall} + \text{precision}}$$  \hspace{1cm} (15)

where $F$ denotes the synthetic performance of a system, precision is the percentage of correct detections, and recall is the percentage of the total hot topics detected that are actually detected. The value of $\beta$ is taken as 1. The higher the $F$-measure, the more accurate the final result is. The value of $\beta$ is the relative weight between recall and precision, the value of $\beta$ is more than 1 if precision is more important and the value of $\beta$ is less than 1 if recall is more important. We set the value to 1, and consider recall and precision to be equally important in our experiments. Recall is defined as Eq. (16):

$$\text{recall} = \frac{N_{\text{right}}}{N_{\text{all}}}.$$ \hspace{1cm} (16)

where $N_{\text{right}}$ denotes the number of texts that are correctly classified into a topic, and $N_{\text{all}}$ denotes the number of all texts in a topic. Precision is defined as Eq. (17):

$$\text{precision} = \frac{N_{\text{right}}}{N_{\text{real}}}.$$ \hspace{1cm} (17)

where $N_{\text{real}}$ denotes the number of texts which are actually classified into a topic. To evaluate the experiment by means of precision, recall and $F$-measure, the existing algorithm is used to detect the hot topics of the available data and obtain the hot topics and preliminary classification of the data. Then, we manually label the classified data.

We evaluate the accuracy of the TMHTD algorithm by comparing it to the general algorithm and other improved algorithms. Table 1 lists the names and related descriptions of all algorithms used in the experiments. HTD-LDA is an improved approach in Ref. [10], which is one of the successful and popular topic modeling algorithms in practice. Some experiments are carried out using the HTD-SP, HTD-LDA, and TMHTD algorithms. The experiment using HTD-SP was carried out on a single machine. In the experiments using HTD-LDA and TMHTD, Spark 1.1.0 was deployed in a cluster with 5 nodes.

Each case uses a different dataset size. The sizes of the datasets are 32 MB, 64 MB, 1 GB, and 4 GB. Through calculating the $F$-measures of the algorithms, the different accuracies of various environments are compared and analyzed.

The results are shown in Table 2. It is found that the $F_{\text{measure}}$ values of HTD-SP and HTD-LDA are much lower than those of TMHTD. The $F_m$ values of HTD-SP and HTD-LDA are, respectively, 0.7585 and 0.8106, lower than that of TMHTD (0.8918) when the data size is 64 MB. The $F_m$ values of HTD-SP and HTD-LDA are, respectively, 0.5418 and 0.5941 lower than that of TMHTD (0.7680) when the data size is 4 GB. It is found that because there are noisy data in the experimental data sets, when the data size increases, the average $F_m$ of each algorithm is reduced gradually. Generally, TMHTD can provide more accurate detection than traditional methods (for example, HTD-SP and HTD-LDA). Thus, hot topics detected by our method will better satisfy users.

---

**Table 1**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTD-SP</td>
<td>The general approach (single-pass)</td>
</tr>
<tr>
<td>HTD-LDA</td>
<td>The improved approach in Ref. [10]</td>
</tr>
<tr>
<td>TMHTD</td>
<td>The efficient approach in this paper</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>Data size</th>
<th>Methods</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 MB</td>
<td>HTD-SP</td>
<td>0.7572</td>
<td>0.8715</td>
<td>0.8103</td>
</tr>
<tr>
<td></td>
<td>HTD-LDA</td>
<td>0.8194</td>
<td>0.9159</td>
<td>0.8650</td>
</tr>
<tr>
<td></td>
<td>TMHTD</td>
<td>0.9036</td>
<td>0.9424</td>
<td>0.9226</td>
</tr>
<tr>
<td>64 MB</td>
<td>HTD-SP</td>
<td>0.7036</td>
<td>0.8228</td>
<td>0.7585</td>
</tr>
<tr>
<td></td>
<td>HTD-LDA</td>
<td>0.7687</td>
<td>0.8574</td>
<td>0.8106</td>
</tr>
<tr>
<td></td>
<td>TMHTD</td>
<td>0.8774</td>
<td>0.9067</td>
<td>0.8918</td>
</tr>
<tr>
<td>1 GB</td>
<td>HTD-SP</td>
<td>0.6437</td>
<td>0.7292</td>
<td>0.6838</td>
</tr>
<tr>
<td></td>
<td>HTD-LDA</td>
<td>0.6966</td>
<td>0.7546</td>
<td>0.7244</td>
</tr>
<tr>
<td></td>
<td>TMHTD</td>
<td>0.8363</td>
<td>0.8430</td>
<td>0.8396</td>
</tr>
<tr>
<td>4 GB</td>
<td>HTD-SP</td>
<td>0.5195</td>
<td>0.5654</td>
<td>0.5418</td>
</tr>
<tr>
<td></td>
<td>HTD-LDA</td>
<td>0.5422</td>
<td>0.6571</td>
<td>0.5941</td>
</tr>
<tr>
<td></td>
<td>TMHTD</td>
<td>0.7372</td>
<td>0.8016</td>
<td>0.7680</td>
</tr>
</tbody>
</table>

6.3. Performance evaluation

Two well-accepted performance metrics, run time and speedup, are adopted to measure the performance of TMHTD. Speedup refers to how much faster a parallel algorithm is than the corresponding sequential algorithm, which can be defined as follows:

$$\varphi = \frac{T_s}{T_p},$$

where $T_s$ is the sequential execution time and $T_p$ is the parallel execution time. If the speedup has a linear relation with the number of nodes when the data size is fixed, the algorithm will have good scalability.

6.3.1. Varying data set size for run time

Our experiments are performed with varied data sizes on a Spark cluster with 15 nodes and on a single machine. Here the TMHTD and HTD-LDA methods are performed on a Spark cluster, and the HTD-SP method is performed on a single machine. In order to clearly observe the results, our experimental results are divided into several charts to show different results. In Fig. 8, there are three charts presenting the run time comparisons of the TMHTD, HTD-LDA, and HTD-SP.

We use 1 MB, 5 MB, 10 MB, 20 MB, and 40 MB random sampling to change the data set size for TMHTD, HTD-LDA, and HTD-SP. Fig. 8(a) illustrates the three algorithms in a small instance. It is clear that increasing the size of the random sampling leads to increased run time, and the degree of growth between TMHTD and HTD-SP is quite different. However, there is not much difference between the run times of the three algorithms.

Fig. 8(b) illustrates the effects on three algorithms of varying the data set size, using 100 MB, 500 MB, 1000 MB, 1500 MB, and 2000 MB random sampling. The average running time of TMHTD is less than those of HTD-SP and HTD-LDA. Therefore, TMHTD achieves a faster processing speed than the other algorithms in our experiments. When the size of the sample data is increased, the tendency is more noticeable. When the sample data size grows from 100 MB to 2000 MB, the runtime of HTD-SP is increased from 1356.16 to 25709.05 s, while that of TMHTD is increased from 129.43 to 2075 s. We also observe that the run time of the HTD-SP method keeps increasing, and the degree of growth is increasing. While using the parallel method, the run time has modest growth especially for large-scale samples.

6.3.2. Varying the number of computing nodes for run time

For the same data size (1000 MB random samples), we vary the number of Spark nodes in the TMHTD algorithm. Through observing the run time of the algorithm, the different performances for various environments are compared and analyzed. Fig. 9 shows the changes in the run time when the number of cluster nodes is increased gradually.

In Fig. 9, we find that increasing the number of cluster nodes from 10 to 50 significantly reduces the run time. This demonstrates that the number of Spark nodes affect the time efficiency of TMHTD. As we know, the computing time, the disk I/O time and the network I/O time are the major parts of the total execution time of big data processing jobs. For Spark, the distributed memory data abstraction reduces the impact of the disk I/O time on performance. However, when the number of Spark nodes is increased from 50 to 80, the total running time shows no obvious decrease. We can observe that for more than 50 nodes, the average run time of the TMHTD algorithm has a decreasing tendency, but computing nodes have little impact on computing performance. This happens because too many map tasks lead to over-splitting of the data, introducing too much overhead and internal communication delays. When the number of cluster nodes continues to increase, the disk I/O operations of each node will be more frequent, leading to reduced performance.

From the two groups of experimental results, we know that the operating speed of the TMHTD algorithm is higher than those of HTD-SP and HTD-LDA.
cluster node cannot be raised for reading or writing the intermediate data.

6.3.3. Speedup of the TMHTD algorithm with different data sets in different environments

To verify the speedup of TMHTD, experiments are conducted in size a cluster of nodes ranging from 10 to 20. There are four synthetic data sets used in the experiments (500 MB, 1000 MB, 1500 MB and 2000 MB data size). Fig. 9 shows the speedup of TMHTD.

From Fig. 8, we can observe that when facing a large amount of data, our algorithm can achieve larger speedup. This is primarily because the computation cost is so dominant that the effect of the communication cost on speedup is almost invisible. The speedup value is 7.02 when the data size is 500 GB and the number of nodes is 10, while the speedup value reaches 7.73 when the data size is 2000 GB and the number of nodes does not change. Meanwhile, the speedup of TMHTD increases relatively linearly with the growth of the number of nodes. The experimental result shows that TMHTD on the Spark platform has good speedup with big data and performs better with larger data sets (Fig. 10).

Overall, these experimental results show that TMHTD performs well in terms of accuracy, and TMHTD on the Spark platform has good performance in a big data environment.

7. Conclusion

In this paper, we have investigated the problem of how to quickly and accurately obtain valuable hot topics from a large number of textual digital materials, and proposed a non-iterative parallel algorithm called two-phase mic-mac hot topic detection (TMHTD) method, which is specially designed for microblog under big data environment, and implemented on the Apache Spark. The proposed TMHTD method consists of two phases: the micro-clustering phase and the macro-clustering phase. In the first phase, original data sets are partitioned into a group of smaller data subsets by using TMHTD algorithm, and then these data subsets are clustered into many topics by using an improved non-iterative single-pass cluster algorithm. In the second phase, these topics are integrated into a single data set, and then the data set is clustered again according to an improved non-iterative single-pass clustering algorithm to obtain the final detection results. In order to handle large-scale data, a set of MapReduce operations are designed to achieve hot topic detection. In order to effectively improve the detection accuracy of hot topic for high-dimensional, large, and noisy data, with the parallel processing, three optimization methods are also proposed. A large number of experimental results show that the performance and accuracy of the TMHTD algorithm are significantly improved over previous methods. In future work, we will further research how to consider users' different preferences and meet users' personalized requirements, exploiting other Ensemble Classification and Regression methods [43,44], which are used in hot topics detection in the big data environment in Spark.
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