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• Adopt a CPU–GPU hybrid parallel programming model for SpMV performance enhancement.
• We develop a sparse matrix partitioning algorithm based on a distribution function, so that SpMV can be computed by both CPU and GPU.
• We find a strategy which optimizes the overall parallel computing time of SpMV on a CPU–GPU heterogeneous computing system.
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a b s t r a c t

Sparsematrix–vectormultiplication (SpMV) is an important issue in scientific computing and engineering
applications. The performance of SpMV can be improved using parallel computing. The implementation
and optimization of SpMV on GPU are research hotspots. Due to some irregularities of sparse matrices,
the use of a single compression format is not satisfactory. The hybrid storage format can expand the range
of adaptation of the compression algorithms. However, because of the imbalance of non-zero elements,
the parallel computing capability of a GPU cannot be fully utilized. The parallel computing capability of a
CPU is also rising due to increased number of cores in CPU. However, when a GPU is computing, the CPU
controls the process instead of contributing to the computational work. It leads to under-utilization of the
computing power of CPU. Due to the characteristics of the sparse matrices, the data can be split into two
parts using the hybrid storage format to be allocated to CPU andGPU for simultaneous computing. In order
to take full advantage of computing resources of CPU and GPU, the CPU–GPU heterogeneous computing
model is adopted in this paper to improve the performance of SpMV. With analysis of the characteristics
of CPU and GPU, an optimization strategy of sparse matrix partitioning using a distribution function is
proposed to improve the computing performance of SpMV on the heterogeneous computing platform.
The experimental results on two test machines demonstrate noticeable performance improvement.

© 2017 Elsevier Inc. All rights reserved.
1. Motivation

Sparse matrix–vector multiplication (SpMV) is an essential
operation in solving linear systems. For many scientific and
engineering applications, thematrices can be very large and sparse.
Furthermore, these sparse matrices may have various sparse
characteristics. It is a challenging issue to adopt an appropriate
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algorithm to implement and optimize SpMV for a given parallel
computing environment. This paper addresses this challenge by
presenting a hybrid parallel programming model, a novel sparse
matrix partitioning algorithm, and performance analysis and
optimization of SpMV on a CPU–GPU heterogeneous computing
platform.

1.1. Suitable compressed format of sparse matrix

Design of a suitable storage format for the sparse matrix
can improve the computing performance of SpMV. There already
exist a lot of storage formats to match the various features of
sparse matrices. DIA (diagonal format) stores elements in every
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diagonal, which is suitable for the storage of a diagonal matrix [1].
ELL (ELLPACK format) uses an n × k matrix to store the data,
where k denotes the maximum number of non-zero elements
in a single row, and it is appropriate for a matrix with non-
zero elements evenly distributed between rows [1]. If the number
of nonzero elements varies widely among rows, the computing
scale of data will be increased as a large amount of data was
filled. COO (coordinate format) uses a list of (row, column, value)
tuples to store a matrix. CSR (compressed sparse row format) is
a widely used format exploiting the row compression technology,
which can achieve parallel computing through data partitioning by
rows [1]. However, there is load imbalance for parallel computing
because of length difference between rows. PKT (packet format)
is a new sparse matrix representation to exploit the locality of
non-zero elements. The packet format decomposes a matrix into
a given number of fixed-size partitions which are stored in a
specialized packet data structure. If the data distribution is not
concentrated, the number of block packet will increase, resulting
in a large amount of data filled in to increase the computing scale
of data. Li et al. [17] provided a strategy to choose the appropriate
storage format according to the distribution features of the non-
zero elements in a sparse matrix. However, due to irregular
sparse characteristic of a sparse matrix, it is difficult to achieve
better compression effect using single compressed storage format.
Thus, some hybrid compressed storage formats are used, such
as HYB (hybrid format), where some discrete non-zero elements
are stored in the COO storage in hybrid compressed format, and
more non-zero elements are stored by ELL. At present, HYB has
been implemented on GPU, such as the HYB function developed by
NVIDIA [24] for SpMV, but it is not implemented on any CPU–GPU
heterogeneous computing system.

1.2. New computing platform for SpMV

ModernGPU (graphics processing units) programminghas been
extensively used in the last several years for resolving a broad
range of computationally demanding and complex problems.
Brodtkorb et al. [4] provided an overview of hardware and
traditional optimization techniques for the GPU and gave a step-
by-step guide to profile-driven development. The introduction
of some vendor specific technologies, such as NVIDIA’s Compute
Unified Device Architecture (CUDA), further accelerates the
adoption of high-performance parallel computing to commodity
computers. Using CUDA, not only SpMV performs well, but also
the programming is relatively easy. However, for the imbalances of
non-zero elements of rows, the parallel computing power of GPU
cannot be fully utilized. The parallel computing power of CPU is
also rising due to increase in the number of cores in CPU. However,
when GPU is computing, CPU controls the process instead of
contributing to the computational work, and leads to under-
utilization of CPU. The CPU–GPU heterogeneous computing model
can take full advantage of the CPU and GPU resources to improve
computing performance. Furthermore, due to different computing
models between CPU and GPU, computational efficiency cannot be
fully aroused using the same storage format for CPU and GPU, and
a hybrid format can solve this problem.

1.3. Our contribution

The contribution and content of the paper are summarized
as follows. We adopt a CPU–GPU hybrid parallel programming
model (Section 3.2) for SpMV performance enhancement. Based
on a distribution function of sparse matrices (Section 4.1) and
by using a hybrid storage format of COO and ELL (or DIA)
(Section 4.2), we develop a sparse matrix partitioning algorithm
(Section 4.3), so that SpMV can be computed by both CPU and GPU
(Section 4.4). Furthermore, using analytical results on the CPU and
GPU computing times (Section 5.1), we are able to find a strategy
which optimizes the overall parallel computing time of SpMV on a
CPU–GPU heterogeneous computing system (Section 5.2).

In this paper, we use SpMV CUDA kernels developed by
NVIDIA [24] on NVIDIA GPU and MKL BLAS functions developed
by Intel [13] on Intel CPU for our experiments. Our experimental
results on two test machines demonstrate noticeable performance
improvement, with flop-rate improvement 11.07% compared to
computing with GPU-only, and speedup 11.89 compared to
computing with CPU-only, for the 40 tested cases of 10 sparse
matrices, 3 test machines, and 2 precision levels (Section 6).

2. Related research

In order to improve the performance of SpMV, some new
storage models using the blocked strategy are provided, such as
blocked compressed sparse row (BCSR) format [5], row-grouped
CSR (RGCSR) format [25], blocked ELLPACK (BELLPACK) format [2],
sliced coordinate (SCOO) format [28], sliced ELLPACK (SELLPACK)
format [20], fixed scale blocked format [9], doubly separated block
diagonal (DSBD) format [31]. However the effect of these storage
models using the blocked strategy is not good for different sparse
matrices with various sparsity features. Some storage models use
a reordering technique to expand the scope of a sparse matrix
[20,26]. But the process of reordering is very costly, leading to cer-
tain impact on computing performance of SpMV. In addition, some
hybrid storage models are provided to improve the efficiency of
compression of a sparse matrix, such as hybrid ELL and COO for-
mats (HYB), hybrid DIA and CSR formats [30], hybrid JDS and CSR
formats [7], and hybrid COO and CSR [3]. But these hybrid formats
are suitable for specific types of sparse matrices and implemented
on a single processor, and collaborative computing on CPU–GPU
heterogeneous processors is relatively rare. Furthermore, how to
determine the proportion of the division of two formats is a chal-
lenge. Some strategies partition sparse matrices according to the
configuration of a computing environment, such as the cache scale
of processors [11,28], the computing power of processors [3,12],
the data transmission bandwidth [6,15,27], the computational
methodology of CPU and GPU [14] and the sparse characteristics
of the sparse matrix [12,15,16]. But due to the complexity of a het-
erogeneous systemand thediversity of sparsematrices, sometimes
the models do not work effectively.

A heterogeneous computing platform is now a universal
concern by everyone. How to make full use of the computing
power of heterogeneous computing platforms is a great challenge.
Researchers have conducted extensive research on the issue.
Our approach differs from the others, which focuses on the
optimization of architecture properties and data sharing. We
mainly analyze the sparsity feature by a distribution function to
optimize the division of tasks in order to balance the workload
between CPU and GPU.

3. CPU–GPU heterogeneous computing

3.1. GPU computing architecture

The modern 3D graphics processing unit (GPU) has evolved
from a fixed-function graphics pipeline to a programmable parallel
processor with computing power exceeding that of multicore
CPUs. In November 2006, NVIDIA corporation introduced Tesla
architecture which unifies the vertex and pixel processors and
extends them to enable high-performance parallel computing
applications. The basic computing unit of GPGPU is called
streaming multiprocessors (SM). As a GPU at the bottom of the
independent hardware structure, SM can be seen as an SIMT
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processing unit. In March 2010, NVIDIA corporation introduced
Fermi architecture, and GF100 with Fermi architecture has 4
graphics processing clusters (GPC), 16 SMs and 512 cores. For
Fermi architecture, each SM has 32 cores, 12KB L1 cache and 2-
warps scheduling. In May 2012, NVIDIA corporation introduced
Kepler architecture. For Kepler architecture, each SM contains
192 scalar processors (SP) and 32 special function units (SFU). In
addition, each SMcontains 64K sharedmemory for threads to share
data or communicate in the block. Using the model explicitly to
access memory, the access speed of the shared memory is close
to that of register without bank conflict. Each SM contains some
registers, which are allocated by each thread in the execution.
A graphics processing cluster (GPC) is composed of 2 SMs. Two
SMs share one GPC and L1 and texture cache. Only four GPCs
share the L2 cache. All SMs share the global memory [21]. NVIDIA
launchedMaxwell architecture in 2014. This architecture provides
substantial application performance improvements over prior
architectures by featuring large dedicated shared memory, shared
memory atomics, and more active thread blocks per SM. NVIDIA
launched Pascal architecture in 2016. NVIDIA’s new NVIDIA Tesla
P100 accelerator using the groundbreaking new NVIDIA Pascal
GP100 GPU takes GPU computing to the next level. GP100 is
composed of an array of Graphics Processing Clusters (GPCs). Each
GPC inside GP100 has ten SMs. Each SM has 64 CUDA Cores and
four texture units. With 60 SMs, GP100 has a total of 3840 single
precision CUDA Cores and 240 texture units. Tesla P100 features
NVIDIA’s new high-speed interface, NVLink, that provides GPU-to-
GPU data transfers at up to 160 Gigabytes/second of bidirectional
bandwidth which is 5 times the bandwidth of PCIe Gen 3 x16.

3.2. CPU–GPU hybrid parallel programming

With the rapid development of multicore technology, the
number of cores in CPUhas been increasing. The CPUswith 4-cores,
6-cores, 8-cores, and more cores enter the general computing
environment to improve rapidly the parallel processing power. A
heterogeneous computing environment can be built up with GPU
and multicore CPU.

The GPU does not have a process control capability as a device
in CUDA,which is controlled by CPU. The data are transported from
host memory to the global memory of GPU. Then CPU invokes the
calculation process of GPU by calling the kernel function [23].

OpenMP provides a simple and easy-to-use parallel comput-
ing capability of multi-threading on multicore CPUs [8]. A het-
erogeneous programming model can be established by combining
OpenMP and CUDA for a CPU–GPU heterogeneous computing en-
vironment. OpenMP dedicates one thread for controlling the GPU,
while the other threads are used to share the workload among the
remaining CPU cores. Fig. 1 shows the CPU–GPU heterogeneous
parallel computing model.

Initially, the data must be divided into two sets which are
assigned to CPU and GPU respectively. Then, two groups of threads
are created in the parallel section of OpenMP,where a single thread
is dedicated to controlling the GPU while other threads undertake
the CPU workload by utilizing the remaining CPU cores [29].

4. Sparse matrix partitioning for CPU–GPU parallel computing

4.1. The distribution function of sparse matrices

A is a sparse matrix. N is the number of rows in A and M is
the number of columns in A. Define a distribution function (DF)
f : ΩA → B, where ΩA = {R1, R2, . . . , RM} is domain and Ri
represents row vector set (RVS) in which each row has i non-zero
elements. B = {b1, b2, . . . , bM} is range, where bi represents the
number of rows with i non-zero elements in A. So ΩA and B meet
the following properties.

f (Ri) = bi, Ri ∈ ΩA, bi ∈ B,

A =
M
i=1

Ri, Ri ∩ Rj = φ, i ≠ j,

M
i=1

bi = N.

(1)

4.2. The hybrid format for sparse matrices

HYB has better performance when amatrix has a small number
of non-zero elements per row, andmost rows have nearly the same
number of non-zero elements but there may be a few irregular
rows with much more non-zero elements. The matrix is split into
two parts, i.e., ELL (or DIA) and COO, such that the most rows
which are nearly equal are stored by ELL (stored by DIA for the
quasi diagonalmatrix) and the other few irregular rowswithmuch
more non-zero elements are stored by COO. The coordinate (COO)
format is a particularly simple storage scheme with tuples of (row,
column, value). The arrays row, column, and value store the row
indices, column indices, and values of the non-zero elements in a
matrix respectively. For an N-by-M matrix with a maximum of K
non-zeros per row, the ELL format stores the non-zero values in a
dense N-by-K data array, where rows with less than K non-zeros
are zero-padded. Similarly, the corresponding column indices are
stored in a dense N-by-K index array, again with a sentinel value
used for padding. The DIA format is formed by two arrays, i.e., data
stores the non-zero values with N-by-K matrix and offset array
stores the offset of each diagonalwith respect to themain diagonal.

HYB is a hybrid format of COO and ELL (or DIA). Given a
threshold K , the part exceeding K non-zeros in a row is extracted
to be stored by COO and the other part is stored by ELL (or DIA)
in order to minimize zero-padding. A sparse matrix can be divided
into two parts, i.e., COO and ELL (or DIA), by threshold K . Let us
consider the following example:

A =

3 0 0 0
0 1 4 0
6 0 2 8
0 5 0 7

 .

Assume that K = 2. Then, we have

COO :

row =

3

,

column =

4

,

value =

8

.

ELL :



data =

3 0
1 4
6 2
5 7

 ,

index =

1 ∗

2 3
1 3
2 4

 .

or

COO :

row =

3 4


,

column =

1 2


,

value =

6 5


.

DIA :


data =

3 0
1 4
2 8
7 0

 ,

offset =

0 1


.

While the ELL format is well-suited for vector architectures, its
efficiency rapidly degradeswhen the number of non-zeros per row
varies. DIA is suitable for compression and storage of a diagonal
matrix. If the data of a sparse matrix do not concentrate on the
diagonal and have more dispersed distribution area, the more
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Fig. 1. The CPU–GPU heterogeneous parallel computing model.

diagonals should be converted into more columns in the data
matrix of DIA, leading performance deterioration. In contrast, the
storage efficiency of COO is invariant to the distribution of non-
zeros per row. HYB stores the majority of matrix entries in ELL (or
DIA) and the remaining entries in COO.

Define the number of non-zero elements in the RVS Ri in
ΩA to be NNZ(Ri) = f (Ri) × i = bi × i. For a subset Ω ′

of ΩA,NNZ(Ω ′) is the number of non-zero elements in Ω ′ and
NNZ(Ω ′) =


R∈Ω ′A

NNZ(R), where R is the RVS.
Define Ω ′i≤K to be a subset of ΩA, in which the NNZ of the RVS’s

are no more than K . NNZ(Ω ′i≤K ) is calculated by Eq. (2):

NNZ(Ω ′i≤K ) =

K
i=1

(NNZ(Ri)). (2)

Define Ω ′i>K to be a subset of ΩA, in which the NNZ of the RVS’s
are more than K . NNZ(Ω ′i>K ) is calculated by Eq. (2):

NNZ(Ω ′i>K ) =

M
i=K+1

(NNZ(Ri)). (3)

The number of non-zero entries in ELL (or DIA) of hybrid format
is calculated by Eq. (4):

NNZ = NNZ(Ω ′i≤K )+ K ×
M
i=K

bi. (4)

The number of non-zeros of the remaining entries in COO of hybrid
format is calculated by Eq. (5):

NNZ = NNZ(Ω ′i>K )− K ×
M
i=K

bi. (5)

4.3. The partitioning algorithm

Given a threshold K , the part exceeding K non-zeros in a row
is extracted to be stored by COO, and the other part is stored by
ELL or DIA. The sparse matrix includes two parts. One contains
the rows with more than K non-zeros and the other contains the
rows with less than K non-zeros. The first part is classified into ELL
part. For the second part, only K non-zeros in the front of the rows
with more than K non-zeros are classified into ELL part, and the
rest of the second part is classified into COO part. The partitioning
algorithm for anN-by-M sparsematrix A into two parts is shown in
Algorithm1. The number of loops using Algorithm1 is less than the
number of rows in the sparse matrix and there are little additions
and multiplications in Algorithm 1, so the execution time using
Algorithm 1 has little impact on the computing of SpMV. If the
sparse matrix is a quasi diagonal matrix, the non-zero elements on
the diagonals should be split to form the block, which is computed
using DIA format on GPU.

Algorithm 1 Partitioning algorithm for HYB.
Require: The domain ΩA of DF, i.e., R1, R2, ..., RM ; The range B of

DF, i.e., b1, b2, ..., bM ; the threshold K of the number of non-
zero elements of one row.

Ensure: A hybrid representation of A with sub-matrices
SubMatrixGPU and SubMatrixCPU.

1: for j← 1 toM do
2: if j ≤ K then
3: SubMatrixGPU ← SubMatrixGPU ∪ Rj;
4: else
5: for i← 1 to bj do
6: if A is the quasi diagonal matrix then
7: V ← the K non-zero elements around the main

diagonal from the ith row in Rj;
8: else
9: V ← the first K non-zero elements from the ith row

in Rj;
10: end if
11: SubMatrixGPU ← SubMatrixGPU ∪ V ;
12: V ′ ← the remaining non-zero elements of the ith row

in Rj;
13: SubMatrixCPU ← SubMatrixCPU ∪ V ′;
14: end for
15: end if
16: end for
17: return SubMatrixGPU and SubMatrixCPU.

4.4. Implementation of SpMV for CPU–GPU heterogeneous computing

The submatrix which is stored by ELL (or DIA) is more suitable
for execution on the GPU’s grid of threads, which canmake full use
of the parallelism of GPU. But due tomore uneven distribution, the
data set of COO is better suited for CPU. The execution process on
CPU–GPU for SpMV includes three steps.

(1) The sparse matrix is split into two parts, i.e., SubMatrixGPU
and SubMatrixCPU , using the threshold K according to Algorithm 1.

(2) The SubMatrixCPU is stored by COO format and is executed
on CPU using the SpMV function (mkl_cspblas_coogemv) in MKL
blas lib. The SubMatrixGPU is stored by DIA format and is executed
on GPU using the SpMV function (spmv_dia)in CUSP lib if the
sparse matrix A is the quasi diagonal matrix; otherwise, it is stored
by ELL format and is executed on GPU using the SpMV function
(cusparsehybmv) in CUSPARSE lib.

(3) The result of SpMVon CPU and that of GPU are added onGPU
using the vector addition function (cusparseAxpyi) in CUSPARSE
lib.

The implementation for SpMV uses OpenMP to achieve
parallelism on a CPU–GPU heterogeneous computing platform, as
shown in Algorithm 2.

5. Performance analysis and optimization

Multicore CPU is a computing model of multiple instruction
stream multiple data stream (MIMD) and GPU is a computing
model of single instruction stream multiple thread stream
(SIMT). The computing tasks should be assigned to the CPU
and GPU according to the characteristics of each calculation
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Algorithm 2 The process of SpMV on CPU–GPU heterogeneous
computing system.
Require: A hybrid representation of A with sub-matrices using

Algorithm 1: SubMatrixGPU and SubMatrixCPU.
Ensure: The result vector: X .
1: #pragma omp parallel//Set parallel code area
2: {
3: #pragma omp sections nowait
4: {
5: #pragma omp section //Build the parallel section for GPU.
6: {
7: x1 ← Call the DIA kernel function spmv_dia

(SubMatrixGPU) of CUSP lib;// A is the quasi diagonal ma-
trix.

8: or
9: x1 ← Call the ELL kernel function cusparsehybmv

(SubMatrixGPU) of CUSPARSE lib;// A is not the quasi diagonal
matrix.

10: }
11: #pragma omp section ////Build the parallel section for CPU.

12: {
13: x2 ← Call the COO function mkl_cspblas_coogemv

(SubMatrixCPU) of MKL blas lib.
14: }
15: }
16: }
17: x ← Call the vector addition function cusparseAxpyi(x1,x2) in

CUSPARSE lib.
18: return x.

in the heterogeneous computing environment to improve the
performance of SpMV. For hybrid format, the ratio of zero padding
can be controlled by adjusting the threshold of partition in
Algorithm1. So the hybrid format can adapt tomore types of sparse
matrices. Moreover, data transmission is also reduced between
CPU and GPU, because ELL or DIA part is put into GPU to be
computed only. The sparse matrix stored by hybrid format is
divided into two parts with only one needing to be transferred
into GPU, such as ELL part of HYB format and DIA part of HDC
format [30]. So data transmission is also reduced between CPU and
GPUbecause another part does not need to be transferred intoGPU.

5.1. Performance estimate of SpMV on CPU–GPU

The data assigned to GPU must be transported from host
memory to global memory of GPU by PCIe. Data transmission
between CPU and GPU does impact on performance of SpMV,
but SpMV will be performed many times after the sparse matrix
was transported into the GPU for a solving process using iterative
solver. So computing performance improvement using GPU will
offset the adverse effects of data transmission [18]. Globalmemory
has greater access latency than shared memory, which is shared
by a thread warp. Multicore CPU can reduce the delay of memory
access by amulti-level cachemechanism, but the use of the cache is
controlled by CPU itself and the program cannot control by coding.

With large data bandwidth and large thread bundle, GPU is
suitable for the calculation of a data set with a large volume of
regular data. But the frequency of GPU is lower than that of CPU.
The differences in data access and computing power of both CPU
and GPU should be consideredwhen a sparsematrix is partitioned.

It is very difficult to accurately estimate computing time of
SpMV on CPU and GPU, because SpMV is a very irregular for
numerical calculation. Some estimation methods for SpMV are
provided on GPU and CPU, such as [12,16,20]. But the actual
estimation results are not very accurate for different kinds of
sparse matrices with various sparsity features. In addition, there
are other tasks of the operating system to be executed on CPU,
leading to the available computing resources of CPU difficult to
determine, so the computing time of SpMV on CPU is very difficult
to accurately estimate. So we adopt a kind of relatively simple
estimation method to improve the efficiency of estimating. The
optimal threshold K may be found by Algorithm 3. We find that
these values around the optimal value have similar performance
in testing, so the threshold K found by Algorithm 3 is effective for
partitioning.

Assume that CPU = (nc, fc), where nc is the number of cores in
the CPU and fc is the frequency of the CPU.

There are NNZ(CPU) non-zero elements in the COO format,
which is divided from a sparse matrix and is assigned to multicore
of CPU to be computed. So the CPU computing time TC of SpMV
using COO can be approximately expressed by Eq. (6):

TC =
2× NNZ(CPU)

fc
×

1
nc − 1

, (6)

wherewe notice that there are nc−1 cores that are assigned tasks,
because one core is used to control the GPU.

The GPU computing time TG of SpMV depends on two parts,
i.e., computing time TG and transmission time between CPU and
GPU. But the sparse matrix is loaded into GPU only once in the
whole process of solving a system of linear equations and SpMV
is performed many times. The transmission time has little impact
on the whole time of solving. So the transmission time is not
considered in ourmodel.Wedefine the following variables.N is the
number of rows in a sparse matrix and K is the partition threshold
of ELL (or DIA) and COO. C is the number of streaming processors.
The rate of multiplication and addition on SP can be considered
to be the same, because SP can execute a multiplication and an
addition operation with the same time. Define F to be the single-
precision execution rate on SP. The computing time in a thread is
NNZ(GPU)/(N × F). So the computing time is expressed as

TG =
N
C
×

NNZ(GPU)

N × F
=

NNZ(GPU)

C × F
. (7)

Finally, the CPU–GPU parallel computing time T of SpMV is
expressed as

T = max(TC, TG). (8)

5.2. An optimizing strategy for SpMV on CPU–GPU

The performance optimizing workflow for SpMV on CPU–GPU
consists of three steps, i.e., establishment of a DF (Section 4.1),
split of a sparse matrix into COO and ELL (or DIA) by threshold
K (Section 4.3), and estimate of the performance of SpMV under
different threshold K (Section 5.1). A sparse matrix A can be split
into COO and ELL (or DIA) formats by a threshold K . The choice of
parameter K can affect the performance of SpMV on CPU–GPU. The
optimal choice of K can minimize the value of Eq. (8). According
to Eqs. (6) and (7), TG increases with the increasing of K and TC
decreases. Hence, TG and TC have only one intersection point. If
K = x and TG = TC , then x is the optimal choice of K . If there
is no value x such that TG = TC , the optimal choice of K can be
found out by Algorithm3, and the two computing tasks partitioned
by the threshold K are balanced for the computing powers of CPU
and GPU, so parallel computation efficiency can be improved to
reduce the computing time of SpMV. If the NNZ of the row with
most non-zero elements is M , the threshold K is in [1 . . .M]. The
sparse matrix is split into two parts, one is ELL (or DIA) part and
another is COO part using each value in [1 . . .M]. The ELL (or DIA)
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part will be computed on GPU and the COO part will be computed
on CPU. So the computing time on CPU–GPU can be estimated by
Eqs. (6) and (7) (Lines 3–6 in Algorithm 3). The loads of CPU and
GPU are balanced if the computing time on CPU and GPU is the
same or closest. Lines 11–26 in Algorithm 3 seek the threshold K
which makes the computing time on CPU and GPU is the same or
closest.

Algorithm 3 Seeking the optimal threshold K for SpMV on CPU–
GPU.
Require: The domain ΩA of DF, i.e., R1, R2, ..., RM ; The range B of

DF, i.e., b1, b2, ..., bM ;
Ensure: The optimal choice of the threshold K .
1: for j← 1 toM do
2: SubMatrixGPU and SubMatrixCPU are obtained by Algorithm 1

using threshold j;
3: NNZ(SubMatrixGPU)← Eq. (4);
4: NNZ(SubMatrixCPU)← Eq. (5);
5: TC← Eq. (6);
6: TG← Eq. (7);
7: if j = 1 then
8: TC′ ← TC;
9: TG′ ← TG;

10: end if
11: if TC = TG then
12: K ← j;
13: break;
14: else
15: if TG′ < TC′ and TG > TC then
16: if TC′ < TG then
17: K ← j− 1;
18: else
19: K ← j;
20: end if
21: break;
22: else
23: TC′ ← TC;
24: TG′ ← TG;
25: end if
26: end if
27: end for
28: return K .

In fact, for f (Ri) = bi, if bi = 0, Ri can be removed from the
domain ΩA for Algorithms 1 and 3. Assume the number of RVS’s
in ΩA − {Ri|f (Ri) = 0} is q. Due to A is the sparse matrix, q is
much less than the number of columns in A, and the number of
loop seeking the optimal threshold are less than q. So the execution
time of Algorithm 3 has little impact on the computing of SpMV.

6. Experimental evaluation

All benchmark are tested on three test machines. The first test
machine (abbreviated TM1) is equipped with two AMD Opteron
6376 CPUs running at 2.30 GHz and a NVIDIA K20c GPU. Each CPU
has 16 cores. The GPU has 2496 CUDA processor cores, working on
0.705 GHz clock and 4 GB global memory with 320 bits bandwidth
at 2.6 GHz clock, with CUDA compute capacity 3.5. The computing
performance fp of a SM in K20c GPU is about 157.2 Gflop/s for
single precision and about 89.4 Gflop/s for double precision. As for
software, the test machine runs the 64bit Windows 7 and NVIDIA
CUDA toolkit 7.0. The second test machine (abbreviated TM2) is
equipped with one Intel Core E5506 running at 2.13 GHz and a
NVIDIA Geforce GTX 460 GPU. The CPU has 4 cores. The GPU has
336 CUDA processor cores working on 1.5 GHz clock and 1 GB
global memory with 256-bit bus width and 1.9 GHz clock, with
CUDA compute capability 2.1. As for software, TM2 ran the 64-bit
Windows 7 and NVIDIA CUDA toolkit 5.0. The third test machine
(abbreviated TM3) is equipped with an Intel i7-6700 CPU running
at 3.40 GHz and a NVIDIA GTX1070 GPU with Pascal architecture.
The CPU has 4 cores with hyper-threading technology. The GPU
has 1092 CUDA processor cores, working on 1.683 GHz clock and 8
GB global memory with 256 bits bandwidth, with CUDA compute
capacity 6.1, but the bus of the tested GPU only supports PCIe 3.0.
The test machine runs the 64bit Windows 10 and NVIDIA CUDA
toolkit 8.0.

All benchmarks are chosen from the UF Sparse Matrix Collec-
tion [10], whose main features are shown in Table 1. Most of these
matrices are derived from scientific computing and real engineer-
ing applications. E(X) is the average number of non-zeros in rows
in Table 1. E(X) = NNZ/N . max(xi) is the number non-zeros of the
row with the maximum number of non-zeros in Table 1.

All the evaluation results are averaged after running 100 times.

6.1. Test functions

NVIDIA corporation provides three libraries (CUBLAS, CUS-
PARSE and CUSP) to support matrix calculation. These libraries are
provided as CUDA development tools and source codes. CUBLAS
offers three levels of library functions, where the second level sup-
ports the SpMV of sparse matrices [22].

CUSPARSE also provides three levels of function for the sparse
matrix, with the first level for ADD operation, the second level for
MUL operation of SpMV [24], and the third level for MUL operation
of sparse matrix. It uses both the CSR and HYB formats. HYB is a
hybrid format of ELL and COO. The performance of HYB function is
better than that of CSR function for most cases. HYB function for
SpMV has a parameter, which has three values: AUTO,USER,MAX .
The function automatically selects a threshold segmentation if
the parameter is AUTO. The caller must provide a segmentation
threshold if parameter is USER. If the threshold is 0, HYB will
become COO. If the parameter is MAX , HYB will become ELL. Due
to the official and high-performance feature of the CUSPARSE, the
library is widely used for solving linear systems. We test SpMV on
GPU-only based on HYB function, where the parameter is set to
AUTO for TM1 and TM2. But the parameter is set to USER for TM3
and the threshold segmentation is obtained by our strategy [17].
NVIDIA provides another library, CUSP, to offer SpMV for the GPU
platform. CUSP supports a variety of compression formats such
as COO, DLA, CSR, ELL, and HYB. The COO, CSR, and HYB from
CUSP showworse performance than CUSPARSE. We chose the DLA
function in CUSP to test for DIA format.

Since Simon/bbmat, Muite/Chebyshev4, Boeing/pwtk, and Si-
mon/raefsky3 have the obvious characteristics of quasi diagonal,
the submatrices partitioned from the sparse matrices are per-
formed SpMV using DIA format. Although ATandT/twotone and
Fluorem/PR02R have some diagonals, they are scattered, result-
ing in decline in performance using DIA format. Simon/raefsky5
is a spindle and does not belong to the real quasi diago-
nal matrix. Bova/rma10 is not suitable for using DIA format
because there are many non-zero elements missed on the
diagonals. So ATandT/twotone, Hamm/scircuit, Fluorem/PR02R,
Simon/raefsky5, Bova/rma10, and TSOPF/TSOPF_RS_b300_c3 are
performed SpMV using ELL format.

The Intel Math Kernel Library provides developers of scientific
and engineering software with a set of linear algebra, fast Fourier
transforms and vector math functions optimized for the latest
Intel processors. MKL contains LAPACK, the basic linear algebra
subprograms (BLAS), and the extended BLAS (sparse) [13], which
have high performance compared to the other libraries for most of
the processors. We calculate the COO part of our SpMV on the CPU
using the MKL.



W. Yang et al. / J. Parallel Distrib. Comput. 104 (2017) 49–60 55
Table 1
General information of the sparse matrices used in the experiments.

Sparse matrix Dimension NNZ E(X) max(xi) Characteristic

Simon/bbmat 38744 ∗ 38744 1,771,722 45.729 132

Muite/Chebyshev4 68121 ∗ 68121 5,377,761 78.944 81

ATandT/twotone 120750 ∗ 120750 1,224,224 10.139 188

Hamm/scircuit 170998 ∗ 170998 958,936 5.608 353

Fluorem/PR02R 161070 ∗ 161070 8,185,136 50.817 88

Boeing/pwtk 217918 ∗ 217918 5,926,171 27.194 90

Simon/raefsky3 21200 ∗ 21200 1,488,768 70.225 80

Simon/raefsky5 6316 ∗ 6316 168,658 26.703 54

Bova/rma10 46835 ∗ 46835 2,374,001 50.689 145

TSOPF/TSOPF_RS_b300_c3 42138 ∗ 42138 4,413,449 104.7 20,702
Table 2
The relative difference of tested values over estimated values using Algorithm 3 for threshold K .

Sparse matrix TM2 TM1
Ke Kt RD (%) Ke Kt RD (%)

bbmat 120 116–122 0.0 122 120–122 0.0
Cheby_ shev4 72 72 0.0 72 64 11.1
scircuit 9 11 22.2 62 73 11.7
twotone 31 33 6.5 107 97 9.3
PR02R 62 58 6.5 56 47 16.1
pwtk 50 52–54 4.0 69 64–65 5.8
raefsky3 72 80 11.1 72 72,80 0.0
raefsky5 50 31–47 6.0 39 35–40 0.0
rma10 87 88–91 1.1 102 99–100 2.0
TSOPF_ RS_ b300_c3 140 140 0.0 212 140,212 0.0

Average relative difference 5.7 5.6
6.2. Comparison of estimated and tested values of the threshold K

Figs. 2 and 3 show the performance of SpMV using Algorithm
3 for various threshold K on CPU–GPU heterogeneous computing
systems. Table 2 gives the relative difference (abbreviated RD)
of tested values over estimated values using Algorithm 3 for
threshold K . The relative difference is calculated by |Kt − Ke|/Ke×

100%, where Kt and Ke are the tested value and the estimated value
respectively for threshold K . The average relative difference of the
ten test matrices are 5.7% and 5.6% respectively for TM2 and TM1.
We can find that the estimated values and tested values have good
consistency.

6.3. Performance improvement of SpMV on CPU–GPU

Different sparse matrix computation times vary greatly due
to the difference in matrix sizes. The computation time is
proportional to the scale of a computation. We define flop-rate as
the number of operations per second. The scale of the computation
for SpMV is NNZ . We adopt flop-rate to describe the performance,
because the computing times of SpMV for various sparse matrices
are relatively wide apart, resulting in difficulty of comparison
in the chart. Since each non-zero element should perform a
multiplication and an addition operations for SpMV, the flop-rate
is calculated by ((2× NNZ)/T )× 10−9, where T is the computing
time (in seconds) of SpMV.

The flop-rate of CPU-only, GPU-only, and CPU–GPU on TM1
for single-precision and double-precision are shown in Fig. 4. The
flop-rate of CPU-only, GPU-only, and CPU–GPU on TM2 for single-
precision and double-precision are shown in Fig. 5. The flop-rate
of CPU-only, GPU-only, and CPU–GPU on TM3 for single-precision
and double-precision are shown in Fig. 6.

The flop-rate improvement of using both CPU–GPU over GPU-
only is calculated by ((flop− rate1 − flop− rate2)/flop− rate2)×
100%, where flop− rate1 is the performance of SpMV on CPU–GPU
and flop− rate2 is that of GPU-only. The flop-rate improvement of
using both CPU–GPU over GPU-only on TM1 and TM2 are shown
in Fig. 7. The speedup of using both CPU–GPU over CPU-only is
calculated by flop− rate1/flop− rate3, where flop− rate1 is the
performance of SpMV on CPU–GPU and flop− rate3 is that of CPU-
only. The speedup of using both CPU–GPU over CPU-only on TM1
and TM2 are shown in Fig. 8. The flop-rate improvement and
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Fig. 2. The performance of SpMV using Algorithm 1 for various threshold K on the TM1 (unit:second).
speedup of using both CPU–GPU over GPU-only and CPU-only on
TM3 are shown in Fig. 9.

We have the following important observations from our
experimental data.

(1) The flop-rate of SpMV improves by 9.20%, 17.01%, and 8.17%
for single-precision, and 9.33%, 16.29%, and 6.41% for double-
precision, on the average by using both CPU–GPU compared with
GPU-only on TM1, TM2, and TM3. Especially for the sparse matrix
Simon/bbmat, the performance improves by more than 14% for
TM1 and TM2, because the tasks divided using Algorithm 3 are
relatively balanced for GPU and CPU.

(2) The speedup of SpMV is 23.80, 13.03, and 3.03 for single-
precision, and 20.27, 10.64, and 2.56 for double-precision, on the
average by using both CPU–GPU compared with CPU-only on TM1,
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Fig. 3. The performance of SpMV using Algorithm 1 for various threshold K on the TM2 (unit:second).
TM2, and TM3. For Fluorem/PR02R, the performance improvement
for SpMV on CPU–GPU is very significant, because the speedup of
SpMV on GPU is high. The performance improvement for SpMV
on CPU–GPU compared with CPU-only is not significant on TM3,
because the performance of the CPU (i7 6700) is relatively close
to that of GPU (GTX1070). Furthermore, The performance of SpMV
on GPU is worse than that on CPU for Simon/raefsky5, because the
scale of Simon/raefsky5 is too small to give full play to the parallel
computing power of GPU. The effect of data transmission between
CPU andGPU on the performance of SpMV ismore obvious on TM3.

7. Concluding remarks

In this paper, we have developed a heterogeneous parallel
computing method for SpMV based on a hybrid CPU–GPU
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Fig. 4. Performance of CPU-only, GPU-only, and CPU–GPU on TM1 (unit:GFlop/s).
Fig. 5. Performance of CPU-only, GPU-only, and CPU–GPU on TM2 (unit:GFlop/s).
Fig. 6. Performance of CPU-only, GPU-only, and CPU–GPU on TM3 (unit:GFlop/s).
Fig. 7. The flop-rate improvement of using both CPU–GPU over GPU-only (unit:%).
computing model. Our heterogeneous parallel computing model
can make full use of the computing power of both CPU and GPU
to improve the performance of SpMV. A sparse matrix can be split
into two parts to be computed on CPU and GPU simultaneously.
The partition of a sparse matrix can be optimized by performance
analysis and workload balancing between CPU and GPU using a DF
of sparse matrices.

The method is not only suitable for CPU–GPU cluster systems,
but also applicable to other homogeneous and heterogeneous
computing platforms. However, the performance of heterogeneous
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Fig. 8. The speedup of using both CPU–GPU over CPU-only (unit:time).
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Fig. 9. The flop-rate improvement and speedup of using both CPU–GPU over GPU-only and CPU-only on TM3.
computing will be affected, because the data of CPU and GPU
cannot be directly shared. AMD’s APU Fusion chip can solve the
problemof data sharing. In addition, the heterogeneous computing
model withmulti-GPUs andmulti-CPUs is widely adopted in some
supercomputers [19]. Our next step will be further investigation
of heterogeneous computing strategies in these heterogeneous
computing platforms and environments with further enhanced
performance.
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