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Abstract—This paper presents a unique method of performance analysis and optimization for sparse matrix-vector multiplication

(SpMV) on GPU. This method has wide adaptability for different types of sparse matrices and is different from existing methods which

only adapt to some particular sparse matrices. In addition, our method does not need additional benchmarks to get optimized

parameters, which are calculated directly through the probability mass function (PMF). We make the following contributions. (1) We

present a PMF to analyze precisely the distribution pattern of non-zero elements in a sparse matrix. The PMF can provide theoretical

basis for the compression of a sparse matrix. (2) Compression efficiency of COO, CSR, ELL, and HYB can be analyzed precisely

through the PMF, and combined with the hardware parameters of GPU, the performance of SpMV based on COO, CSR, ELL, and HYB

can be estimated. Furthermore, the most appropriate format for SpMV can be selected according to estimated value of the

performance. Experiments prove that the theoretical estimated values and the tested values have high consistency. (3) For HYB, the

optimal segmentation threshold can be found through the PMF to achieve the optimal performance for SpMV. Our performance

modeling and analysis are very accurate. The order of magnitude of the estimated speedup and that of the tested speedup for each of

the ten tested sparse matrices based on the three formats COO, CSR, and ELL are the same. The percentage of relative difference

between an estimated value and a tested value is less than 20 percent for over 80 percent cases. The performance improvement of our

algorithm is also effective. The average performance improvement of the optimal solution for HYB is over 15 percent compared with

that of the automatic solution provided by CUSPARSE lib.

Index Terms—GPU, performance modeling, probability mass function, sparse matrix-vector multiplication

Ç

1 INTRODUCTION

SPARSE matrix-vectormultiplication (SpMV) is an essential
operation in solving linear systems and partial differen-

tial equations. For many scientific and engineering applica-
tions, the matrices can be very large and sparse, and these
sparse matrices may have various sparsity characteristics. It
is a challenging issue to adopt an appropriate algorithm to
implement and optimize SpMV. This paper addresses this
challenge by presenting a performance modeling and analy-
sis method to estimate and optimize SpMV performance on
GPU using a probabilistic model.

Bell and Garland [1] proposed and implemented SpMV
CUDA kernels for some storage formats, including coordi-
nate format (COO), compressed sparse row format (CSR),
ELLPACK format (ELL), and hybrid format (HYB). Based on
our experiments using cuSPARSE lib [2], which is developed
by NVIDIA, COO is the most intuitive storage format and
usually has worse performance than other formats; but is not
sensitive to the distribution of non-zero elements per row.

CSR usually has good performance for sparse matrices with
large numbers of non-zero elements; but is sensitive to the
distribution of non-zero elements per row. ELL is usually
good for a sparsematrix with nearly equal and small number
of non-zero elements per row. HYB has better performance
when the matrix has small number of non-zero elements per
row, and most rows are nearly equal but there may be a few
irregular rows with much more non-zero elements, where
the matrix is split into two parts, i.e., ELL and COO, such
that the most rows which are nearly equal are stored by ELL
and the other few irregular rows with much more non-zero
elements are stored by COO. We observed that different
matrices may have their own most appropriate storage for-
mats to achieve the best performance. Besides, we also notice
that the performance of HYB is effected by the proportion of
the two parts. All these observations motivate us to build a
mathematical model to analyze the distribution characteris-
tics of non-zero elements in a sparse matrix and to estimate
the execution times of multiple SpMV kernels, and further-
more, to help choose an optimal SpMV solution (i.e., storage
format and storage strategy) for a target sparsematrix.

The present paper makes the following unique contri-
butions to performance analysis and optimization for
SpMV on GPU. (1) We present a probability mass func-
tion (PMF) to analyze precisely the distribution pattern of
non-zero elements in a sparse matrix. The PMF can pro-
vide theoretical basis for the compression of a sparse
matrix. (2) Compression efficiency of COO, CSR, ELL,
and HYB can be analyzed precisely through the PMF,
and combined with the hardware parameters of GPU, the
performance of SpMV based on COO, CSR, ELL, and
HYB can be estimated. Furthermore, the most appropriate
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format for SpMV can be selected according to the esti-
mated values of performance. Experiments prove that the
theoretical estimated values and the tested values have
high consistency. (3) For HYB, the optimal segmentation
threshold can be found through the PMF to achieve the
optimal performance for SpMV.

Our performance modeling is based on PMF, which fully
reflects the distribution characteristics of non-zero elements
in a sparse matrix and does not need any benchmark matri-
ces to get the properties and parameters for SpMV. Our per-
formance modeling consists of three steps, i.e., probability
analysis, performance estimation, and strategy optimiza-
tion. Firstly, the PMF for the target matrix is built according
to the analysis of the distribution of non-zero elements per
row. Secondly, the performance estimation formulas of
COO, CSR, ELL, and HYB can be established according to
the PMF for the target matrix and the storage structures of
these formats. Lastly, the performance of SpMV using these
formats can be estimated using the estimated formulas
through the input hardware parameters of GPU. For COO,
CSR, and ELL, the format with the smallest estimate will be
selected for SpMV to get the best performance. For HYB, the
optimal segmentation threshold can be found through per-
formance estimation. The target matrix is split into COO
and ELL by the optimal segmentation threshold to get the
best performance for SpMV.

We use a probabilistic method to analyze the performance
of SpMV. This method has wide adaptability for different
types of sparse matrices and is different from existing meth-
ods which only adapt to some particular sparse matrices. In
addition, our method does not need additional benchmarks
to get optimized parameters, which are calculated directly
through the PMF. Some methods also use some distribution
characteristics of a sparse matrix to analyze the performance
of SpMV, such as the number of non-zeros (NNZ). However,
these methods do not combine various storage formats for
comprehensive analysis of the performance of SpMV due to
lack of quantitative techniques.

In this paper, we use SpMV CUDA kernels developed by
NVIDIA [2] and NVIDIA GTX 645M for our performance
modeling and experiments. According to our experiments
on 10 representative matrices (totally 58 test cases), our per-
formance modeling and analysis is very accurate. The order
of magnitude of the estimated speedup and that of the
tested speedup for each sparse matrix based on the three
formats COO, CSR, and ELL are the same. The percentage
of relative difference between an estimated value and a
tested value is less than 20 percent for over 80 percent cases.
The optimal SpMV solutions of the 10 matrices are reported
by our optimal solutions for HYB. Specifically, the perfor-
mance improvement of our algorithm is very effective. The
average performance improvement of the optimal solution
for HYB is over 15 percent compared with that of the auto-
matic solution provided by CUSPARSE lib.

2 RELATED WORK

In this section, we review related research in implementa-
tion of SpMV for different formats, optimization of SpMV
on GPU, and performance modeling and prediction. Due to
space limitation, this section is moved to Section 2 of the

supplementary material, which can be found on the Com-
puter Society Digital Library at http://doi.ieeecomputerso-
ciety.org/10.1109/TPDS.2014.2308221.

3 OVERVIEW OF GPU AND CUDA

In this section, we provide an overview of the GPU comput-
ing architecture and parallel programming with CUDA,
which is moved to Section 3 of the supplementary material,
available online.

4 SPMV PERFORMANCE MODELING

Sparse matrices arise form various domains and their distri-
bution patterns of non-zero elements can be very specific.
Taking into consideration the structure of a sparse matrix
can dramatically improve the performance of SpMV. How-
ever, there is no general storage format that is efficient for
all kinds of sparse matrices. Adopting a suitable storage for-
mat according to the distribution pattern of a sparse matrix
is very helpful to improve the performance of SpMV. We
can accurately describe the distribution pattern of a sparse
matrix by a probability mass function, and get numerical
characteristics of sparsity distribution by a probabilistic
method. The suitable storage format can be selected by
numerical characteristics of a sparsity distribution.

4.1 PMF of Sparse Matrices

A PMF is a function that gives the probability that a discrete
random variable is exactly equal to some value [34].

4.1.1 Definition of Probability Mass Function

A is a sparse matrix. N is the number of rows in A and M is
the number of columns in A. The discrete random variable
X represents the number of non-zeros of one row in A. The
range of values of the discrete random variable X is VX ¼
f0; 1; 2; . . . ;Mg. For each i ¼ 0; 1; 2; . . . ;M, when the value
of X is i, it represents the event fX ¼ ig. Define another set
B ¼ fb0; b1; b2; . . . ; bMg. Each bi, i ¼ 0; 1; 2; . . . ;M, represents
the number of rows, each of which contains i non-zeros
exactly. For each i ¼ 0; 1; 2; . . . ;M, pi ¼ bi=N is the probabil-
ity of the event fX ¼ ig. Define the probability mass func-
tion of discrete random variable X as P , which is
mathematically characterized by the following expression:

P ðX ¼ iÞ ¼ pi ¼ bi=N; i ¼ 0; 1; 2; . . . ;M;where

ðiÞ pi � 0; i ¼ 0; 1; 2; . . . ;M;

ðiiÞ
XM
i¼0

pi ¼
XM
i¼0

ðbi=NÞ ¼ 1

N

XM
i¼0

bi ¼ N=N ¼ 1: (1)

X ¼ 0 represents the event that there is no non-zero in one
row. pk ¼ 0 represents that the row with k non-zeros does
not exist in the sparse matrix A.

4.1.2 Relevant Probability and Numerical

Characteristics

The probability of X � K is equal to the probability of
0 � X � K. The probability of X > K is equal to the
probability of M � X > K. The probabilities are
expressed by
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P ðX � KÞ ¼
XK
i¼0

pi; (2)

P ðX > KÞ ¼
XM

i¼Kþ1

pi: (3)

The conditional probabilities are expressed as

P ðX ¼ kjX � KÞ ¼ pk

.XK
i¼0

pi; k � K;

0; k > K;

:

8><
>: (4)

P ðX ¼ kjX > KÞ ¼ pk

. XM
i¼Kþ1

pi; k > K;

0; k � K:

8><
>: (5)

EðXÞ is the expectation operator. s is the standard devia-
tion. g is the skewness of random variable X. The eigenval-
ues are expressed by

EðXÞ ¼
XM
i¼0

ði� piÞ; (6)

EðXjX � KÞ ¼
XK
i¼0

ði� piÞ=P ðX � KÞ; (7)

EðXjX > KÞ ¼
XM

i¼Kþ1

ði� piÞ=P ðX > KÞ; (8)

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðX �EðXÞÞ2

q
; (9)

g ¼ EðX � EðXÞÞ3
s3

: (10)

ai is the ith fractile ofW -fractiles forX if ai satisfies

P ðX � aiÞ ¼ i=W: (11)

The number of all non-zeros in the sparse matrix A is
expressed as

NNZ ¼ EðXÞ �N: (12)

NNZðX � KÞ represents the total number of non-zeros of
the rows whose numbers of non-zeros are less than or equal
toK:

NNZðX � KÞ ¼ EðXjX � KÞ �N � P ðX � KÞ: (13)

NNZðX > KÞ represents the total number of non-zeros of
the rows whose numbers of non-zeros are greater thanK:

NNZðX > KÞ ¼ EðXjX > KÞ �N � P ðX > KÞ: (14)

4.2 Storage Space Analysis

In this section, we analyze Scoo, Scsr, Sell, and Shyb, i.e., the
storage space used by four storage formats COO, CSR,
ELL, and HYB, which is moved to Section 4 of the

supplementary material, available online. In the following,
we list the main results:

Scoo ¼ Ss �NNZ þ 2� Si �NNZ: (15)

Scsr ¼ Ss �NNZ þ Si �NNZ þ Si � ðN þ 1Þ: (16)

Sell ¼ Ss �N �K þ Si �N �K: (17)

Sell ¼ Ss �Ne �K þ Si �Ne �K þ Si �Ne: (18)

Scoo ¼ ðNNZðX > KÞ �K � P ðX > KÞ �NÞ � Ss

þ ðNNZðX > KÞ �K � P ðX > KÞ �NÞ � 2� Si:

(19)

Shyb ¼ Scoo þ Sell

¼ NNZðX > KÞ � ðSs þ 2SiÞ
�K � P ðX > KÞ �N � ðSs þ 2SiÞ
þ Ss �Ne �K þ Si �Ne �K þ Si �Ne:

(20)

4.3 Performance Analysis for SpMV

The performance of SpMV on GPU depends on two parts,
i.e., data transfer time (DTT ) and computing time (CT ). The
execution time T of SpMV on GPU can be expressed as

T ¼ DTT þ CT: (21)

DTT contains two parts, i.e., from host to device and from
device to host. The sparse matrix and vector are transferred
from host to device and the result vector is returned from
device.DTT is expressed as

DTT ¼ size of data

B
; (22)

where B is the transfer bandwidth of PCIe, which con-
nects CPU and GPU. CT also contains two parts, i.e., the
computing time on cores (CTC) and access memory time
(AM), including read and write, which mainly considers
access global memory time. The computing time on cores
contains two parts, i.e., multiplication (CTCm) and addi-
tion (CTCa). The rate of multiplication and addition on
stream processor (SP) can be considered to be the same,
because SP can execute a multiplication and an addition
operation with the same time. F is the rate of multiplica-
tion or addition on SP. F is divided into three types: Fi

(integer), Fs (single-precision), and Fd (double-precision),
depending on the data type.

Access global memory also contains two parts, i.e., read
the sparse matrix and read and write vectors. BW is the bus
width of the global memory on GPU. The global memory
can read once for continuous data with bus width length. If
the data set is continuous, the latency of access to the global
memory can be hidden. The access time to the global mem-
ory of a thread can be calculated by Eq. (23):

AM ¼ size of DS

RW

� �
� 1

CR
; (23)

whereDS is the data set stored in the global memory, which
is read from the global memory once; RW is the length of
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the continuous data and RW should not exceed BW ; and
CR is the clock rate of the global memory.

C is the number of stream processor. W is the number of
threads per warp. BS is the number of threads per block.
The shared memory can be used in warp to reduce the
access latency of the global memory. Some data can be read
into the shared memory and can be accessed by each thread
in the block.

All variables are described in Table 1.

4.3.1 Performance Analysis for COO

The data transferred from host to device contains three
arrays of COO and the vector, whose total size is Scooþ
Ss �N . The size of the vector returned from device is
Ss �N . Thus, the DTT for SpMV using COO is expressed
by Eq. (24) according to Eq. (22):

DTT ¼ Scoo þ 2� Ss �N

B
: (24)

According to Eq. (15), DTT for SpMV using COO can be
expressed as

DTT ¼ ðSs þ 2� SiÞ �NNZ þ 2� Ss �N

B
: (25)

The three arrays of COO can be read only one element
each time in a thread, because each non-zero is assigned to
a thread when SpMV is computed on GPU, leading to inap-
propriate use of the shared memory. The data accessed in
each thread contains two parts, i.e., one element from each
of the three arrays of COO and the corresponding element
in the vector, where the size of each element is Si, Si, Ss,
and Ss. So, RW ¼ Si or RW ¼ Ss is the size of one element.
The GPU has C threads to compute at the same time,
because GPU has C cores. Thus, there are NNZ=C rounds
of parallel computing for SpMV on GPU. AM is expressed
by Eq. (26) according to Eq. (23):

AM ¼ NNZ

C
� 2� Si

CR� Si
þ 2� Ss

CR� Ss

� �
: (26)

Each thread only performs one multiplication with com-
puting time 1=Fs (for single-precision). The total time of
multiplication is given by Eq. (27), because GPU has
NNZ=C rounds of parallel computing for SpMV:

CTCm ¼ NNZ

C � Fs
: (27)

The results of the above computing need to be summa-
rized per row. The results of one row is summed by one
warp. The number of warps which can perform at the same
time on GPU is C=W , and there are N �W=C rounds of
parallel summation on GPU. Because the number of non-
zeros in a row is unknown, the mean EðXÞ of the number of
non-zeros in a row is used for the length of summation per
row when the rows are summed. The parallel reduction
algorithm is used when the summation of a row is calcu-
lated. Hence, CTCa is expressed as

CTCa ¼ N �W

C
� EðXÞ

W

� �
� 1

Fs
: (28)

Finally, CT for SpMV using COO is given by

CT ¼ AM þ CTCm þ CTCa

¼ NNZ

C
� 2� Si

CR� Si
þ 2� Ss

CR� Ss

� �

þ NNZ

C � Fs
þN �W

C
� EðXÞ

W

� �
� 1

Fs
:

(29)

4.3.2 Performance Analysis for CSR

The data transferred from host to device contains three
arrays of CSR and the vector, whose total size is
Scsr+Ss �N . The size of the vector returned from device is
Ss �N . Therefore, the DTT for SpMV using CSR is
expressed by Eq. (30) according to Eq. (22):

DTT ¼ Scsr þ 2� Ss �N

B
: (30)

According to Eq. (16), DTT for SpMV using CSR can be
expressed as

DTT ¼ ðSs þ SiÞ �NNZ þ Si � ðN þ 1Þ þ 2� Ss �N

B
:

(31)

Each row is assigned to a thread when SpMV is com-
puted on GPU using the CSR format, and there are N=C
rounds of parallel computing for SpMV on GPU. Because
the length of a row is a random variable, the computing
time of a warp is the maximum computing time of the
threads in the warp, which is determined by the longest
row in the warp. We define set Q as

Q ¼ fXjX 2 W -fractile ofXg: (32)

TheW -fractiles ofX are break points ofX, which are evenly
divided into W subsets. The mean EðQÞ is used as the
length of a row when we estimate the computing time.
Hence, the computing time of multiplication in a thread is
EðQÞ=Fs (for single-precision), and the total computing
time of multiplication is expressed by

TABLE 1
Variables and Definitions
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CTCm ¼ N

C
� EðQÞ

Fs
: (33)

The results of multiplication must be accumulated to a
value in each thread. Notice that one more addition must be
performed, because the position of columns and values
must be calculated by the index of rows array. We need to
increase the time by EðQÞ=Fi, because the index of the array
is an integer. Thus, the total computing time of addition is
expressed as

CTCa ¼ N

C
� EðQÞ

Fs
þ EðQÞ

Fi

� �
: (34)

The data set of the value and column index arrays can
be read in BW length data once, because the arrays can be
continuously accessible in a thread. So, the access time of
the two arrays is ðdSs�EðQÞ

BW e þ dSi�EðQÞ
BW eÞ � 1

CR in a thread
according to Eq. (23). However, the vector X cannot be
continuously accessible in a thread and RW is the size of
one element. Thus, the access time is Ss�EðQÞ

CR�Ss
according to

Eq. (23). An element is read only from the array of row
indices in a thread and the access time is Si

CR�Si
. Similarly,

the write time of the vector is Ss
CR�Ss

. The effect of using
the shared memory is not obvious, because the length of
each row is different and access to the location of the vec-
tor X is random. Hence, the total access memory time is
expressed by

AM ¼ N

C

 
Ss �EðQÞ

BW

� �
þ Si � EðQÞ

BW

� �� �
� 1

CR

þ Si

CR� Si
þ Ss

CR� Ss
þ Ss � EðQÞ

CR� Ss

!
:

(35)

Finally, CT for SpMV using CSR is given by

CT ¼ AM þ CTCm þ CTCa

¼ N

C

Ss �EðQÞ
BW

� �
þ Si � EðQÞ

BW

� �� �
� 1

CR

�

þ 2

CR
þ Ss �EðQÞ

CR� Ss
þEðQÞ � 2

Fs
þ 1

Fi

� ��
:

(36)

4.3.3 Performance Analysis for ELL

The data transferred from host to device contains three
arrays of ELL and the vector, whose total size is Sell+Ss �N .
The size of the vector returned from device is Ss �N .
Hence, theDTT for SpMV using ELL is expressed as

DTT ¼ Sell þ 2� Ss �N

B
: (37)

According to Eq. (18), DTT for SpMV using ELL can be
express as

DTT ¼ P ðX > 0Þ �N �K � ðSs þ SiÞ
B

þ Si � P ðX > 0Þ �N þ 2� Ss �N

B
:

(38)

Each row is also assigned to a thread when SpMV is
calculated on GPU using the ELL format, and there are
P ðX > 0Þ �N=C rounds of parallel computing for SpMV
on GPU. The computing mode of ELL is the same as that
of CSR. So, the access time of two arrays of values and
columns is ðdSi�K

BW e þ dSs�K
BW eÞ � 1

CR according to Eq. (23).
The vector X cannot be continuously accessible in a
thread and RW is the size of one element. However, the
data set with the length of a block can be read into
the shared memory from the global memory to reduce
the time to access the global memory. Therefore, the
access time is Ss�ðK�BSÞ

CR�Ss
according to Eq. (23). An element

is read only from the array of row indices in a thread and
the access time is Si

CR�Si
. The write time of the vector is

Ss
CR�Ss

. Hence, AM is expressed by

AM ¼ P ðX > 0Þ �N

C
�
�

Si �K

BW

� �
þ Ss �K

BW

� �� �
� 1

CR

þ Ss � ðK �BSÞ
CR� Ss

þ Si

CR� Si
þ Si

CR� Si

�
:

(39)

The mean EðQÞ is used as the length of a row in the
same way as that of CSR. Thus, the computing time of
multiplication in a thread is EðQÞ=Fs (for single-preci-
sion), and the total computing time of multiplication is
expressed as

CTCm ¼ P ðX > 0Þ �N

C
�EðQÞ

Fs
: (40)

The results of multiplication must be accumulated to a
value in each thread. However, the position of values must
not be calculated in a thread, because two arrays of columns
and values are one-to-one. Hence, CTCa for SpMV using
ELL is expressed as

CTCa ¼ P ðX > 0Þ �N

C
� EðQÞ

Fs
: (41)

Finally, CT for SpMV using ELL is given by

CT ¼ AM þ CTCm þ CTCa

¼ P ðX > 0Þ �N

C
�
�

Si �K

BW

� �
þ Ss �K

BW

� �� �
� 1

CR

þ Ss � ðK �BSÞ
CR� Ss

þ 2

CR
þ 2� EðQÞ

Fs

�
: (42)

4.3.4 Performance Analysis for HYB

TheDTT for SpMV using HYB is expressed by

DTT ¼ Shyb þ 2� Ss �N

B
: (43)

Since HYB contains COO and ELL, the above DTT can be
expressed as

DTT ¼ Scoo þ Sell þ 2� Ss �N

B
: (44)
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According to Eq. (20), we have

DTT

¼ ðNNZðX > KÞ �K � P ðX > KÞ �NÞ � ðSs þ 2SiÞ
B

þ ðSs þ SiÞ � P ðX > 0Þ �N �K

B

þ Si � P ðX > 0Þ �N þ 2� Ss �N

B
:

(45)

The CT of HYB is made up of two parts: CT of COO and
CT of ELL. Notice that N , NNZ, and EðXÞ in Eq. (29) are
replaced by P ðX > KÞ �N , NNZðX > KÞ �K � P ðX >
KÞ �N , and EðXjX > KÞ �K. CTcoo can be calculated
according to the Eq. (29) as follows:

CTcoo ¼NNZðX > KÞ �K � P ðX > KÞ �N

C
� 4

CR
þ 1

Fs

� �

þ P ðX > KÞ �N �W

C
� EðXjX > KÞ �K

W

� �
� 1

Fs
:

(46)

The EðQÞ in the Eq. (42) is replaced by EðXjX � KÞ, and
CTell can be calculated as follows:

CTell

¼ þP ðX > 0Þ �N

C

�
Si �K

BW

� �
þ Ss �K

BW

� �� �
� 1

CR

þ Ss � ðK �BSÞ
BW

� �
� 1

CR
þ 2

CR
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CT of HYB can be expressed as

CT ¼ CTcoo þ CTell: (48)

According to the Eqs. (46) and (47), CT is
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(49)

Finally, T can be calculated according to the Eq. (21):

T ¼ DDT þ CTcoo þ CTell: (50)

5 PERFORMANCE OPTIMIZING FOR SPMV

The appropriate storage format can be selected according
to the distribution pattern of a sparse matrix through the
above performance analysis. The performance optimiza-
tion workflow for SpMV using CSR, ELL, and COO con-
sists of two steps, i.e., establishment of a probability

model and estimation of performance. The optimization
method is to choose the format with the smallest esti-
mated execution time for SpMV. The optimization work-
flow for SpMV using COO, CSR, and ELL is shown in
Fig. 1. The performance estimation based on single-preci-
sion or double-precision for SpMV can be calculated by
entering different parameters. The appropriate storage
format can be selected by comparing the different esti-
mates. The format with the minimum estimation value is
the best suited storage format for the sparse matrix. The
actual computing time and the estimated value are con-
sistent to be shown in Figs. 3, 4, 5, and 6 . Generally, the
original sparse matrices are stored in the COO format.
The performance estimation for COO, CSR, and ELL,
which are described by Eqs. (25), (29), (31), (36), (38), and
(42), can be obtained through Algorithm 1.

Fig. 1. The optimization workflow for SpMV using COO, CSR, and ELL.
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The performance optimizing workflow for SpMV using
HYB consists of three steps, i.e., establishment of a probabil-
ity model, split of the sparse matrix into COO and ELL by a
threshold K, and estimation of the performance of SpMV
under different thresholds K. The optimization workflow
for SpMV using HYB is shown in Fig. 2. If a sparse matrix A
is stored in HYB, A should be split into COO and ELL for-
mats. A parameter K should be provided when splitting.
The choice of parameter K can affect the performance of
SpMV using HYB. The optimal value ofK can minimize the
value of Eq. (50). Hence, the optimal solution of K can be
found by solving Eq. (50). The method for finding the opti-
mal value of K is presented in Algorithm 2. The optimiza-
tion method is to choose the threshold K with the smallest
estimate to split the sparse matrix for HYB.

6 EXPERIMENTAL EVALUATION

6.1 Experiment Settings

The following test environment has been used for all bench-
marks. A personal computer is equipped with one Intel
Core i5-3230M running at 2.6 GHz and a NVIDIA Geforce
GT 645M GPU. The CPU has two cores with four threads.

The GPU has 384 CUDA processor cores, working on
0.78 GHz clock rate and 2 GB global memory with 128 bits
bandwidth and 0.9 GHz clock rate, with CUDA compute
capacity 3. As for software, the test machine ran the 64-bit
Windows 8 and NVIDIA CUDA toolkit 5.0. All the evalua-
tion results are averaged after running 100 times.

All benchmarks are chosen from the UF Sparse Matrix
Collection [35], whose features are shown in Table 1 of Sec-
tion 5.1 of the supplementary material, available online.
Most of these matrices are derived from scientific comput-
ing and real engineering applications. The probability dis-
tributions of these sparse matrices are shown in Table 2 of
Section 5.1 of the supplementary material, available online.

NVIDIA Corporation provides two libraries (CUBLAS
and CUSPARSE) to support matrix computation. Both
libraries provide CUDA development tools and source
codes [5]. CUBLAS offers three levels of library functions,
where the second level supports SpMV of dense matrices.

CUSPARSE also provides three levels of functions for
sparse matrices, with the first level for ADD operation,
second for MUL operation of SpMV [2], and the third
level for MUL operation of sparse matrices. It uses both
the CSR and HYB formats. HYB is a hybrid format of ELL
and COO. ELL decides the column width of data matrix
according to the maximum number of non-zero elements
in each row, which means that ELL’s efficiency of com-
pression will be reduced by the negative effect of the
sparse matrix. A HYB function for SpMV has a parameter,
which has tree values: AUTO, USER, MAX. A function
automatically selects a threshold segmentation if the
parameter is AUTO. The caller must provide a segmenta-
tion threshold if the parameter is USER. If the threshold

Fig. 3. Estimated speedup (single-precision).

Fig. 2. The optimization workflow for SpMV using HYB.

Fig. 4. Tested speedup (single-precision).
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is 0, HYB will become COO. If the parameter is MAX, the
threshold will be maxfi jP ðX ¼ iÞ > 0g and HYB will
become ELL. Due to the official and high-performance
features of the CUSPARSE, the library is widely used in
linear system solving. We test SpMV based on COO, CSR,
ELL, and HYB by CUSPARSE functions.

6.2 Performance Estimation and Test

We adopt the following steps in our experiments. 1) Build a
probability model for each sparse matrix. 2) Estimate the
performance of SpMV using COO, CSR, ELL, and HYB for-
mats for each sparse matrix. 3) Test the actual performance
of SpMV using COO, CSR, ELL, and HYB functions of CUS-
PARSE for each sparse matrix. 4) Assess the consistency of
estimates and actual tested values.

The sparse matrix computation time varies greatly
because of scale disparities. The computation time is pro-
portional to the scale of the computation. We define speedup
as the ratio of computing scale to computing time. The scale
of the computation for SpMV is NNZ. We adopt speedup to
describe the performance, because the computing time of
SpMV based on various sparse matrices has a relatively
wide range and is not suitable for comparison in the charts.
The speedup is calculated by NNZ=T � 10�6. The estimates
of speedup using the COO, CSR, and ELL formats can be cal-
culated according to the parameters in Table 2. The results
are shown in Fig. 3 for single-precision floating point num-
bers and Fig. 5 for double-precision. Fig. 4 gives the results
of tested data for single-precision floating point numbers,
and Fig. 6 gives the results for double-precision.

The percentage of relative difference between an esti-
mated value and its tested value is calculated by ðEV � TV Þ=

TV � 100, which EV is the estimated value and TV is the
tested value. A positive percentage of relative difference
indicates that the estimated value is greater than the tested
value. On the contrary, it means that the estimated value is
less than the tested value.

We have the following important observations from our
experimental data.

1) It is observed from Table 3 that the estimated values
and tested values have good consistency, with the
absolute value of the percentage of relative differ-
ence between an estimated value and its tested value
to be less than 20 percent for 47=58 ¼ 81 percent
cases. The order of magnitude of estimated speedup
and that of tested speedup for each sparse matrix
based on the three formats (COO, CSR, and ELL) are
the same according to Figs. 3, 4, 5, and 6.

2) As can be seen from Table 3, in most (48 out of 58)
cases, the tested speedup is higher than the estima-
tion, because the data access for SpMV on GPU can
be optimized by the shared memory and the texture
memory. However, in some (10 out of 58) cases, the
estimated speedup is higher than the tested speedup
due to the uneven distribution of non-zero elements,
in particular for the CSR format.

3) The performance of parallel computing on GPU is
closely related to the utilization of the threads. The
load balance between threads can improve the utili-
zation of GPU. The performance of SpMV using the
ELL format is usually (for seven out of 10 matrices)
better than that of SpMV using COO and CSR,
because the size of the data set assigned to each
thread in the ELL format is the same. However,

TABLE 3
Percentage of Relative Difference between Estimated

Value and Tested Value

Fig. 6. Tested speedup (double-precision).

Fig. 5. Estimated speedup (double-precision).

TABLE 2
Parameter Table
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the estimation for the sparse matrix TSOPF/
TSOPF_RS_b300_c3 is far worse than that of COO
and CSR, because maxfi jP ðX ¼ iÞ > 0g of TSOPF/
TSOPF_RS_b300_c3 is far greater than EðXÞ. So, the
dense matrix of ELL must be filled with a large num-
ber of zeros, leading to the computed data size
increasing sharply. The SpMV for TSOPF/
TSOPF_RS_b300_c3 using the ELL format cannot be
computed on GPU in the actual test, illustrating that
it is inappropriate to adopt the ELL format.

4) The performance of SpMV using the CSR format
is usually better than that of SpMV using COO
(except ATandT/twotone and Hamm/scircuit) for
single-precision data, as shown in Figs. 3 and 4. The
performance bottleneck of SpMV is data access for
single-precision data, because the computing speed
of single-precision data on GPU is very fast. Each
thread of SpMV using the COO format reads respec-
tively an element from three arrays (row; column;
value), whose length is NNZ. The SpMV using the
COO format must read more data frommemory than
that using the CSR format, and the SpMV using the
CSR format can read continuousmultiple data by bus
bandwidth, because a row of CSR format is read
sequentially in one thread. However, for ATandT/
twotone and Hamm/scircuit, the skewness of proba-
bility distribution is too large relative to the mean,
leading to non-zeros to be extremely uneven between
rows. Such extremely imbalanced loads between
threads make the performance of SpMV using the
CSR format degrade.

5) The performance of SpMV using the CSR format is
usually worse than that of SpMV using COO (except
TSOPF/TSOPF_RS_b300_c3) for double-precision
data, as shown in Figs. 5 and 6. The performance
bottleneck of SpMV is computing for double-preci-
sion data, because the computing speed of double-
precision data on GPU is slow. The imbalance of
computing between threads has great influence on
performance of SpMV using the CSR format. How-
ever, for TSOPF/TSOPF_RS_b300_c3, the perfor-
mance of the accumulative reduction algorithm for
SpMVusing the COO formatwill be affected, because
the skewness of probability distribution is large.

Additional performance data are demonstrated and
analyzed in Section 5.2 of the supplementary material,
available online.

7 CONCLUSIONS

In this paper, we use a probabilistic model to analyze and
optimize the performance of SpMV. This method has wide
adaptability for different types of sparse matrices, and is
different from existing methods which only adapt to some
particular sparse matrices. In addition, our method does
not need additional benchmarks to get optimized parame-
ters. Our performance modeling is based on the probability
mass function, which fully reflects the distribution charac-
teristics of non-zeros in a sparse matrix, and does not need
benchmark matrices to get the properties and parameters
for SpMV. Our performance modeling consists of three

steps, i.e., probability analysis, performance estimation,
and performance optimization. The proposed approach in
this paper is general, and is neither limited by any GPU
programming language nor restricted to any specific GPU
architecture, because it is based on a mathematical and
analytical model. In future work, we will extend the cur-
rent SpMV performance modeling to handle SpMV kernels
on multi-GPUs and CPU-GPU clusters.
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