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Abstract—Detecting anomalies in logs is crucial for service and
system management, since logs are widely used to record the run-
time status, and are often the only data available for postmortem
analysis. Since anomalies are usually rare in real-world services
and systems, a common and feasible practice is to mine or learn
normal patterns from logs, and deem those violating the normal
patterns as anomalies. As log sequences are a kind of time series
data, RNN (Recurrent Neural Network) and its variants have been
extensively employed to capture the normal patterns. Nevertheless,
the sequential nature of RNN and its variants makes them hard to
parallelize and capture long-term dependencies, which may hinder
their performance. To address this issue, in this paper we propose
Loader, a novel semi-supervised log anomaly detector based on
Transformer, because the Transformer architecture eschews recur-
rence and is able to draw global dependencies. Loader leverages the
Transformer encoder to capture normal patterns from normal log
sequences. When detecting, it gives a set of candidate log templates,
that may appear after the input log substring under normal condi-
tions. If the template of the actual next log message is not within the
candidate set, this implies an anomaly. Previous similar methods
select the most possible k log templates as candidates in any case,
so the performance is sensitive to k, and it is nontrivial to pick
a proper k. To alleviate this, we design a more flexible and robust
‘top-p’ algorithm, which determines the candidate set based on the
cumulative probability of the most possible log templates. Extensive
experiments are conducted based on three public log datasets, the
experimental results validate the effectiveness and competitiveness
of our approach.

Index Terms—Log anomaly detection, log analysis, service and
system management, Transformer.

I. INTRODUCTION

W ITH the rapid development of cloud computing and
Big Data, more and more traditional applications and
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systems are migrated to cloud platforms and accessed via the
Internet as web services. As the services and systems are be-
coming increasingly complex and large-scale, they are more
vulnerable to various bugs and malicious attacks, making ser-
vice and system management a challenging task. Especially for
giant cloud service providers like Amazon, Microsoft, Google,
Alibaba, and Huawei, who often provide services for millions
of users all around the world on a 24 × 7 basis, high RAS
(Reliability, Availability, and Serviceability) is critical, since a
subtle issue may lead to serious consequences and tremendous
economic losses [1], [2], [3], [4].

Logs have always played an important role in service and
system management [5], [6], since they are widely used by
programs to record significant events and runtime information.
When an exception or error occurs, support engineers and oper-
ators tend to dive into the logs to look for clues, as logs are often
the only data at hand for postmortem analysis. Unfortunately,
complex and large-scale services and systems often consist of
numerous components, and produce tons of logs every day.
This makes it cumbersome, error-prone, and even infeasible to
analyze the logs manually in time. As a result, automated log
analysis is imperative and has drawn extensive attention from
both academia and industry [7], [8], [9], [10]. And one of the
critical tasks is to detect anomalies in logs automatically and
timely, i.e., automated log anomaly detection.

There have been a lot of efforts devoted to automated log
anomaly detection, employing various techniques from tradi-
tional machine learning [7], [9] to deep learning [11], [12].
For most of them, a prerequisite is log parsing, which aims to
transform raw textual logs into a structured format, as illustrated
in Fig. 1. With the help of log parsing, we can map massive logs
to a small set of log templates. Then a sequence of log messages
(i.e., a log sequence) can be represented by a list of templates
(template IDs), as shown in the bottom part of Fig. 1. The aim
of log anomaly detection is to uncover anomalous patterns or
behaviors in log sequences, the input is log sequences, rather
than individual log messages. Note: For simplicity, in the rest
of this paper, when it is about log anomaly detection, if we
say a log message, we mean its template (template ID); and
a log sequencerefers to the list of templates (template IDs) of a
sequence of log messages.

Generally, we can classify automated log anomaly detection
methods into three categories: supervised, unsupervised, and
semi-supervised methods. Supervised methods need both posi-
tive (anomalous) and negative (normal) samples (log sequences),
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Fig. 1. Illustration of log parsing.

together with their labels to train a model, e.g., decision tree [13],
support vector machine (SVM) [14], logistic regression [15], and
Long Short-Term Memory (LSTM) [16]. Since anomalies are
usually rare in real-world environments, there often exists an
extreme imbalance between positive and negative samples, and
it is not easy to collect enough positive (anomalous) samples
for training. These would limit the application of supervised
methods. On the contrary, unsupervised methods do not need
labeled samples. They directly process all samples to figure
out outliers, through techniques such as principal component
analysis (PCA) [7] and invariants mining [17]. But they suffer
lower performance than supervised ones [9]. Semi-supervised
methods try to incorporate the merits of both supervised and
unsupervised methods, by only requiring partial samples to be
labeled. A common practice is to learn normal patterns from nor-
mal log sequences, then make judgments according to whether
the given log sequences obey the patterns or not. For example,
DeepLog [11] and LogAnomaly [12] employ LSTM to capture
latent patterns from normal log sequences, and try to predict the
most possible log templates that could appear after the input log
substring under normal conditions. If the template of the actual
next log message is not among the most possible templates, then
it is anomalous.

Considering that a service or system would work in normal
state most of the time, an overwhelming majority of its logs
would be normal, it is relatively easy to obtain abundant log
sequences that can be labeled as normal. This makes it more
practical and appealing to adopt a semi-supervised method in
log anomaly detection.

As logs are generated over time, log sequences, which consist
of log messages in time order, are essentially a kind of time
series data. Therefore, it can be easily understood that, RNN

Fig. 2. A simple illustration of (a) RNN versus (b) the Transformer encoder.
(x1, x2, . . . , xn) is the input sequence, (y1, y2, . . . , yn) is the output sequence.

(Recurrent Neural Network) and its variants, including LSTM
(Long Short-Term Memory) and GRU (Gated Recurrent Unit),
have been widely applied to log anomaly detection [11], [12],
[16], [18], [19]. However, in an RNN model, each step relies on
its previous step, which makes the model hard to parallelize and
capture long-term dependencies, as illustrated in Fig. 2(a).

To alleviate the above issue, in this paper, we put forward a
novel semi-supervised log anomaly detection approach, which
leverages the Transformer encoder to replace RNN and its vari-
ants. Since the Transformer architecture eschews recurrence by
self-attention and positional encoding, and is able to draw global
dependencies [20], as illustrated in Fig. 2(b). In recent years, we
have witnessed the great success of the Transformer architecture
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in various fields, where RNN and its variants had played impor-
tant roles, including natural language processing (NLP) [21],
computer vision (CV) [22], speech applications [23], etc. We
dub our approach as Loader (Log anomaly detector based on
Transformer).

Specifically, we borrow the general idea behind DeepLog
and LogAnomaly which utilize LSTM, i.e., we train Loader
only using normal log sequences to capture normal patterns;
and when detecting, Loader provides a set of candidate log
templates, that are most likely to appear after the input log
substring under normal conditions. If the template of the actual
next log message is not within the candidate set, then we say
there is an anomaly. Take the log sequence in Fig. 1 as an
instance, and suppose we have a substring of the first three
log messages (L1 → L2 → L3), which can be represented by
T1 → T1 → T2. After inputting this log substring into Loader,
it will give a set of candidate log templates C, that are most likely
to appear after the input log substring under normal conditions.
Here we assume C = {T3, T4}, then in this case, because the
actual next log message is L4 (T2) and T2 �∈ C, we assert it
to be anomalous. But unlike DeepLog or LogAnomaly, we do
not identify the set of candidate log templates via a simple
yet coarse-grained ‘top-k’ algorithm, which selects the most
possible k (e.g., 5) log templates in any case. We design a more
flexible and robust algorithm, which selects a minimal set of log
templates, whose probabilities are larger than the others, and the
cumulative probability is large enough, i.e., exceeds a threshold
(e.g., 0.9). We call this algorithm ‘top-p’, where p stands for
“probability”.

To summarize, this paper makes the following contributions:
� We propose a novel semi-supervised log anomaly detection

approach, Loader, which leverages the Transformer en-
coder instead of the commonly used RNN and its variants,
to detect anomalies in logs.

� We design a more flexible and robust algorithm, ‘top-p’,
to determine the set of candidate log templates, that are
most likely to appear after the input log substring under
normal conditions, instead of selecting a fixed number of
templates.

� Extensive experiments are conducted based on three public
log datasets to validate our approach. The results show
that, our approach Loader is better than or competitive
with other unsupervised and semi-supervised log anomaly
detection methods.

The rest of this paper is organized as follows. In Section II,
we introduce the related work, including log parsing and log
anomaly detection. Section III covers our approach Loader,
including the overall workflow and design details. The exper-
imental settings, results, and analyses are given in Section IV.
Finally, we conclude our paper in Section V.

II. RELATED WORK

A. Log Parsing

Log parsing is the basis of various automated log analysis
tasks, including log anomaly detection, failure diagnosis, failure
prediction, etc., and has attracted a lot of interest.

Since logs are printed by logging statements in the source
code, there is an attempt to parsing logs via source code anal-
ysis [7]. It is not trivial to analyze the source code of a large
program. What is worse, a great number of programs are not
open-source. These would hinder the application of such log
parsing methods. Thus, data-driven log parsing methods are
predominant. The key idea behind this kind of methods is that,
the more frequent a part (e.g., a word, a token, a substring, or
an n-gram) appears in historical logs, the more likely it is to be
a constant part. The main techniques adopted include frequent
pattern mining [24], [25], [26], clustering [27], [28], longest
common subsequence [29], [30], iterative partitioning [31],
[32], and parse tree [33], [34]. In [35], the authors presented
a comprehensive study on log parsing, by implementing and
evaluating 13 log parsers on 16 benchmark datasets.

B. Log Anomaly Detection

As mentioned earlier, there are three types of log
anomaly detection methods according to the data needed for
training, i.e., supervised, unsupervised, and semi-supervised
methods.

1) Supervised Methods: In [9], the authors explored three su-
pervised methods employing traditional machine learning tech-
niques, i.e., logistic regression, decision tree, and support vector
machine (SVM). In [16], the authors proposed LogRobust,
which adopts an attention-based Bidirectional Long Short-Term
Memory (Bi-LSTM) network to detect anomalies in unstable
log data. HitAnomaly [36] claims to be the first one that utilizes
the Transformer model in log anomaly detection. It encodes log
sequences and parameter values via a hierarchical Transformer
structure. All these methods directly treat log anomaly detection
as a binary classification task, and need labeled positive (anoma-
lous) and negative (normal) samples (log sequences) to train the
model.

2) Unsupervised Methods: In [7], the authors applied prin-
cipal component analysis (PCA) to detecting anomalies in con-
sole logs. They create a message count vector from each log
sequence, and utilize PCA to generate a normal subspace and an
abnormal one from the matrix composed of these message count
vectors. Then they treat those far away from the normal subspace
as anomalies. Reference [17] tried to mine program invariants
from log message groups, which reflect the inherent linear rela-
tionships in program workflows. If a log sequence violates any
of the invariants, it is regarded as anomalous. This method also
manipulates the matrix composed of the message count vectors,
and utilizes singular value decomposition (SVD) to estimate the
invariants. These two methods are also investigated in [9].

3) Semi-Supervised Methods: DeepLog [11] is the first one
to treat log anomaly detection as a sequence prediction problem,
and the general ideas behind DeepLog and our approach Loader
are similar. The main differences are that, DeepLog utilizes
LSTM to capture normal execution patterns, and adopts the
‘top-k’ algorithm to determine the candidate set. Similar to
DeepLog, LogAnomaly [12] also utilizes LSTM to learn normal
patterns. But it leverages a template2Vec method to represent
each log template with a vector which captures the semantic
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Fig. 3. Overall workflow of Loader.

and syntactic information of the log template, instead of an
integer index widely used by prior works, including DeepLog. In
addition, LogAnomaly also uses LSTM to capture the quantita-
tive relationships of logs. LogBERT [37] borrows ideas from
BERT [21], and leverages the Transformer encoder instead
of RNN to capture patterns from normal log sequences, to
resolve the drawbacks of RNN-based models. Unlike DeepLog,
LogAnomaly, or our approach Loader, which try to predict the
next log message of the input log substring under normal condi-
tions, LogBERT randomly masks some log messages within the
whole log sequence, and tries to predict them using the rest log
messages. PLELog [19] is another semi-supervised method, but
it is quite different from the aforementioned three methods as
well as our approach Loader. It still treats log anomaly detection
as a binary classification problem, so it needs both positive
(anomalous) and negative (normal) samples (log sequences)
for training. But it only requires partial normal samples to be
labeled, and estimates the labels of the rest through clustering.
If a cluster contains a known normal log sequence, then all
log sequences in this cluster would be labeled as normal. Log
sequences in other clusters are labeled as anomalous. These
labeled samples are then used to train an attention-based GRU
network for anomaly detection. In [38], a clustering-based
method named LogCluster is proposed to identify problems in
online service systems. It first clusters normal log sequences
which come from lab environment, and chooses the centroid
of each cluster as a representative log sequence. Then, for an
incoming log sequence, LogCluster identifies its state (normal
or anomalous) by computing its distances to all representative

log sequences. If the minimum distance exceeds a threshold,
then this log sequence would be reported as anomalous.

III. OUR APPROACH

A. Overview

Fig. 3 shows the overall workflow of training Loader and
using it to detect anomalies in logs. First of all, we need to parse
raw log messages and separate them into log sequences. Then,
for each log sequence, we apply a sliding window with step
size 1 to it for substring processing. At each sliding step, with
the substring of log messages falling into the sliding window
(i.e., the input log substring), we first encode them through an
embedding layer to get their embeddings, and then add their
embeddings with the positional encodings to get their input
representations; afterwards, we pass these input representations
through the Transformer encoder, to get a new output repre-
sentation for each log message; finally, the mean of these output
representations is used to predict a set of log templates, that may
appear after the input log substring under normal conditions.
The prediction is accomplished by a linear layer followed by a
softmax layer, and the output is a probability distribution over all
log templates, which indicates how likely each template would
appear after the input log substring. When training, only normal
log sequences are used, and the actual log message following the
input log substring is used as label to calculate a cross-entropy
loss with the output probability distribution, which is then used
for backpropagation to optimize the model. When detecting,
we choose a set of candidate log templates according to their
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probabilities given by the output probability distribution, and
check if the actual next log message of the input log substring
is within the candidate set or not, if yes, we treat it as normal,
otherwise we deem it as anomalous. In the end, a log sequence
would be reported as anomalous if at least one log message in it
is detected as anomalous.

Next, we address the key details throughout the workflow,
including critical steps or components in data preprocessing and
the Loader model.

B. Data Preprocessing

In this section, we introduce how to preprocess raw log
messages into separate log sequences, including two steps: log
parsing (Section III-B1) and separation (Section III-B2).

1) Log Parsing: The goal of log parsing is to transform raw
textual logs into a structured format, as illustrated in Fig. 1. It is
common that each log message begins with several auxiliary
fields, such as the “Timestamp”, “Level”, and “Component”
columns in Fig. 1, followed by the content field. As the auxiliary
fields often have fixed formats and are easy to extract, the core of
log parsing is to distinguish the constant parts from the variable
parts in the content field, and get a log template together with
optional parameters for each log message. The log template
is composed of the constant parts, while the variable parts
corresponding to parameters are replaced by some wildcards
(e.g., * in the “Template” column in Fig. 1).

A log template actually refers to the invariant part of the string
parameter of a log printing statement in the source code, so the
number of log templates is finite for a specific service/system.
Consequently, we can map the possibly endless log messages
generated over time to a restricted set of templates, which can
facilitate our model to learn latent patterns from log sequences.

2) Separation: Logs produced by different tasks or pro-
cesses, within a service/system or across different ser-
vices/systems, are usually mixed up, so we need to separate
them into different log sequences for better anomaly detection.
Some logs have certain kind of identifiers recorded to ease this
separation. For example, in the HDFS log dataset used in our
experiments which we will detail later, each log message has a
block_id indicating the block operated, so we can easily separate
these log messages according to this identifier.

On the other hand, it is a common practice to detect anomalies
in logs, which have a specified number of log messages or are
generated over a specified time period. This also require us to
separate a large set of logs into different log sequences.

C. Loader

In this section, we detail how Loader computes the output
probability distribution from the input log substring (Sections II-
I-C1, III-C2, and III-C3), how to train Loader (Section III-C4),
and how to make a judgment according to the output probability
distribution (Section III-C5).

1) Input Encoding: The input to Loader at each sliding step
is a substring of log messages falling into the sliding window,
i.e., the input log substring. Assume the window size is w and
the step size is 1, then for a log sequence S = [s1, s2, s3, . . .],

the input log substring for each sliding step would be:

[s1, s2, . . . , sw],
[s2, s3, . . . , sw+1],

...
[si, si+1, . . . , sw+i−1],

...

If we define the set of all log templates as T = {T1, T2, . . . , Tt}
(t is the total number of log templates), then for any i ∈ N+, si ∈
T . In the embedding layer, an embedding matrix M ∈ Rt×d (d
is the embedding size) is used to encode all these templates,
whose ith row is the embedding ofTi (1 � i � t), and is denoted
as ei (ei ∈ Rd). Then we can represent each log message si
with an embedding ej if si = Tj . The embedding matrix M is
composed of the template vectors, which are output by our log
parsing method LPV [28], and encode the semantic and syntactic
information of log templates.

Since the Transformer encoder has no recurrence or convolu-
tion structure, the order information of the input log substring is
injected through positional encoding. The positional encodings
have the same size d as the embeddings from the embedding
layer, and are calculated as follows (the same as in [20]):

PE(p,2i) = sin(p/100002i/d),

PE(p,2i+1) = cos(p/100002i/d), (1)

where p is the position index in the input log substring (0 � p <
w), 2i and 2i+ 1 are even and odd indices of the encodings’
dimensions respectively (0 � 2i, 2i+ 1 < d).

Afterwards, for the log messages in the input log substring,
we add their embeddings from the embedding layer with the
positional encodings in a position-wise manner, to get their input
representations, which will be fed to the Transformer encoder.
For the sake of efficient computing, these input representations
are packed into a matrix Xin ∈ Rw×d.

2) The Transformer Encoder: Loader leverages the Trans-
former encoder to capture normal patterns in normal log se-
quences. The Transformer encoder consists of N(N � 1) iden-
tical layers, each of which has two sub-layers, i.e., a multi-head
self-attention mechanism and a fully connected feed-forward
network.

The multi-head self-attention is to apply multiple self-
attention functions to its input in parallel, each of which is
called a head, then concatenate all heads’ outputs and project
to the same d-dimensional space as the input. Suppose there are
h heads and the input to this sub-layer is Xatn ∈ Rw×d, then
for the ith (1 � i � h) head, its output headi is calculated as
follows:

headi = Attention(XatnW
Q
i , XatnW

K
i , XatnW

V
i ), (2)

where WQ
i ∈ Rd×dq , WK

i ∈ Rd×dk , WV
i ∈ Rd×dv are projec-

tion matrices which are trainable, and dq = dk = dv = d/h;
Attention(·) is the scaled dot-product attention introduced
in [20], which is defined as follows:

Attention(Q,K, V ) = Softmax

(
QKT

√
dk

)
V, (3)
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where dk is the size of the row vectors of Q and K, the
Softmax(·) function is used to calculate the weights for the row
vectors of V and is defined as:

Softmax(z) =
ez∑
i e

zi
, (4)

where z is a row vector. This ensures that the weights calculated
from each row vector add up to 1. It can be seen from the above
that, each row of Xatn attends to all of its rows, including the
row itself. The final output of the multi-head self-attention is
obtained as follows:

MultiHeadh(Xatn) = Concat([head1, . . . , headh])W
o, (5)

where Concat(·) concatenates all headi’s (1 � i � h) horizon-
tally to get a matrix H ∈ Rw×hdv , and W o ∈ Rhdv×d is another
projection matrix which is also trainable.

The fully connected feed-forward network consists of two lin-
ear transformations, between which there is a ReLU activation.
It is applied to each position separately and identically. Suppose
the input to this sub-layer isXffn ∈ Rw×d, then it can be defined
as follows:

FFN(Xffn) = ReLU(XffnW1 + b1) ·W2 + b2, (6)

where W1 ∈ Rd×dff and W2 ∈ Rdff×d are weight matrices,
b1 ∈ Rdff andb2 ∈ Rd are biases, for the two linear transforma-
tions respectively, and all are trainable; dff is a hyperparameter
which defines the dimension of the inner layer; ReLU(·) is a
commonly used activation function defined as:

ReLU(x) =

{
x, x > 0;
0, x � 0.

(7)

In addition, around each sub-layer (i.e., multi-head self-
attention or feed-forward network), there is a residual connec-
tion [39] followed by layer normalization [40]. So the output of
each sub-layer is LayerNorm(X + SubLayer(X)), where X is
the input to the sub-layer, SubLayer(·) is either MultiHeadh(·)
or FFN(·) defined above, and LayerNorm(·) is the layer normal-
ization function.

3) Output Decoding: The output of the Transformer encoder
is a matrix Xout ∈ Rw×d, each row of which is the output
representation of a log message in the input log substring. Since
each log message has attended to all log messages in the input
log substring (including itself), as mentioned earlier, we believe
its output representation has encoded the context information of
the whole input log substring. To ensure no bias, we use the mean
of these output representations, i.e., the mean row vector ofXout

(denoted as mean(Xout, 0) ∈ Rd), and utilize a linear layer with
a softmax followed to produce a probability distribution over
all log templates. The output probability distribution gives the
probability of each log template to appear after the input log
substring, under normal conditions.

Formally, the whole process of output decoding can be de-
scribed as follows:

prob_dist = Softmax(mean(Xout, 0) ·W + b), (8)

Algorithm 1: The ‘top-k’ Algorithm.

where W ∈ Rd×t and b ∈ Rt are trainable weight matrix
and bias respectively, t is the total number of log templates,
prob_dist ∈ Rt and sum(prob_dist) = 1.

4) Training: When training, we use the actual log message
following the input log substring as label, and compute the cross-
entropy loss between its one-hot representation and prob_dist
from output decoding. The one-hot representation of the ith
template Ti is a sparse vector with length t, in which only the
ith element is 1 and the others are 0’s (t is the total number
of log templates). Assume the label is sw+i, then the loss L is
computed as follows:

L = CrossEntropy(one_hot(sw+i), prob_dist), (9)

where one_hot(·) stands for the one-hot representation, and
CrossEntropy(·) is the function to compute the cross-entropy
loss, which is defined as follows:

CrossEntropy(y, ŷ) = −
∑
i

yi log ŷi. (10)

The loss is then used for backpropagation to update the trainable
parameters of Loader.

5) Detecting: On detecting, we first identify a set of can-
didate log templates C according to prob_dist from output
decoding, then check whether the actual next log message snext
of the input log substring is within the candidate set or not.
If snext ∈ C, we treat it as normal, otherwise we treat it as
anomalous.

Previous similar methods, such as DeepLog [11] and
LogAnomaly [12], simply select a fixed number of candidate
log templates with higher probabilities, in any case. We call it
the ‘top-k’ algorithm, and describe the process in Algorithm 1.
However, we observe that the number of distinct log templates,
which can appear after a given log template under normal
conditions, often differs for different log templates. This can be
verified by Fig. 4, where the horizontal axis represents different
log templates, and the vertical axis is the number of distinct
log templates, which appear after a specific log template under
normal conditions. The numbers used to draw Fig. 4 are obtained
based on the training set (only containing normal log sequences)
of the HDFS log dataset used in our experiments which we will
detail later.
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Fig. 4. Numbers of distinct log templates appearing after each log template,
in the training set of the HDFS log dataset.

Algorithm 2: The ‘top-p’ Algorithm.

In this paper, we propose a more flexible and robust way
to select the candidate log templates, and name it the ‘top-p’
algorithm. As described in Algorithm 2, the number of candidate
log templates selected is determined by a probability threshold
λp (0 < λp < 1) rather than fixed. Specifically, we iteratively
pick out a log template with the maximum probability at each
iteration, until the cumulative probability of the selected log
templates is no less than λp. So the number of candidate log
templates may vary with different prob_dist’s. We will validate
the effectiveness of this algorithm in our experiments.

IV. EVALUATION

In this section, we first give the experimental settings, in-
cluding datasets, baselines, evaluation metrics, implementation
details, and experimental environment (Section IV-A). Then,
we present the effectiveness comparison between Loader and
all baseline methods (Section IV-B). Next, we compare the
efficiency of Loader with that of the RNN-based baseline
methods (Section IV-C). Subsequently, we confirm the effec-
tiveness of the ‘top-p’ algorithm versus the ‘top-k’ algorithm
(Section IV-D). After that, we investigate the influence of each
model parameter, on the effectiveness of Loader (Section IV-E).
Finally, we give a simple illustration to show how Loader detects
anomalies (Section IV-F).

TABLE I
SOME STATISTICS ABOUT THE DATASETS

A. Experimental Settings

1) Datasets: We evaluate our approach Loader based on
three public log datasets, i.e., the HDFS log dataset [7], the Blue
Gene/L log dataset [41], and the Thunderbird log dataset [41]
(denoted by HDFS, BGL, and Thunderbird respectively).1

� HDFS: This dataset is a set of HDFS (Hadoop Distributed
File System) logs generated by running sample Hadoop map-
reduce jobs on more than 200 Amazon EC2 nodes. There are
11,175,629 log messages in total. A block_id is recorded in each
log message to indicate a block operation, according to which
we can separate the log messages into different log sequences.
Each log sequence reflects the execution path of a block. Every
block was manually labeled as normal or anomalous by Hadoop
experts, and among the total 575,061 blocks, 16,838 blocks are
anomalous.
� BGL: This dataset was collected from the Blue Gene/L

supercomputer deployed at Lawrence Livermore National Labs
(LLNL). It contains 4,747,963 log messages, among which
348,460 were tagged as alerts by the system experts. Un-
like HDFS, there are no identifiers recorded in the log mes-
sages which can be used to separate them. Following previous
works [9], [12], we utilize a sliding time window to slice these
log messages into log sequences, according to their timestamps.
If there exists one or more alerts in a log sequence, then it would
be labeled as anomalous, otherwise as normal.
� Thunderbird: This dataset was collected from Thunderbird,

a supercomputer installed at Sandia National Labs (SNL). It has
more than 200 million log messages. We use the first 10 million
for evaluation, because one of the baseline methods cannot finish
in reasonable time with more log messages, in our experimental
environment. The log format of this dataset is similar to that of
BGL, and alerts were also tagged by the system experts. Among
the first 10 million log messages, 353,794 are alerts. We utilize a
sliding time window to slice the log messages into log sequences,
just as what we do with BGL.

Some statistics about these three datasets are given in Table I.
Following previous works [9], [12], for each dataset, we use the
front 80% normal log sequences for training, and the rest for
testing. Because in practice, we can only learn from historical
logs produced earlier.

2) Baselines: As supervised log anomaly detection methods
need both normal and anomalous log sequences together with
their labels for training, for fair comparison, we choose the
following six unsupervised and semi-supervised log anomaly
detection methods as baselines.

1Available at https://github.com/logpai/loghub
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�PCA [7]: This approach builds a message count vector from
each log sequence, and applies principal component analysis
(PCA) on the matrix composed of these message count vectors,
to construct a normal subspace and an abnormal one. Then those
far away from the normal subspace are reported as anomalies.
� Invariants Mining (IM) [17]: Like PCA, this approach also

operates on the matrix composed of the message count vectors. It
employs singular value decomposition (SVD) to mine invariants
which can be satisfied by most of the vectors, and then treats
those violating one or more invariants as anomalies.
� LogCluster [38]: This approach clusters normal log se-

quences into different clusters, and then treats those too far
away from these clusters as anomalies. In this approach, each
log sequence is turned into a vector according to the distinct log
templates it contains.
�DeepLog [11]: DeepLog employs an LSTM model to learn

normal patterns from normal log sequences. It then tries to
predict the next log message of each input log substring. If the
actual next log message is among the top k candidates, then
it’s treated as normal, otherwise as anomalous. It works in a
streaming manner with a sliding window, just as Loader.
� LogAnomaly [12]: Similar to DeepLog, LogAnomaly also

tries to learn normal patterns from normal log sequences and
predict the next log message of each input log substring. But it
employs two LSTM models, one for sequential patterns and the
other one for quantitative patterns.
� LogBERT [37]: Like Loader, LogBERT also leverages the

Transformer encoder to model normal log sequences. But it does
not try to predict the next log message of each log substring, and
is not designed to work in a streaming manner. It randomly masks
some log messages in the log sequence, and then tries to predict
these masked ones.

Among the above six methods, the first two (i.e., PCA and
IM) are unsupervised methods, and the other four are semi-
supervised. More details about these baselines are given in
Section II.

3) Evaluation Metrics: Log anomaly detection is essentially
a binary classification task (anomalous or normal). Following
previous works [9], [11], [12], [37], we use three commonly
used metrics (i.e., Precision, Recall, and F−measure) to
measure the effectiveness of Loader and the baseline methods.
Precision = TP

TP+FP , Recall = TP
TP+FN , and F−measure =

2×Precision×Recall
Precision+Recall , where TP stands for the number of log

sequences which are judged as anomalous and labeled as anoma-
lous as well,FP is the number of log sequences which are judged
as anomalous but labeled as normal, andFN refers to the number
of log sequences which are judged as normal but labeled as
anomalous.

4) Implementation Details: We implemented Loader with
Python 3.9.7 and TensorFlow 2.7.0. By default, the Transformer
encoder consists of two layers. In each layer, the multi-head
self-attention has two heads, and the inner layer dimension of
the feed-forward network is 128. The default sliding window
size is 10. The Adam algorithm [42] with learning rate 0.001
is adopted to optimize the model. We implemented both the
‘top-k’ algorithm and the ‘top-p’ algorithm for detecting, in
order for better comparison. The parameter settings of Loader

are summarized in Table II. For each detecting parameter, we
give the value range we explored on each dataset, which is
also applied to DeepLog and LogAnomaly for fair comparison,
because these three methods share the same detecting strategy.
The numbers in bold (0.95 and 0.999999) are the default values
of the probability threshold for Loader on each dataset. As to log
parsing, we employ LPV, a state-of-the-art log parsing method
which has been published in one of our previous works [28].
With the help of LPV, we can get a template vector for each
log template, which is used in the embedding layer, and the
embedding size is 24.

For baselines PCA, IM, and LogCluster, we employed a
popular implementation provided by the LogPAI team.2 For
baselines DeepLog and LogAnomaly, we adopted a popular
open-source implementation,3 and plugged in our ‘top-p’ algo-
rithm. LogBERT is shared online4 by its authors, and we made
use of it as is.

5) Experimental Environment: We conducted all experi-
ments on a Linux server equipped with an Intel(R) Xeon(R)
CPU E5-2678 v3 @ 2.50 GHz, 192 GB DDR4 memory, and 4
NVIDIA GeForce GTX 1080 Ti GPUs. The Linux distribution
version is Ubuntu 16.04.7 LTS.

B. Effectiveness Comparison With Baselines

Table III shows the effectiveness comparison between Loader
and all baseline methods on HDFS, BGL, and Thunderbird
respectively, in which we put the numbers � 0.9 in bold, and
the maximum number of each column is marked with *. For
DeepLog, LogAnomaly, and Loader, we experimented with the
‘top-k’ algorithm and the ‘top-p’ algorithm respectively. And
for either ‘top-k’ or ‘top-p’, we tested with each value in the
value range given in Table II for the corresponding detecting
parameter, and reported the best result (having the highest
F−measure).

It can be seen from Table III that, our approach Loader
achieves the highest F−measure on each dataset, when adopt-
ing the ‘top-p’ algorithm. This validates the effectiveness and
competitiveness of our approach.

DeepLog, LogAnomaly, and our approach Loader outperform
the other four baselines (i.e., PCA, IM, LogCluster, and Log-
BERT) in terms of Recall on each dataset, no matter adopting
‘top-k’ or ‘top-p’. We think the reason is as follows: DeepLog,
LogAnomaly, and Loader all try to predict the next log message
of the input log substring in current sliding window, under
normal conditions. The sliding window moves forward step by
step, to process every log message of a log sequence (except the
first w ones). If any log message is not within the correspond-
ing candidate set, then the log sequence would be flagged as
anomalous. So DeepLog, LogAnomaly, and Loader are likely
to detect more anomalies, which brings higher Recall. But, as a
side effect, this may cause more false positives and degrades
the Precision, which is verified by the results in Table III.
Specifically, DeepLog, LogAnomaly, and Loader do not beat

2https://github.com/logpai/loglizer
3https://github.com/donglee-afar/logdeep
4https://github.com/HelenGuohx/logbert
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TABLE II
PARAMETER SETTINGS OF LOADER

TABLE III
EFFECTIVENESS COMPARISON BETWEEN LOADER AND THE BASELINES ON HDFS, BGL, AND THUNDERBIRD

all the other four baselines in terms of Precision, on any
dataset. Nevertheless, these three methods perform better than,
or equally with (only for LogAnomaly on Thunderbird) the other
four baselines in terms of F−measure on each dataset, when
adopting the ‘top-p’ algorithm. When the ‘top-k’ algorithm is
adopted, they still have better F−measure on two datasets
(i.e., HDFS and BGL). The above confirms the effectiveness and
superiority of the detecting strategy behind these three methods
and our ‘top-p’ algorithm.

DeepLog, LogAnomaly, and our approach Loader have com-
petitive effectiveness with each other, but Loader has better
F−measure than the other two on each dataset, when adopting
the ‘top-p’ algorithm. When ‘top-k’ is adopted, Loader has
better F−measure than the other two on HDFS and BGL,
and is a little lower than them on Thunderbird. On the other
hand, LogAnomaly has better Precision than DeepLog and
Loader on HDFS, both DeepLog and LogAnomaly have better
Recall than Loader on BGL, no matter whether ‘top-k’ or
‘top-p’ is adopted. These indicate that, DeepLog, LogAnomaly,
and Loader possess different advantages and capabilities, on
different datasets.

C. Efficiency Comparison With RNN-Based Methods

To demonstrate the efficiency superiority of our approach
Loader over RNN-based methods, we compare the mean train-
ing time per epoch of Loader with that of DeepLog and
LogAnomaly, on each dataset. The results are shown in Fig. 5,
from which we can see that, Loader needs much less time to
finish a training epoch than DeepLog and LogAnomaly, on each

Fig. 5. Mean training time per epoch of Loader, DeepLog, and LogAnomaly,
on HDFS, BGL, and Thunderbird.

of the three log datasets. This benefits from the Transformer
encoder utilized by Loader, which has no recurrence and is
more parallelizable than RNN and its variants. On the other
hand, as LogAnomaly employs two LSTM models, one for
sequential patterns and the other one for quantitative patterns,
so it is reasonable that LogAnomaly needs more training time
than DeepLog.

D. Effectiveness of ‘top-p’ versus ‘top-k’

From Table III, we can see that, DeepLog, LogAnomaly, and
Loader may achieve better or equalF−measure, if adopting the
‘top-p’ algorithm rather than the ‘top-k’ algorithm. To further
demonstrate the superiority of our proposed ‘top-p’ algorithm,
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Fig. 6. Effectiveness variations of DeepLog, LogAnomaly, and Loader on HDFS, when varying the value of the detecting parameter of the ‘top-k’ algorithm and
the ‘top-p’ algorithm respectively.

we plot the effectiveness variations of these three methods
adopting ‘top-k’ and ‘top-p’ respectively, when changing the
value of the corresponding detecting parameter, i.e., k of ‘top-k’
and λp of ‘top-p’, on HDFS. The results are given in Fig. 6.

It can be observed from Fig. 6 that, for any of the three methods
(DeepLog, LogAnomaly, and Loader), when adopting the ‘top-
k’ algorithm, with k increases from 1 to 10, the Precision
increases rapidly at the beginning and then keeps approaching
1.0 when k � 7, while the Recall keeps dropping, causing the
F−measure to first increase and then decrease. On the other
hand, when adopting the ‘top-p’ algorithm, withλp increases, the
Precision grows slowly to approximate to 1.0, while theRecall
drops slightly, leading the F−measure to increase slowly.

Overall, when adopting the ‘top-k’ algorithm, the effective-
ness is sensitive to parameter k, and is quite different when
k takes different values. When adopting the ‘top-p’ algorithm,

however, the effectiveness does not change much when varying
λp, which makes it easier to choose a proper value for λp to
achieve sound effectiveness. Thus, we can say that our proposed
‘top-p’ algorithm is more flexible and robust than the ‘top-k’
algorithm.

The reason why the ‘top-p’ algorithm performs better is that,
unlike the ‘top-k’ algorithm, which selects a fixed number (e.g.,
5) of candidate log templates in any case, ‘top-p’ may select dif-
ferent numbers of candidate log templates, when encountering
different input log substrings. To illustrate this, we tested Loader
with the first 150 normal and anomalous log sequences from the
testing set of HDFS respectively. In each sliding step, we counted
the number of candidate log templates determined by ‘top-p’,
and recorded the position index of the actual next log message
in the ordered log template list, which is sorted in descending
order according to the output probability distribution. The results
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Fig. 7. The number of candidate log templates determined by the ‘top-p’ algorithm (# of candidates) versus the position index of the actual next log
message in the ordered log template list which is sorted in descending order according to the output probability distribution (true index), in each sliding step.
(a) Testing with the first 150 normal log sequences from the testing set of HDFS. (b) Testing with the first 150 anomalous log sequences from the testing set of
HDFS.

Fig. 8. Effectiveness variations of Loader on HDFS, when varying the value of each model parameter.

are shown in Fig. 7, from which we can see that, the number
of candidate log templates selected by the ‘top-p’ algorithm
changes frequently at different sliding steps. This feature may
enable Loader to detect more anomalies, and avoid producing
too many false positives at the same time.

E. Influences of Different Model Parameters

In this section, we explore how each of the model parameters
(i.e., w, N , h, and dff in Table II) affects the effectiveness of
Loader, through a series of experiments on HDFS.

We varied the value of one model parameter at a time, while
keeping the other model parameters with their values listed in

Table II. The training parameters were kept with their values in
Table II all the time. For the detecting parameters, we tested with
each value within the value range given in Table II and reported
the best result (having the highest F−measure), for the ‘top-k’
algorithm and the ‘top-p’ algorithm respectively, to better mea-
sure the influence of each model parameter. The effectiveness
variations when varying different model parameters are given in
Fig. 8, where the subfigures in the first row (Fig. 8(a)∼(d)) are
about Loader adopting the ‘top-k’ algorithm, and the second
row (Fig. 8(e)∼(h)) about ‘top-p’. Each column of Fig. 8
corresponds to a model parameter. Note that the two subfigures
in the first column (corresponding to the model parameter w)
have a different value range in the y-axis from the others.
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Fig. 9. A normal log sequence and an anomalous one from the testing set of HDFS. The first ten log messages of them are identical. The sliding window size
w = 10.

It can be seen from Fig. 8 that, Loader is particularly sensitive
to the sliding window size (w), no matter adopting the ‘top-k’
algorithm or the ‘top-p’ algorithm. Specifically, as w increases,
the Precision keeps increasing slowly, while the Recall first
grows and then drops, causing the F−measure to first increase
and then decrease. This means Loader tends to judge a log
sequence as normal (causing more false negatives), when the
sliding window size becomes larger. After analyzing the lengths
of all log sequences in HDFS (the length of a log sequence is
the number of log messages in it), we find the mean length is
19. We infer that, a proper sliding window size should be less
than the mean length, so that not too many log sequences need
padding to fill the sliding window to make Loader work, and
only require Loader to perform prediction once, i.e., predicting
the last log message. On the other hand, the sliding window
size should be neither too small nor too large, as too few log
messages could not convey enough information, while too many
log messages could bring too much noise, both would harm the
performance of Loader. For the remaining three parameters (N ,
h, and dff ), the effectiveness of Loader fluctuates with differ-
ent parameter values, when the ‘top-k’ algorithm is adopted,
whereas keeps relatively stable when the ‘top-p’ algorithm is
adopted. This means the number of layers (N ), the number
of heads in multi-head self-attention (h), and the inner layer
dimension of feed-forward network (dff ) do affect the learning
ability of Loader, but the effectiveness can be improved via
selecting a proper set of candidate log templates at each sliding
step. This also confirms the flexibility and robustness of our
proposed ‘top-p’ algorithm.

F. A Simple Illustration of Detecting

To better understand how Loader detects anomalies, we
picked out a normal log sequence and an anomalous one from
the testing set of HDFS, which are shown in Fig. 9 (each number
represents the template ID of a log message). The first ten log
messages of these two log sequences keep identical, until the
11th. Because the sliding window size is 10 (the default value),
we fed the first ten log messages into Loader, and checked the
output probability distribution, which is visualized in Fig. 10.
We can see that the template with ID 13 has a probability of
more than 0.9999, so the candidate set C contains only one
element since λp = 0.95 (the default value), i.e., C = {13}. As
a result, the second log sequence in Fig. 9 would be reported
as anomalous by Loader, because 5 /∈ C. In practice, we could
terminate the detecting process of the second log sequence at

Fig. 10. The output probability distribution over all log templates, when
feeding Loader with the first ten log messages of the log sequences in Fig. 9.

this moment. For the first log sequence, however, we cannot say
it is normal at this moment, and need to go on checking the
following log messages.

V. CONCLUSION

Log anomaly detection is a critical task in service and system
management. Especially for today’s complex and large-scale
services and systems, it becomes difficult or even infeasible to
manually detect anomalies from massive logs in time. Thus,
automated log anomaly detection becomes imperative. In this
paper, we present a novel semi-supervised log anomaly detection
approach, Loader, which leverages the Transformer encoder,
instead of the commonly used RNN and its variants, to capture
patterns from normal log sequences. Loader only needs normal
log sequences for training. When detecting, it gives a candidate
set of the most possible log templates, that may appear after the
input log substring under normal conditions. If the template of
the actual next log message is not in the candidate set, then it
implies an anomaly. What’s more, we design a more flexible and
robust ‘top-p’ algorithm to determine the candidate set in detect-
ing, rather than the ‘top-k’ algorithm adopted by previous similar
methods. Extensive experiments have been conducted based on
three public log datasets, to validate the effectiveness of Loader.
The results confirm that, our approach Loader is better than or
competitive with other unsupervised and semi-supervised log
anomaly detection approaches.
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