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Abstract—The tremendous expansion of edge data traffic poses
great challenges to network bandwidth and service responsiveness
for mobile computing. Edge caching has emerged as a promising
method to alleviate these issues by storing a portion of data at
the network edge. However, existing caching approaches suffer
from either poor caching efficiency with low content-hit ratio or
unintelligence of caching policies lacking self-adjustability. In this
article, we propose ICE, a novel Intelligent Edge Caching scheme
using a deep reinforcement learning (DRL) method to capture
specific valuable information from the requested data. With the
benefit of our proposed popularity model based on Newton’s law of
cooling, ICE fully takes into account the popularity of the contents
to be cached and leverages the formulated Markov decision model
to decide whether or not the contents should be cached. Moreover,
to further improve the caching efficiency, we propose a novel
distributed multi-node caching framework, named DCCC, assisted
by a multi-tiered caching hierarchy. Comprehensive experiments
show that the single-node ICE scheme greatly improves the cache
hit rate and contents exchanging time in comparison with both
DRL-based and legacy approaches, and our distributed multi-node
caching scheme DCCC further significantly improves the overall
utilization of caching space.

Index Terms—Edge caching, deep reinforcement learning,
quality of experience.

I. INTRODUCTION

A LONG with the prosperity of 5G, the Internet of Things
(IoT), and mobile cloud computing, the edge network is

experiencing a dramatic increase in mobile traffic, as well as
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booming demand for high Quality of Experience (QoE) from
end users on account of the high quality of service (QoS) require-
ments of various emerging services (e.g., autonomous driving,
ultra-high-definition video, IoT-oriented services) [2], [3], [4].
This evidently impels a growing demand for network resources
and storage resources to facilitate these services. It is predicted
that the total amount of global data is expected to increase from
33 Zettabytes in 2018 to 175 Zettabytes by 2025 [5]. Such a huge
amount of continuously generated data will inevitably exacer-
bate network congestion, increase operating and maintenance
expenditure, and deteriorate the network QoS, which in turn
impedes data delivery. Although cloud computing can mitigate
the resource shortage problem of service requests initiated by
the low-end terminal devices [6], [7], end users still suffer from
high transmission latency with poor QoE due to their extremely
long distance from the cloud data center. In order to deal with
these problems, it will be greatly beneficial to push the data
service from the remote cloud to the network edge to provide
responsive services.

In practice, shifting some core network computation and
storage resources to the network edge that is closer to end users
would provide significant benefits [8], such as lowering the time
it takes to feedback contents to users [9], improving energy
efficiency, and enabling the network structure more flexible [10].
Various types of contents, such as videos, photos, music, and
texts, can be stored in edge nodes, where such contents are
usually frequently visited. The edge nodes storing the cached
contents can be nano edge data centers, base stations (BSs), or
even terminal devices around the users [11]. However, in view
of the high deployment cost of distributed edge nodes, these
edge nodes are usually low-end equipment with constrained
computation and storage resources. Consequently, the restricted
resource capacity of edge nodes brings significant challenges
for offloading services and contents from the central cloud to
the distributed edge nodes. In case the users’ requested contents
do not exist in edge nodes, the requests will be redirected to
the remote cloud to retrieve contents. In this situation, these
edge nodes will lose their intrinsic benefits, failing to provide
responsive services. As a result, how to increase the hit rates
of the contents cached on edge nodes is deemed a crucial and
challenging problem. To this end, extensive studies have been
carried out aiming to explore efficient edge caching schemes.

Conventional caching approaches are usually designed on
the basis of the content visit frequency (e.g., Least Frequently
Used (LFU)) [12], the content visit order (e.g. Fist In First Out
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(FIFO)) [13], or the content visit times (e.g., Least Recently
Used (LRU)) [14]. However, these traditional caching schemes
fail to take into account the content attributes, such as the sizes
and types of content. As a result, even with high cache hit
rates, these legacy caching approaches may still cause significant
network latency since they may misguide the edge servers to
cache smaller-size contents while neglecting the large-size con-
tents that are more time-consuming. Hence, intuitively it would
be beneficial to effectively recognize and classify the content
requests in order to improve the overall caching efficiency.

To solve the problems confronted with traditional caching
approaches, machine learning (ML), especially deep learning,
has emerged as an effective technique for edge caching [15],
[16], [17], which exhibits more advantages in dealing with the
high dynamics of the edge environment and greatly outper-
forms traditional methods in cache optimization. Specifically,
the diversity of content requests, the high complexity of the
edge environment, the restricted resources, and the networking
constraints, in combination, make ML-based approaches more
effective than legacy methods in handling the tractable edge
caching issue [18]. Empirical studies indicate that deep learning
has a distinct advantage in classification. However, the caching
quality is determined not just by reasonable classification of
content requests but also by the caching decision-making policy
that plays a more critical role. Therefore, we should not only
leverage deep learning to classify content requests but also make
full use of its excellent decision-making ability to effectively
increase users’ QoE and decrease the system’s energy cost.

In view of the above observations, in our previous conference
paper [1], we presented a novel deep reinforcement learning
(DRL)-based single-node Intelligent Caching framework at the
Edge, called ICE. In ICE, the edge caching problem is formu-
lated as a Markov Decision Process (MDP), taking into account
the popularity of requested contents as well as their energy cost
on edge servers. Experimental results prove that benefiting from
our novel content popularity model, the efficiency of caching
strategies is significantly improved in terms of hit rate. Further-
more, with the learned knowledge of content attributes, ICE’s
caching policy prioritizes the most time-consuming and energy-
consuming content. However, although the caching space of one
single edge node is greatly optimized and fully utilized through
our ICE scheme, it still dwarfs with the increasing number of
resources.

To this end, in this article, we further propose a new
distributed computing-based multi-node cooperative caching
scheme named DCCC. In the DCCC scheme, the ICE strategy
is leveraged to optimize the cache hit rate for each single node,
and the Linux Virtual Server (LVS) is adopted to achieve load
balancing among all involved edge nodes, where edge nodes
are classified as proxy nodes and two-tiered caching nodes
according to respective responsibilities. Proxy nodes, as the
front-end load balancer, are responsible for distributing content
requests to the caching nodes with lower network load to achieve
good load balancing. Two-tiered caching nodes, constituting
the server pool, manage the contents with unique identifica-
tion information, whereas the tier-1 nodes are responsible for
locating the tier-2 nodes that manage the requested contents

and merging the results that will be fed back to users. With
the benefit of ICE and DCCC, the caching space composed of
different caching nodes obtains high utilization with a high cache
hit rate. As a consequence, not only is the quality of experience
of users substantially increased, but the system’s energy cost is
significantly lowered. The main contributions of this article are
summarized as follows.
� We present a new content popularity model suiting the edge

caching scenario based on Newton’s cooling law. With this
model, the system can calculate a reasonable popularity
for each requested content, which further supports the
formulation of caching policies.

� We propose ICE, a novel DRL-based single-node non-
cooperative edge caching framework that outperforms its
competitors in terms of QoE and energy efficiency.

� We further propose a novel distributed computing-based
multi-node cooperative caching scheme, named DCCC,
which aims to maximize the overall caching efficiency of
multiple edge nodes, including overall cache space utiliza-
tion, cache hit ratio, response time, and energy efficiency.

� We conduct comprehensive experiments to evaluate the
performance of ICE and DCCC schemes. Experimen-
tal results prove that ICE is superior to both conven-
tional caching approaches and DRL-based approaches, and
DCCC further significantly increases the overall caching
efficiency from various aspects.

The rest of this article is organized as follows. Related works
are briefly summarized in Section II. The popularity model
design and the problem formulation are presented in Section III.
Section IV elaborates on the design of our proposed single-node
caching scheme ICE. Section V details the design of the multi-
node cooperative caching scheme DCCC. The experimental re-
sults are presented in Section VI. Finally, Section VII concludes
the article.

II. BACKGROUND AND RELATED WORK

With the dramatic increase in the number of terminal devices
in recent years, the volume of data generated and transmitted
on the network has increased exponentially. This dilemma im-
pels the emergence and evolution of a new network service
architecture, named edge caching, where the service provider
chooses to store a copy of the data at the edge in order to
ensure the user’s QoE. However, storing data at the network
edge comes with many new technical challenges and scientific
issues, such as what/where/how to cache. In general, existing
caching approaches can be divided into two groups: traditional
caching approaches and ML-based caching approaches.

A. Traditional Caching Approaches

The content replacement policies commonly employed in
traditional caching schemes include LFU, FIFO, and LRU.
Specifically, in the LRU scheme, the least recently used contents
are preferred to be removed and replaced with newly requested
contents. Comparatively, when the size of the content to be
cached exceeds the system’s storage capacity, LFU will choose
to delete the contents that are least frequently used. The FIFO
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strategy simply replaces the contents according to the order of
being cached, which follows the principle of first in first out.
These conventional caching strategies are straightforward but
truly efficient for same-sized contents. However, their perfor-
mance degrades when dealing with contents whose sizes differ
significantly and ignoring the introduced differentiated impact
of the transmission delay. Besides, the caching policies of these
approaches are static and are incapable of self-learning and
self-adjustment, which thus cannot adapt to the dynamic edge
environment.

B. ML-Based Caching Approaches

According to our investigation, deep learning (DL) and re-
inforcement learning (RL) are the two most commonly used
learning paradigms in the edge caching scenario.

1) DL-Based Caching Approaches: The work [19] studies
the caching problem of the information-centric network, then
designs a DL-assisted content popularity prediction scheme
leveraging software defined networking techniques, and finally
presents a lightweight caching method based on storage capacity
and popularity prediction. The work [20] considers the inter-
relationships between sequential content requests and proposes
a stimulable neural network-based caching approach by utilizing
such time-varying inter-relationships in caching policies. The
work [21] investigates the context-aware content caching prob-
lem confronted by the heterogeneous small cell networks and
presents a convolutional neural network (CNN)-based caching
scheme, which caches the predicted contents in advance to de-
crease the service latency. Similarly, the work [22] also proposes
a DL-based context-aware caching scheme aiming to decrease
the service latency and the backhaul congestion. Comparatively,
the work [23] takes the sequential features of contents into
consideration and proposes a proactive sequence-aware caching
approach based on CNN with an attention mechanism.

2) RL-Based Caching Approaches: Reinforcement learning
allows the agent to automatically choose the best action to take
in order to maximize its performance. The work [24] puts for-
ward a distributed Q-learning algorithm-based localized caching
scheme, where a new strategy for increasing the cache hit rate
is designed by incorporating Bayesian learning into predicting
request preferences. Taking privacy preservation into account,
the work [25] presents a distributed RL-based dynamic caching
method aiming to improve the caching efficiency, where the au-
thors formulate the distributed caching optimization as a model-
free Markov decision process. Comparatively, the work [26]
studies the energy conservation problem in mobile edge net-
works by leveraging caching methods. The authors then propose
an RL-based approach to optimize the caching efficiency while
aiming to minimize the system’s energy cost. The work [27] de-
signs an RL-based collaborative caching scheme for the Internet
of Vehicles, which aims to minimize the content access delay by
pre-caching the requested contents utilizing the long short-term
memory method and optimizing the caching efficiency using
an RL approach. The work [28] proposes a deep actor-critic
(AC) RL-based caching strategy for edge caching in wireless
networks by taking both cache hit rate and network latency

into consideration. Aiming at the caching problem in-vehicle
networks, the authors of the work [29] propose a multi-time
scale framework based on deep reinforcement learning and
design a mobile perception reward estimation method under the
multi-time scale model. The agent in the deep Q-network (DQN)
is responsible for receiving the system states and determining
the best action. Each action includes roadside unit information
and vehicle collection information, as well as the cache and
contents of the requesting vehicle. Although DQN can well
solve the problem that limitless states cannot be stored in limited
tables, there arises another problem that how to make agents
better understand the content popularity. The work [30] proposes
a new approach to caching in CDNs. They propose a CDN
caching design called Learning Relaxed Belady (LRB) to mimic
the Relaxed Belady algorithm. The experimental results show
that LRB outperforms traditional CDN algorithms in terms of
overhead and performance.

C. Multi-Node Distributed Caching

The unprecedented high data traffic at the edge inevitably
brings forward higher requirements for caching efficiency, while
single-node caching schemes usually cannot meet such require-
ments in many cases. Therefore, numerous research has been
conducted to explore effective multi-node cooperative caching
schemes to further improve overall caching efficiency. The
work [31] proposes a distributed edge caching scheme for dy-
namic contents of wireless service. The authors of this work con-
vert the joint cache and recommendation strategy into a “single”
cache strategy, avoiding the high training complexity of joint
optimization. Authors in [32] present a collaborative caching
method to minimize the file transmission time and content
placement rate in user-centric mobile networks. The work [33]
proposes a proactive cooperative caching mechanism to reduce
transmission delay by predicting the content demand. Authors
of the work [34] propose a multi-agent AC-based collaborative
caching method to reduce data exchanges. The work [35] ex-
plores a Lyapunov optimization-based online collaborative edge
caching algorithm, which targets minimizing the costs of content
caching, content migration, and QoS penalties. To deal with
the low task offloading efficiency caused by the consequences
of having few services cached, the work [36] investigates effi-
cient ways of dependent task offloading with restricted service
caching and proposes a convex programming-based approach.
To improve the efficiency of live video delivery, authors of the
work [37] design a proactive content push technique that can
mitigate the cache-miss issues in a distributed environment.
Although these existing works mentioned above make full use
of multiple edge nodes in cooperative caching, some critical
problems are ignored, such as how to balance the loads, how to
improve the computational efficiency of each caching node, and
how to improve the overall caching space utilization of different
caching nodes.

In this research, we develop ICE, a novel DRL-based caching
method that addresses the drawbacks of existing traditional and
ML-based approaches. Taking into account the content popular-
ity and some specific properties of contents, we first present
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a single-node caching scheme utilizing the DQN algorithm
tailored for the formulated caching problem with better QoE and
higher energy efficiency. Then, based on ICE, we further design
an efficient multi-node distributed cooperative caching system
called DCCC, which further improves the overall efficiency of
edge caching.

III. MODEL DESIGN AND PROBLEM FORMULATION

This section first presents the design of our novel popularity
model based on Newton’s law of cooling and then details the
problem formulation of the caching problem at the network edge.

A. Content Popularity Model

To optimize the hit rates of the cached contents and maximize
the probability of the requested contents being cached, the
popularity of the content is often considered an essential, even
decisive, metric in making caching decisions. In this article, we
present a novel content popularity model based on Newton’s
law of cooling, which states that the heat loss rate of an object is
proportional to the difference in temperature between the object
and its surroundings. When an object and its surrounding envi-
ronment have different temperatures, the heat loss per time unit
is in proportion to the temperature difference. The selection of
Newton’s cooling law as the foundation for our cache popularity
model is grounded in its aptitude for capturing the temporal
dynamics of cache content popularity. Originally devised for
object cooling, Newton’s cooling law can be repurposed to
effectively model the decay in popularity of cache contents. This
modeling approach proves particularly pertinent in the domain
of caching systems for a multitude of reasons: i) Newton’s
cooling law provides an intuitive framework for representing the
innate waning of interest or popularity in cached content over
time, enabling us to replicate the natural cooling down of users’
interest. ii) The cooling constant in Newton’s cooling law serves
as a tunable parameter, facilitating alignment with real-world
caching scenarios. Through adjustments to this constant, we
gain control over the rate at which content popularity diminishes,
enhancing adaptability across different caching systems. iii) The
mathematical elegance of Newton’s cooling law streamlines the
modeling process, empowering us to make predictions about
cache content popularity through a straightforward equation.
This simplicity proves advantageous for both theoretical analy-
sis and practical implementation. iv) Newton’s cooling law has
demonstrated successful applications across various domains
beyond its original context, including information diffusion and
social network dynamics. Its inherent adaptability and versatility
render it a promising choice for modeling content popularity in
cache systems.

When there is a temperature difference between the object
and its surrounding environment, the heat lost per time unit
is in proportion to the temperature difference, where the pro-
portional coefficient is known as the heat transfer coefficient.
We performed a sequence of formula derivations on the basis
of Newton’s Law of Cooling, as stated in (1), and ultimately
obtained the popularity model calculated as (8). Table I lists the

TABLE I
SUMMARY OF NOTATIONS

symbols with relevant descriptions, and the derivation process
is given below:

dT (t)

dt
= −λ(T (t)− Tse), (1)

where T (t) indicates the temperature of the content at time t,
Tse refers to the temperature of the surrounding environment,
and λ is the proportionality coefficient. Then, we can obtain that∫

dT (t)

T (t)− Tse
=

∫
−λdt, (2)

ln(T (t)− Tse) = − λt+ C. (3)

We use elementary variations to obtain

T (t) = Tse +We−λt. (4)

Then, the variable t is substituted by the initial time t0, and we
obtain

T (t0) = Tse +We−λt0 . (5)

Thus, W can be computed as

W = (T (t0)− Tse)e
λt0 . (6)

Combined with (6), (4) can be further derived as follows

T (t) = Tse + (T (t0)− Tse)e
−λ(t0−t). (7)

In essence, the changes in content popularity could be inter-
preted as a natural cooling process of the content. As a result, if
no intervention is involved, the content popularity will ultimately
fall to zero, which is the same temperature as the surroundings.
Thus, we can deduce that Tse in (7) will turn out to be zero.
Then, we have

T (t) = T (t0)e
λ(t−t0). (8)

Based on the above derivations, taking into account the impact
of users’ behaviors on the content popularity, the increase in
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the number of requests for the content implies that the content
popularity is resisting the natural cooling brought by time. That
is to say, the content popularity will increase and the rate of
content cooling will decrease. As thus, the impact of users’
behaviors on the content popularity can be computed as (9).

ϕ = (Θreq +Θothers) ÷ μ. (9)

The above analysis demonstrates how content popularity
changes over time, dependent on its initial popularity. It can
be concluded that the popularity of the content is determined
not only by external influences but also by its initial popularity,
which depends on its content type. Empirically, different types
of contents, such as sports-related content and political news,
may have different initial popularities.

To summarize, in our caching scheme, we can combine the
changing process of the content’s popularity over time with its
initial states to dynamically represent the content popularity at
any given time, as computed in (10).

Pc(t) = (γ + ϕ)÷ T (t). (10)

B. Problem Formulation

In the scenario of edge computing, cache units such as BSs
are expected to cache as many contents as possible from the
core network [38] so as to decrease the transmission delay and
energy cost within the backhaul. The total transmission timeRti
and transmission energy Rei of request i are calculated as the
sum of all contents’ transmission time and energy, respectively.
The transmission time of each content rtj can be calculated
as (11) and the transmission energy of each content rej can be
computed as (12). The calculation of total transmission timeRti
and energy Rei can be defined as (13) and (14), respectively.

rtj = vj ×B × dj , (11)

rej = vj × E × dj , (12)

Rti =

N∑
j=1

rtj , (13)

Rei =

N∑
j=1

rej . (14)

In general, if one requested content has been cached on some
edge nodes, then the reduction ratio of transmission time pti
and energy consumption pei can be formulated as (15) and (16),
respectively.

pti = 1−
∑N

j=1 vj ×B × d′j∑N
j=1 vj ×B × dj

, (15)

pei = 1−
∑N

j=1 vj × E × d′j∑N
j=1 vj × E × dj

. (16)

The goal is thus to maximize the average reduction ratio of
transmission time and energy consumption of the system, and

the optimization objective can be formulated as

Objective : max
dj>0, d′

j>0
(pti + pei), (17)

subject to the following constraints:

dj > 0, d′j > 0, B > 0, E > 0 (18)

N∑
j=1

vj ×B × dj ≥
N∑
j=1

vj ×B × d′j , (19)

N∑
j=1

vj × E × dj ≥
N∑
j=1

vj × E × d′j . (20)

Thus, the problem to be addressed is how to achieve better
performance by maximizing the reduction rate of transmission
time and energy consumption. Note that the system proposed in
this article holds for resources whose content usually does not
change, such as videos and music.

IV. DRL-BASED SINGLE-NODE NON-COOPERATIVE CACHING

SCHEME

This section first introduces the RL model tailored for the
edge caching problem. Then, we elaborate on the design of our
proposed DRL-based ICE caching approach.

A. RL Model

In RL, through interacting with the environment, the agent
learns the best behavior so as to obtain the maximum reward.
The goal of RL can be characterized as a Markov Decision
Process (MDP), which necessitates the use of the state space
and reward function. Here, we define the MDP model by the
tuple {S,A,R(s, a)}.
� S = {s1, s2, . . ., sn} represents the set of possible states

constructed from all requests.
� A = {a1, a2, . . ., an} denotes the set of actions. The agent

performs an action at on the environment based on the
current state st, and the environment subsequently transits
to a new state st+1 based on the transition probability.

� R = {r1, r2, . . ., rn} stands for the set of rewards, where rt
indicates the reward that the agent receives after completing
action at in state st.

The reward function is the most crucial part of an RL algo-
rithm because it ultimately determines the actions to be taken,
which in turn exerts a considerable impact on the algorithm’s
performance. Empirically, to maximize the ultimate reward, the
agent should take not just the current but also the future reward
into consideration. The discount rate γ, 0 < γ < 1, is used to
indicate the reduction proportion of future rewards. Here, we
denote Rt as the discounted future reward, which is computed
as follows.

Rt = rt+1 + γrt+2 + γ2rt+3 + · · · =
∞∑
j=0

γjrt+j+1. (21)

The objective of an RL agent is to find the best strategy that can
generate the highest reward in each state in order to maximize
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the cumulative reward over the long term. When the policy pi
is performed by the agent in the current state, the state-value
function that calculates the expected value of the discounted
cumulative reward is defined as (22), where t denotes the time
step.

V π(s) = Eπ

⎡
⎣ ∞∑
j=0

γjrt+j+1|st = s

⎤
⎦ . (22)

Equation (23) gives the optimal state-value function in accor-
dance with the Bellman Equation, where R(s, π(s)) denotes the
average of the immediate rewards r(s, π(s)), and Pss′(π(s))
refers to the probability of transiting from current state s to next
state s′ when policy π(s) is executed.

V π∗
(s) = max

a∈A

[
R(s, a) + γ

∑
s′∈S

Pss′(a)V
π∗
(s′)

]
. (23)

Likewise, the action-value function, which determines the
value of taking action x in state s under the policy π, is defined
as Qπ(s, a) and it is calculated as (24).

Qπ(s, a) = Eπ

[ ∞∑
k=0

γnrt+n+1|st = s, at = a

]
. (24)

The optimal action-value function is computed as (25).

Qπ∗
(s, a) = R(s, a) + γ

∑
s′∈S

Pss′(a)max
a′

[
Qπ∗

(s′, a′)
]

(25)

B. ICE: Deep Q-Learning-Based Caching Scheme

In an unknown environment, deep Q-learning provides an ef-
fective technique enabling agents to effectively acquire the best
rewards in case the rewards R and the transition probabilities P
are unknowable. To estimate the action-value function in DQN,
a function approximator is typically utilized. A nonlinear ap-
proximator, for instance a neural network Q(s, a, θ) ≈ Q(s, a),
is often leveraged to approximate a function. Here, θ represents
the weights of the neural network and in each iteration it is
adjusted to train the network to decrease the mean square error.
In accordance with the work [39], derived from Q-learning we
define the evaluation of Q(s, a) as in (26), where ζ ∈ (0, 1)
denotes the learning rate.

Q(st, at) = Q(st, at)

+ ζ [rt + γ ∗maxQ(st+1, at+1)−Q(st, at)]
(26)

The training of the Q-network will be executed until it con-
verges by minimizing the loss function, where the loss function
is given as (27).

L(θ+) = E[(rt + ζ ∗maxQ(st+1, at+1, θ)−Q(s, a, θ+))2]
(27)

The evaluation network and the target network are two dis-
tinct neural networks in the DQN algorithm, which have the
same structure but different parameters. θ+ and θ represent the
evaluation network and target network parameters, respectively.
Specifically, the current action-value Q values Q(s, a, θ+) are

Algorithm 1: DQN-Based Caching Scheme.

computed by the evaluation network using the latest parameter
θ+, and θ+ will be updated in each cycle. Comparatively, the the
next action-value Q value Q(s′, a′, θ) is computed by the target
network using the parameter θ, which is updated on a regular
basis. Note that the correlation between the Q value and the Q
target value can be decreased via the target network, enabling
DQN to converge more easily.

Furthermore, to decrease the data correlation and improve
learning efficiency, the experience replay mechanism is intro-
duced in DQN to store the valuable experiences obtained through
interacting with the environment. As experiences, the current
state, action, reward, and next state are stored in the memory in
the format {s, x, r, s′}. Then, during the training stage, the train-
ing data can be selected at random from the experience replay
space. In this way, the neural network’s overfitting problem can
be well solved by such kind of random selection, which breaks
the correlation of experiences. In the next three subsections, we
will present the design of states, actions, and reward functions,
which are pivotal for a DQN policy to obtain optimal rewards.

1) States: In our approach, the current state s is jointly deter-
mined by the popularity and size of the contents. Here, we define
the state at time t as a set {P (t), vt}, where P (t) represents the
content popularity and vt denotes the content size.

2) Actions: We design three different kinds of actions for
the agent in our ICE, namely, adding cache, deleting cache, and
keeping cache unchanged. Using the action-value function, the
agent outputs the one-hot value for each action and chooses the
most significant value to perform the corresponding action.
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3) Reward Function: Based on extensive trial experiments
and mathematical derivation, we define the reward function as
(28).

R =

⎧⎪⎨
⎪⎩

1

(1 + e−Pt−vt)
hitcache = true

− 1

(1 + e−Pt−vt)
hitcache = false

(28)

The reward function, denoted as R in (28), serves as a crucial
component in our RL framework. It is designed to quantify the
desirability of a given state-action pair by considering both the
content popularity (Pt) and the content size (vt) at a specific
time t.
� Positive Reward for Cache Hits: In the case where a cache

hit occurs (i.e., hitcache = true), the reward is a positive
value. We use the sigmoid function 1/(1 + e−(Pt−vt)) to
ensure that the reward increases as both content popularity
and size contribute positively to the desirability of the state-
action pair.

� Negative Reward for Cache Misses: Conversely, when a
cache miss occurs (i.e., hitcache = false), the reward is
a negative value. This penalizes cache misses, discourag-
ing the caching system from evicting potentially popular
content.

By incorporating both popularity and content size into the
reward function, we aim to strike a balance between favoring
popular content and considering the available cache space,
ultimately improving the overall performance of the caching
system.

The working procedure of our ICE approach is described in
Algorithm 1. At the very beginning, the stochastic policy and
neural network are initialized. Subsequently, the agent generates
an action depending on current states and policy. The agent
then observes the next state in the environment and obtains
rewards based on the prior strategy’s outcomes. Afterwards, the
tuple {rt, at, st, st+1} is stored in the experience replay mem-
ory using the observation. A small batch of transitions is then
randomly sampled from the replay buffer. Next, the Q-network
is trained based on each batch through the minimization of the
loss function. Lastly, the Q-network adjusts the adaptive learning
rate to maintain the training’s stochastic stability.

C. System Workflow of ICE

Fig. 1 depicts the workflow of the ICE system. In the initial
phase, the Q-network and replay memory of DQN are initial-
ized. The system then computes the content popularity using
our proposed content popularity model. Then, the ICE system
updates the reward returned by the previous action to reflect
the current content. Afterward, the system selects the most
significant value from each action’s one-hot value to perform
the corresponding action if a random number generated with
a random seed based on the current time is greater than the
parameters; otherwise, the system randomly chooses an action
from the action space to execute. Before caching the current
content, the systems will first judge the availability of storage
space. If the size of the content to be cached is greater than
the available storage capacity of the server, then the system

Fig. 1. ICE system workflow.

will delete the content whose reward is the least and replace
it with the current requested content. If the system has sufficient
storage space or it does not need to cache the current content,
then the system will perform corresponding actions. Then, ICE
updates the Q-network with the aim of minimizing the loss
function. In this way, the system will gradually optimize the
caching decisions over time by repeating the above procedures
and eventually achieve optimal policies.

V. DISTRIBUTED COMPUTING-BASED COOPERATIVE CACHING

SCHEME

The proposed ICE algorithm mainly focuses on optimizing
the caching efficiency of a single node. To further increase the
overall caching efficiency, in this section, we introduce a new
distributed computing-based multi-node cooperative caching
scheme, named DCCC. The relationship between ICE and
DCCC can be briefly described as DCCC offloading requests
to each edge node of the domain and then each edge node taking
advantage of ICE to determine whether to cache the requested
contents.

The primary purpose of DCCC design is to improve the uti-
lization of storage space as much as possible, which is quite dif-
ferent from the mainstream distributed systems. The mainstream
distributed systems aim to improve the availability of services by
adopting the form of master-slave backup in data storage, which
will also bring the problem of data redundancy. For the reason
that some key data, such as orders and amounts, do not allow data
inconsistency among multiple nodes in the distributed system,
distributed systems tend to improve the reliability and stability
of system services by reducing space utilization. Therefore, the
external consistency of the whole system can only be realized
by backing up data. However, in the cache field, this problem
is not very critical. Even if the data of each node in DCCC
is inconsistent or missing, it will only increase the delay of
data acquisition from the core network, and there will be no
problem with the data ultimately obtained by users. Therefore,
the design purpose of DCCC is no longer to take consistency as
the first requirement but to take high performance as the primary
purpose, that is, to increase the probability of cache hit. DCCC
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Fig. 2. DCCC system architecture.

achieves this requirement by maximizing the utilization of cache
space.

The distributed computing system architecture is as shown in
Fig. 2, and the workflow of DCCC is described in Algorithm 2.
Overall, according to respective responsibilities, the edge nodes
in the DCCC system are divided into two categories: proxy nodes
and two-tiered caching nodes. This is only a logical classifica-
tion, and physically one caching node can have two roles at the
same time by running different processes. The proxy nodes, as
the front-end load balancer, are responsible for load-balancing
content requests to appropriate caching nodes. The role of tier-1
nodes is to locate tier-2 nodes that have the requested contents.
The tier-2 caching nodes return the requested contents to the
corresponding tier-1 node if they have been cached before, or
remotely obtain the required contents from the core network
and execute ICE to decide whether the contents should be
cached, then return the results to the tier-1 node. Finally, the
corresponding tier-1 node merges the results and replies to
users with requested contents. As depicted in Fig. 2 and Al-
gorithm 2, the whole working procedure of DCCC is described
as follows.

Step 0: The DCCC algorithm initializes and starts the Proxy
Nodes, Tier-1 Caching Nodes, Tier-2 Caching Nodes,
and the standalone ICE algorithm in the service (Al-
gorithm 2: lines 1–2).

Step 1: The content requests from terminals are first sent to
proxy nodes.

Step 2: The proxy node leverages Linux Virtual Server (LVS)
to load balance the received requests to appropriate
tier-1 caching nodes (Algorithm 2: lines 4–5).

Step 3: When one tier-1 caching node (e.g., node x) receives
content requests distributed by the proxy node, it will
locate the responsible tier-2 caching nodes that have

Fig. 3. RPC message.

the requested contents through the hashing operation.
The hash value of content ni is calculated as below
(Algorithm 2: line 7).

H = ni mod p, (29)

where p is the amount of caching nodes. The current
caching node (node x) will find the IP address ai
of the target tier-2 caching node by searching the
routing table and send an RPC (Remote Procedure
Call) message to obtain the content ni. The RPC
message is as described in Fig. 3. The records in the
routing table are defined as the tuple U = {H,Y, T}.
� H = {h1, h2, . . . , hn} is the set of hash values.

Each content requested by users will be assigned
a unique hash value hi.

� Y = {y1, y2, . . . , yn} is the set of IP addresses of
tier-2 caching nodes, and yi refers to the IP address

Authorized licensed use limited to: East China Normal University. Downloaded on March 20,2025 at 05:55:26 UTC from IEEE Xplore.  Restrictions apply. 



WANG et al.: TOWARDS INTELLIGENT ADAPTIVE EDGE CACHING USING DEEP REINFORCEMENT LEARNING 9297

of the node that stores the content with hash value
hi.

� T = {t1, t2, . . . , tn} is the set of time and ti
means the time when the node with IP address
yi caches the content whose hash value is hi.

Step 4: The current tier-1 caching node (node x) sends an
RPC message with arguments consisting of the pop-
ularity, the size of the content ni, and other iden-
tification information of the content ni to the corre-
sponding tier-2 caching node whose IP address equals
yi or the first node with IP address greater than yi.
Accordingly, when one tier-2 caching node receives
an RPC message, it will first search its caching table
to check whether the requested content ni is cached.
The records in the caching table are defined as the
tuple U = {N,T,C} (Algorithm 2: lines 8–9).
� N = {n1, n2, . . . , nn} is the set of contents’ iden-

tification information. In the system, each content
requested by users has a unique identification
information ni.

� C = {c1, c2, . . . , cn} indicates the set of contents.
� T = {t1, t2, . . . , tn} has the same meaning as de-

scribed in Step 3.
Step 5: If the content ni does not exist in the caching table,

then the tier-2 node will request the contents from the
remote servers (Algorithm 2: lines 10–11).

Step 6: The requested contents are sent back to the tier-2
node from the remote servers. Then, the tier-2 node
determines whether to cache this content by taking
advantage of the ICE scheme (Algorithm 2: lines
12–14).

Step 7: Contrary to step 5, if the content ni already exists
in the caching table, then the tier-2 node will di-
rectly return the content ci to the tier-1 caching node.
Otherwise, the tier-2 node will transmit the remotely
obtained contents in Step 6 to the tier-1 caching node
(Algorithm 2: lines 12–14).

Step 8: When the tier-1 caching node receives the returned
requested contents from tier-2 caching nodes, the
tier-1 node merges the results and returns them to
terminals (Algorithm 2: lines 16–18).

Notably, in DCCC, the number of caching nodes is adjustable
according to the peak number of requests. To maintain the sta-
bility of the system, when the number of caching nodes changes,
the hash consistency principle is used to adjust the content of
caching tables stored in each caching node. Fig. 4 gives an
example that illustrates the working procedure of locating the
requested contents. Each caching node has a unique hash value
hi, and all caching nodes form a circular linked list in ascending
order according to their respective hash values. Tier-1 caching
nodes calculate a target hash value for each requested resource
according to its unique ID number ni. Different contents may
get the same hash value, and the corresponding content may
be cached in the same caching nodes. As Fig. 4 illustrates, the
hash value of content n0 is hn0

= 2, which is the same as that
of content n1. The tier-2 caching node node2 with hash value
hnode2 = 4 is the first node whose hash value is greater than the

Fig. 4. Hash circle.

hash value of n0 and n1. Thus, the node node2 is responsible
for storing the content of n0 and n1.

If a new caching node with a hash value hj launches, the
caching node first duplicates the caching table from the caching
node with hash value hj+1 orh0 (when j equals the total number
of caching nodes p). If a caching node with a hash value hj

is offline, its caching table will be duplicated by the caching
node with hash value hj+1 or h0 (when j equals p− 1). In this
way, when the number of caching nodes changes (increases or
decreases), only a few nodes’ caching tables need to be changed
instead of re-hashing all caching nodes, which enables the whole
system with great scalability and stability.

Finally, we briefly discuss the deployment of DCCC. DCCC
is inherently suited for contemporary deployment systems such
as Docker and Kubernetes (k8s). We deploy our cache nodes,
edge caching services, and the ICE module within Docker
containers, managing them through Kubernetes and facilitating
inter-container communication using RPC. In the subsequent
experimental section, we follow the logic of containerized de-
ployment to deploy DCCC on Alibaba Cloud, completing the
associated experiments.

VI. EXPERIMENTS

This section evaluates the effectiveness of our ICE and DCCC
approaches. To validate the superiority of our approaches, we
compare ICE and DCCC with both traditional caching schemes
and DRL-based intelligent caching methods in terms of cache hit
rate, transmission delay, energy cost, and contents exchanging
rate.

A. Experimental Settings

Experiments were conducted on a Linux workstation with
2.80 GHz Intel (R) Quad-Core CPU and 8 GB memory. We im-
plement ICE using Python v3.7.0 and use TensorFlow 1.9.0 [40]
as the training platform. The language used to build DCCC is
Go, and the version of Go SDK is 1.17.3. The edge nodes are
implemented as containers in the Docker environment (Docker
engine version 20.10.5). In experiments, the size of contents
ranges from 1MB to 2500MB, the cache size of each node is

Authorized licensed use limited to: East China Normal University. Downloaded on March 20,2025 at 05:55:26 UTC from IEEE Xplore.  Restrictions apply. 



9298 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 23, NO. 10, OCTOBER 2024

Algorithm 2: DCCC Algorithm.

TABLE II
PARAMETER SETTINGS IN OUR SIMULATIONS

set to 32,000 MB, and the requests for contents are dynamically
and randomly generated, and the random seed is time. Table II
summarizes a list of key parameter settings.

B. Baseline Algorithms

To compare the performance of our methods with other meth-
ods, we implement two traditional caching schemes and one
DRL-based caching scheme, as listed below.
� Least Frequently Used (LFU) [12]: A widely used tradi-

tional method, which prefers to remove the least frequently
used contents.

� Least Recently Used (LRU) [14]: A widely used traditional
method, which will remove the least recently used content

Fig. 5. Performance of ICE and DQN.

Fig. 6. Hit count.

first. DQN [29]: an RL-based caching method, which ap-
plies the traditional DQN model without considering the
content popularity.

� Actor-Critic (AC): An RL-based caching method. The
compared AC algorithm here is the traditional Actor-
Critic algorithm, which was proposed in the work [41]. It
combines the advantages of value-based and policy-based
approaches. It can strike a balance between stability and
efficiency in learning the optimal policy. In our comparison
experiments, the model parameters of the used Actor-Critic
algorithm here are consistent with DQN to ensure the
fairness and effectiveness of the comparison experiments.

C. Experimental Results

1) Cache Hit Count and Hit Rate: The cache hit rate and
hit count of a caching algorithm are considered the most
important metrics for determining its effectiveness. Figs. 6
and 7 demonstrate the number of hit counts and hit rates of
our ICE and compared algorithms, respectively. From Fig. 6,
we can observe that our ICE achieves the highest hit counts for
all cases. In terms of hit rate, as shown in Fig. 7, our ICE achieves
an average of 21.8% accumulative hit rate counting in all types
of contents, while LRU, LFU, and AC only reach 18.5%, 18.1%,
and 9.8% hit rates on average, respectively. Fig. 7 also shows
that our ICE demonstrates greater advantages for larger-sized
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Fig. 7. Hit rate of each type of content.

TABLE III
COMPARISONS OF CACHE HIT EFFICIENCY

contents. In addition, Fig. 5 compares the performance of our
ICE and the DQN scheme [29] in terms of successful cache
hit counts, where the content data size for input was set as a
random number between 2000 MB and 2500 MB. It can be
observed that our ICE method significantly outperforms DQN.
These achievements evidently prove that our ICE outperforms its
competitors in terms of both hit counts and hit rates. The better
performance of ICE in cache hit rate mainly gives the credit
to our effective Newton’s cooling law-based content popularity
model, which is prone to caching the contents that are more
likely to be visited again in the future.

2) Transmission Time and Energy Conservation: Because
the amount of energy cost in content data transmission is pro-
portional to its size, thus caching strategies should prioritize
larger contents. Table III compares the cache hit efficiency of
different methods, which is calculated as the ratio of the top five
large-sized contents’ hit count to the total hit count. The results
reveal that our ICE achieves the highest cache hit efficiency,
which is 12.9%, 12.0%, and 14.5% higher than LRU, LFU, and
AC, respectively. This fully convinces the advantages of our ICE
in terms of identifying contents that are more beneficial in mini-
mizing transmission latency and energy costs. Besides, in terms
of the time-reducing rate, which is computed as the percentage of
time saved compared to the time cost without using caching tech-
niques, Fig. 8 reveals that ICE achieves 35.1% time-reducing
rate on average, which is 11.6%, 12.0%, and 22.1% higher than
LRU, LFU, and AC, respectively. Moreover, from Fig. 10 we
can observe that, in terms of the energy-reducing rate, which is
calculated as the percentage of energy saved compared to the
energy cost without using caching techniques, the performance
of our ICE is 11.8%, 12.2%, and 22.7% higher than that of LRU,
LFU, and AC, respectively. These achievements imply that the
popularity and other relevant valuable information of contents
are fully exploited in ICE, making the caching decisions more
advantageous.

3) Model Performance With Fixed Patterns of Content Re-
questing: In the loading process of programs in most real-world

Fig. 8. Time reducing rate.

Fig. 9. Performance with fixed or randomized contents.

Fig. 10. Energy reducing rate.

scenarios, such as large-scale programs like games, page re-
placement is commonly performed. The amount of page re-
placements is often determined based on the demands at the
current time point. Similarly, the size of the content replaced
when triggering page replacement in the cache is also deter-
mined by service requirements. This is a challenging scenario
to simulate due to its inherent randomness, involving numerous
unpredictable factors. Therefore, initially, we used randomly
generated content sizes as the raw input for our experiments.
However, in certain situations, such as the need to rapidly retrieve
a substantial amount of data from the disk in an instant, when
exceeding the hardware’s reading capacity, there may be a period

Authorized licensed use limited to: East China Normal University. Downloaded on March 20,2025 at 05:55:26 UTC from IEEE Xplore.  Restrictions apply. 



9300 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 23, NO. 10, OCTOBER 2024

Fig. 11. Contents exchanging times.

Fig. 12. DCCC hit rate.

of time during which a fixed-size content is read, depending
on the different operating systems. To account for this, we
further evaluated the performance of ICE and DQN using a
fixed-size content request pattern, where the requested content
size is set to 2500 MB. The experimental results shown in Fig. 9
demonstrate that the performance of both ICE and DQN under
fixed-sized content settings is superior to that of randomized
settings. Moreover, with the incorporation of Newton’s cooling
law-based popularity model, ICE achieves higher hit counts than
DQN.

4) Contents Exchanging Rate: Fig. 11 demonstrates the per-
formance of all approaches in terms of content exchange times.
The results reveal that ICE achieves the minimum number of
content exchanges, which is 78.1%, 81.8%, and 82.5% of that
in AC, LFU, and LRU, respectively. Note that our ICE performs
a different content exchange policy compared with the other
three approaches, where LRU, LFU, and AC exchange contents
whenever the content does not hit the cache, while ICE takes
actions to add or delete contents depending on the judgment of
the agent about whether or not the content will be requested in
a short time.

5) Cache Hit Rate of DCCC: Fig. 12 compares the overall
hit rates of DCCC, LRU, LFU, and AC with a different number
of caching nodes. The experimental results reveal that when the
number of caching nodes increases, the hit rates of all methods
increase accordingly. We can observe that DCCC achieves up
to 97.1% hit rate, while the hit rates of LRU, LFU, and AC are
only 53.2%, 51.0%, and 26.3%, respectively. Evidently, DCCC
significantly outperforms the other three methods in terms of hit

Fig. 13. DCCC time reducing rate.

Fig. 14. DCCC energy reducing rate.

rate. The main reason behind this achievement is that DCCC can
ensure that the contents cached by DCCC have no duplications
in all caching nodes. Comparatively, the other three caching
methods can not fully exploit or maximize the utilization of
multiple caching nodes since many copies of the same content
may be stored in different cache nodes.

6) Transmission Time and Energy Efficiency of DCCC: Figs.
13 and 14 demonstrate the comparison results of DCCC, LRU,
LFU, and AC in terms of the total transmission time and energy
reduction rate with a different number of caching nodes. The
experimental results expose that when adding caching nodes
at the edge, the time-reducing rate of DCCC, which extends
caching capacity by collaborating multiple distributed caching
nodes, achieves up to 92.1%, while the time-reducing rates of
LRU, LFU, and AC are only 61.6%, 63.8%, and 36.1%, respec-
tively. The energy-reducing rate of DCCC is 94.8%, which is
57.4%, 30.8%, and 28.6% higher than AC (37.3%), LRU (64%)
and LFU (66.2%), respectively. The improvement of DCCC in
transmission time and energy efficiency mainly benefits from
the high cache hit rate of DCCC, which effectively utilizes the
cooperative storage resources of multiple caching nodes.

7) Scalability of DCCC: Fig. 15 presents the performance
of our ICE and the other three approaches in terms of cache hit
rate as the number of caching nodes grows. Overall, the cache
hit rates of the four approaches will increase as the number of
caching nodes grows. Comparatively, as shown in Fig. 15, with
the expansion of the system scale, DCCC achieves the fastest
increase in cache hit ratio. For example, when the number of
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Fig. 15. DCCC increased hit rate.

caching nodes is increased to five, the cache hit rate of DCCC
increases by 4.6 times compared with that of a single node,
where the hit rates of AC, LRU, and LFU only increase by
3.25 times, 3 times, and 3.31 times, respectively, for the same
circumstance. As a multi-node cooperative caching mechanism
based on distributed computing, the reason why DCCC can
significantly improve the overall cache hit rate is mainly due
to that DCCC can minimize the probability of contents being
repeatedly cached on multiple different nodes with the assistance
of routing tables and caching tables. More specifically, one
user’s request for the content ni will be transferred to a unique
caching node whose hash value is equal to the content’s hash
value hi. As a result, all requests for the same content will
be transferred to the same caching nodes, avoiding the same
content being repeatedly cached on different nodes. Therefore,
in DCCC, the same contents are ensured to be cached in the same
caching nodes, and other caching nodes will obtain the contents
from the corresponding adjacent caching nodes, which cache
the content, rather than request contents from the core network.
In this manner, as the amount of caching nodes increases, the
space utilization of each caching node can be maximized.

8) Discussion: Although conventional caching strategies
(e.g., LRU and LFU) are effective for similar-sized contents,
they neglect the factor of transmission latency, which has a
considerable impact on the caching efficiency in case the sizes
of cached contents differ significantly. Although the natural
deep reinforcement learning strategy (AC) possesses decision-
making ability, the strategy can not distinguish which resources
will be accessed again in the future. Furthermore, these existing
algorithms may cache contents that may not be important and
helpful in reducing waiting time and energy. Thus, they usually
cannot improve the performance of edge caching well. Compar-
atively, our ICE scheme explores and considers the popularity
and other valued information of data, and thus dramatically
increases the overall cache hit ratio and reduces the energy
consumption for transmission. Nevertheless, with the explosive
growth of edge traffic, the cache space of a single caching node
is too small to meet the increasing needs of end users’ high QoE
requirements. Aiming to achieve a higher caching efficiency,
based on the single-node ICE scheme, we further design a new
multi-node DCCC scheme, which can enable multiple nodes of
cooperative caching. DCCC manages the requests assisted by

the well-designed consistent hashing mechanism with good load
balance, and ICE is executed in each caching node to improve
the hit rate. In this way, the contents can be distributed more
reasonably with the lowest content repetition rate.

VII. CONCLUSION

In this work, we investigated the edge caching problem.
We first designed a new Newton’s cooling law-based con-
tent popularity model, which prefers to choose more time-
consuming and energy-consuming contents with higher pri-
orities, and mathematically formulate the caching problem a
multi-objective optimization problem that aims to maximize the
reduction ratio of transmission delay and energy consumption.
Then, we proposed a new DRL-based caching approach named
ICE to effectively solve the formulated problem. Moreover,
to further improve the overall caching efficiency, we further
presented a distributed computing-based multi-node coopera-
tive caching scheme, named DCCC. DCCC enables multiple
nodes to collaborate on joint caching and achieves good load
balancing with our efficient consistent hashing mechanism and
resource allocation scheme. Comprehensive experimental re-
sults demonstrate that, compared with the existing approaches,
our DRL-based ICE scheme achieves better performance in
minimizing the transmission delay and energy consumption,
and our DCCC further significantly improves the overall
cache hit rate of multiple caching nodes with higher resource
utilization.
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