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A B S T R A C T

Facial aging is widely used in criminal tracking and the search for lost children. If the aging face is made
up, it will greatly affect the discrimination of the tracking system. Therefore, the research on the makeup
of different aging faces is extremely important. Existing studies have achieved a good transition from the
non-makeup domain to the makeup domain in facial makeup transfer. But few studies involve the transfer of
facial makeup at different ages. In addition, existing datasets rarely contain both age and makeup attributes,
which make the transfer of facial makeup for different ages full of challenges. To solve the above problems,
we propose a learning framework, called AM-Net, which can realize facial makeup transfer for different
ages while protecting identity information. AM-Net is composed of two sub-network modules: Aging-Net and
Makeup-Net. AM-Net first learns the aging mechanism of faces through Aging-Net, and then, it feeds the
learned aging mode to Makeup-Net. After that, AM-Net trains Makeup-Net to realize the mapping relationship
between the non-makeup domain to the makeup domain and transfer the makeup style to the face of the
non-makeup. Throughout the network, multiple losses are applied to ensure AM-Net preserve information
about the identity, background, etc. Extensive experiments are conducted on different datasets with different
state-of-the-art methods, which prove the effectiveness of AM-Net.
1. Introduction

1.1. Motivation

Facial aging is widely used in daily life, such as searching for
missing children. However, the results of facial aging are easily affected
by the external environment, and facial makeup has an extremely
important effect on the results of facial aging. If a person has makeup,
he/she can easily be disguised as very young or aging, which leads to
low accuracy in the recognition of the aging face. As shown in Figs. 1
and 2, for most cosmetics, people look younger by applying facial
makeup. Especially when people are middle-aged or old, the effect of
makeup on facial aging becomes more obvious. That means that facial
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makeup has a very subtle effect on facial aging and the aging face after
makeup will cover up facial wrinkles and other aging features, which
will lead to inaccurate facial aging effects. In addition, there are few
studies on the effect of facial makeup on facial aging. Therefore, the re-
search on the mutual influence between facial aging and facial makeup
is full of challenges. There are also extremely important challenges in
studying facial makeup for different aging faces.

Makeup has become one of the common ways people beautify their
faces in our daily life. Makeup mainly achieves facial beautification by
concealing facial blemishes. However, the effect of makeup on facial
beautification varies from the style of makeup to the way you utilize
it. When customers are in a clothing store, they always try to wear
various clothes before selecting the one that satisfies them. Similarly,
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Fig. 1. Examples of facial makeup transfer for people of different ages.

facial makeup transfer provides a convenient way to help users choose
their preferred makeup style. Face makeup style transfer is to let the
original image learn other face makeup styles while maintaining the
key attributes of the original image.

With the rapid development of image-to-image translation [1–3],
makeup styles vary from person to person and are required at the
instance level. Traditional makeup transfer schemes [4–6] are mostly
based on physical operations, and recently, some methods are used to
transfer makeup style based on deep neural networks [7]. In terms
of makeup style transfer, BeautyGAN [8] successfully applied pixel-
level histogram loss in local areas by integrating global domain-level
loss and realized instance-level facial makeup transfer, which achieved
remarkable results. However, BeautyGAN just implements makeup for
an age of face shown in the current image but cannot solve the makeup
problem for different age groups of the same face. For example, an
18-year-old girl finds herself beautiful when she puts on makeup. She
suddenly wonders if she still looks more beautiful when she is old.
Therefore, it remains a challenging problem to achieve facial makeup
for the same person at different ages.

In terms of face aging, people have conducted a lot of research [9–
11] on face aging in the early days, but due to the long-term lack of
training samples for specific groups of people [12–15], the problem
of face aging has become a challenging task. In recent years, many
studies have made great progress in facial aging, and the effects of facial
aging have become more and more realistic. The fidelity of facial aging
and the protection of personal identity [16–18] are the basic premise
of facial aging. Early aging methods commonly used include physical
model-based methods and prototype-based methods. Physical model-
based methods [19–21] simulate facial changes by modeling biological
facial features such as skin and wrinkles. These methods often require
a large amount of data, and their processes are complicated and com-
putationally expensive. The prototype-based method [22,23] divides
the dataset according to age groups and implements facial aging by
learning differences across age groups. This method will lose lots of
facial information, leading to unrealistic facial aging and even severe
ghosting artifacts and other phenomena.

With the emergence of methods based on Generative Adversarial
Neural Networks (GANs) [24], more and more high-quality images
are generated, showing excellent capabilities in image generation [24–
27]. Conditional Generative Adversarial Networks (CGANs) [28] is an
improved method of generating adversarial networks. It implements
conditional generative models by adding additional information. The
application of CGANs in facial aging is also very successful, but most
of this method requires paired training data and does not consider
subtle changes such as facial expressions. There is still much room for
improvement in the performance of facial aging.

To solve the above problems, we propose AM-Net, a generative
adversarial neural network for facial makeup transfer that can learn
from different ages of the same person. Although there are many
researches on face aging, few of them involve makeup-based aging. In
2

Fig. 2. Examples of the effects between facial aging and makeup.

addition to solve the problems of facial aging and makeup, AM-Net also
pays attention to the changes and results of facial aging after makeup,
and explores the effects of aging after makeup.

1.2. Contributions

This paper proposes a facial makeup transfer learning method AM-
Net for different ages. The network is composed of two sub-networks:
facial aging network Aging-Net and facial makeup transfer module
Makeup-Net.

The Patch-AutoEncoder module in Aging-Net is to learn facial aging
characteristics. In the objective function of Aging-net, we adopt the
perceptual loss to protect the character’s identity, and texture loss to
make the generated face look more natural and real. To distinguish
between the generated face and the real face in the target age, we use
the Estimator to evaluate the generated face.

Makeup-Net follows the CycleGAN. First, we utilize a generator
to learn the features of the makeup domain and non-makeup domain
and then learn the transfer process from the non-makeup domain to
the makeup domain through the discriminator. To protect information
such as the character’s identity, we adopt perceptual loss and cycle
consistency loss. The adversarial loss is to distinguish the generated
image from the real sample image. We also utilize the pixel-level
histogram loss calculated for different facial regions (such as eyes, lips,
and face) to achieve instance-level transfer.

AM-Net learns the facial aging mechanism on the cross-age face
recognition and retrieval dataset (CACD) and the Morph-II dataset and
then uses it on the makeup dataset for makeup transfer. Experimental
results have proved that AM-Net can well achieve facial makeup for the
same person at different ages.

The rest of this paper is organized as follows: Section 2 presents
closely related works. Section 3 illustrates the proposed method in
detailed. Subsequently, we analyze the experimental results in Section 4
and the paper is concluded in Section 5.

2. Related work

2.1. Generative adversarial networks

Generative Adversarial Neural Network (GANs) [24] consists of two
parts: generator and discriminator. The generator learns the feature
distribution of real dataset and generates the feature distribution as
close to the real dataset as possible. The discriminator is to distinguish
the data distribution generated by generator from the real data dis-
tribution. In this way, generator and discriminator are in a dynamic
fighting process. When this state is in balance, generator can generate
very realistic data distribution. The objective function of the original
GANs is as follows:

min
𝐺

max
𝐷

E𝑥∼𝑝𝑑𝑎𝑡𝑎(𝑥)[log(𝐷(𝑥))] + E𝑧∼𝑝𝑧(𝑧)[log(1 −𝐷(𝐺(𝑧)))]. (1)

Due to the inconsistent convergence speed of the generator and
the discriminator during the training process of GAN, and its train-
ing is unstable, some improved GANs have been proposed. Radford
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𝑧

et al. [29] designed a deep convolutional GANs, which combined CNN
and GAN well. This method makes improvements to the structure
of the convolutional neural network, which improves the quality of
samples and the speed of convergence. Recently, Salimans et al. [30]
presented an improved GAN that allows the model to perform better
when generating high-resolution images.

2.2. Face aging

In terms of facial aging, the classical aging methods are divided
into two parts: physical-based models [19–21] and prototype-based
methods [22,23]. The physical model-based method simulates the ag-
ing mechanism of facial features, such as skin and wrinkles, through
parametric or non-parametric learning. However, to learn this aging
mechanism, this method requires a face dataset with a longer age span,
and the calculation process of these algorithms is quite complicated.
Wu et al. [31] simulated wrinkles and skin aging in facial animation
by imitating the elastic process of connective adipose tissue between
skin and muscle. The prototype-based approach groups the dataset
according to age groups and then uses the average face of each group to
construct the process of facial aging. The facial aging generated by the
average prototype used in this method may lose the character identity,
and the aging effect is unreal, and even severe ghosting artifacts may
appear. Wang et al. [32] developed a method that uses super-resolution
to simulate the effects of adult facial aging. Kemelmacher et al. [10]
found a prototype-based solution, called conditional GAN (CGAN) [28]
which has enabled researchers to achieve better and better results in
facial aging and other aspects. Liu et al. [33] constructed Contextual
Generative Adversarial Nets, which applies a conditional conversion
network to simulate the aging process. Zhang et al. [34] established
a CAAE framework. The framework adopts the encoder to map the
face to the latent space, and then utilizes the deconvolution gener-
ator to project the vector to the face manifold conditional on age.
Finally, two discriminators are applied to force the generation of the
aging face. The Identity-Preserved Conditional Generative Adversarial
Networks (IPCGANs) network model proposed by Wang et al. [35]
utilizes perceptual loss to preserve the identity information, and adopts
age classifiers to generate faces in the correct age group to achieve a
good face aging effect. Duan et al. [36] proposed a new type of multi-
attribute tensor correlation neural network (MTCN) for face attribute
prediction, and they established a hierarchical prediction system called
tensor correlation fusion network (TCFN) [37] for attribute estimation.
Shu et al. [38] used a set of age-group dictionary models to express
specific and personalized aging processes. Later, they [39] decomposed
a personalized age progression (BDL-PAP) method based on two-layer
dictionary learning to improve the performance of synthetic aging
faces. Sun et al. [40] proposed a Label Distribution Guided Generative
Adversarial Network (ldGAN) to deal with facial aging. Liu et al. [41]
established a novel context generation adversarial network (C-GAN),
which simulates the aging process through a conditional transformation
network and two discriminative networks. Shi et al. [42] proposed a
novel Conditioned-Attention Normalization GAN (CAN-GAN) for age
synthesis by leveraging the aging difference between two age groups
to capture facial aging regions with different attention factors. Duan
et al. [43] decomposed DEF-Net, which can learn different facial ex-
pressions across different datasets and generate corresponding aging
images. In addition, they constructed AR-Net [44] to explore the ag-
ing/rejuvenation (AR) features of human faces for age estimation. And
they also established a black box attack method [45] called MBbA.
This method encodes the input image and its target category into the
associated space, and each decoder finds a suitable attack area from the
image through the designed loss function, and then generates effective
adversarial samples.
3

2.3. Style transfer

In terms of image-to-image translation, related research [1–3,46,47]
has also achieved remarkable results. The Pix2Pix model introduced by
Zhu et al. [1] solves the problem of image translation with pairs of data.
The DiscoGAN discovered by Kim et al. [3] solves the cross-domain
problem in the case of unpaired data. The Dual-GAN mechanism de-
vised by Yi et al. [2] can be trained from two sets of unlabeled images
from two domains. CycleGAN employed by Isola et al. [47] solves
the problem of image translation under unpaired data. The StarGAN
adopted by Choi et al. [46] utilizes only a single network model to
effectively train the mapping between multiple domains from images
in all domains.

3. Proposed method

As shown in Fig. 3, AM-Net is composed of two sub-networks:
Aging-Net for learning the mechanism of facial aging and Makeup-Net
for facial makeup transfer.

3.1. Aging-net

Aging-Net is mainly composed of PatchAutoEncoder and Estimator.
PatchAutoEncoder consists of two parts: Encoder and PatchDecoder.
The Encoder encodes the input image into the latent space 𝑧. The output

of 𝐸(𝑥) = 𝑧 retains the advanced features of the input image 𝑥.
PatchDecoder is responsible for extracting high-level features from 𝑧
to generate specific faces. The Estimator discriminates the generated
image by connecting and evaluating the classification obtained after
convolution of the feature maps extracted from different layers.

3.1.1. PatchAutoEncoder
The emergence of GAN makes the generated images more realistic.

The Encoder encodes the advanced features of the input image into
a latent space. Then four residual blocks are used to preserve the
spatial structure of the gradient. After that, the result is transmitted to
PatchDecoder to realize the age transformation of the target spaces and
we obtain the aging face image. PatchDecoder is used as a generator to
synthesize the target image.

Generally, each layer in the network defines a nonlinear filter
bank, and its complexity increases with the position of the layer in
the network. Ref. [48] shows that cross-layer texture representation
increasingly can capture the statistical attributes of images, so that
the synthesized objects can retain more explicit information. While
PatchDecoder synthesizes the target image, in order to generate the
texture from a given source image, we first extract different features
from each layer from the image in the PatchDecoder stage. Then, we
compute a spatial summary statistic on the feature responses to obtain
a stationary description of the source image.

When the model is vectorized, the layer with 𝑁𝑙 different filters has
𝑁𝑙 feature maps of each size 𝑀𝑙. These feature maps can be stored in
a matrix 𝐹𝑙 ∈ R𝑁𝑙×𝑀𝑙 , where 𝐹 𝑙

𝑗𝑘 is the activation of the 𝑗𝑡ℎ filter at
position 𝑘 in layer 𝑙.

To obtain detailed features such as the content and style of the
original image, we design a PatchDecoder in the PatchAutoEncoder
network to capture the character’s texture and other information. For
a given original image 𝑥, we first calculate the activation of each layer
𝑙 of the image 𝑥 in the convolutional neural network. This feature acts
on each layer of image generation which is composed of the correlation
between each layer, and its feature correlation function is as follows:

𝐺𝑙
𝑖,𝑗 =

∑

𝑘
𝐹 𝑙
𝑖𝑘𝐹

𝑙
𝑗𝑘, (2)

where 𝐺𝑙
𝑖𝑗 represents the Gram matrix, 𝐺𝑙 ∈ R𝑁𝑙×𝑁𝑙 , 𝑙 represents each

layer in the network, and 𝐺𝑙 is the description of the features of each
layer in the given texture network. This description corresponds to
texture features in our network.
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Fig. 3. The proposed AM-Net framework. AM-Net includes two networks: Aging-Net and Makeup-Net. Aging-Net is used to learn the aging characteristics of faces, and Makeup-Net
is used to realize facial makeup transfer. In Aging-Net, PatchAutoEncoder is used to learn the facial features and aging mechanism of the original dataset, 𝐿𝑝𝑒𝑟𝑐𝑒𝑝𝑡𝑢𝑎𝑙 is used to
maintain the identity of the characters. In addition, 𝐿𝑡𝑒𝑥𝑡𝑢𝑟𝑒_𝑙𝑜𝑠𝑠 is used to ensure that the generated images are more textured and 𝐿𝑎𝑑𝑣 is used to distinguish the real image from the
generated image. The Estimator evaluates the generated image. Makeup-Net adopts perceptual loss to maintain identity information, and utilizes cycle consistency loss, adversarial
loss, and makeup loss to ensure that the network can generate makeup images.
We preserve the facial texture features by minimizing the mean
square error between the original image’s Gram matrix and the gen-
erated image’s Gram matrix in each layer. The feature correlations of
the original image 𝑥 and the generated image 𝑥, up to a constant scale,
are given by the Gram matrix 𝐺𝑙, 𝐺𝑙, respectively. The loss contributed
by the 𝑙 layer is:

𝐸𝑙 =
1

4𝑁2
𝑙 𝑀

2
𝑙

∑

𝑖,𝑗
(𝐺𝑙

𝑖𝑗 − 𝐺𝑙
𝑖𝑗 )

2. (3)

After that, we can get the total texture loss. The objective function
of the texture loss is as follows:

𝐿𝑡𝑒𝑥𝑡𝑢𝑟𝑒(𝑥, 𝑥) =
𝐿
∑

𝑙=0
𝑤𝑙𝐸𝑙 , (4)

where 𝑤𝑙 is a hyperparameter, which is the weight value contributed by
layer 𝑙 to the total loss. The standard error backpropagation can calcu-
late the gradient of 𝐿𝑡𝑒𝑥𝑡𝑢𝑟𝑒(𝑥, 𝑥) and 𝐸𝑙, where the gradient calculation
formula of 𝐸𝑙 is:

𝜕𝐸𝑙

𝜕𝐹 𝑙
𝑖,𝑗

=

⎧

⎪

⎨

⎪

⎩

1
𝑁2

𝑙 𝑀
2
𝑙
((𝐹 𝑙)𝑇 (𝐺𝑙 − 𝐺𝑙)), if 𝐹 𝑙

𝑖,𝑗 > 0;

0, if 𝐹 𝑙
𝑖,𝑗 < 0.

(5)

In addition to capture the texture features of faces, PatchDecoder is
also used to generate the faces. We adopt the transposed convolutional
layer to restore the high-level features extracted from the Encoder into
an image of the target age domain. To achieve this goal, we utilize
the mean square loss function to replace the log-likelihood to make
the generated data distribution as close to the real data distribution
as possible. The objective of the generated image is:

𝐿𝑎𝑑𝑣(𝐺) = E𝑥∼𝑝𝑦𝑜𝑢𝑛𝑔 (𝑥)[(𝐷(𝐺(𝑥)) − 1)2]. (6)

As a discriminator, 𝐷 distinguishes the real image from the gener-
ated image, and 𝐺 generates the target image. G and D train alternately
until the dynamic balance is reached.

3.1.2. Estimator
The Estimator is used to discriminate the images, and these images

include the original image, the aging image of the target, and the gener-
ated image. The main body of the Estimator adopts a pyramid structure
with multiple discriminators and multiple levels of discrimination. To
achieve this structure, we extract the feature maps of the second layer,
the fourth layer, the seventh layer, and the tenth layer from the VGG-
16, and then distinguish each layer to obtain the classification results.
4

Fig. 4. The network structure of PatchAutoEncoder.

Finally, the classification results of each layer are spliced and compared
with the real tags to get the final results of image discrimination by the
Estimator. We denote the image distribution sampled from the original
data as 𝑥 ∈ 𝑝𝑦𝑜𝑢𝑛𝑔(𝑥) and the generated target image as 𝑥 = 𝐺(𝑥) ∈
𝑝𝑜𝑙𝑑 (𝑥). To distinguish the real image from the generated image, that
is to make the generated data distribution as similar as possible to the
original data distribution, namely 𝑃𝑜𝑙𝑑 ≈ 𝑃𝑜𝑙𝑑 , we define the objective
function of the discriminator as follows:

𝐿𝑎𝑑𝑣(𝐷) = 1
2
E𝑥∼𝑝𝑜𝑙𝑑 (𝑥)[(𝐷(𝑥) − 1)2]+

1
2
E𝑥∼𝑝𝑦𝑜𝑢𝑛𝑔 (𝑥)[(𝐷(𝐺(𝑥)) − 1)2 + (𝐷(𝑥) − 1)2].

(7)

3.1.3. Identity protection module
How to preserve the personal identity information during the image

generation process is very important. However, the adversarial neural
network can only generate samples that conform to the real data dis-
tribution as much as possible, but the adversarial loss cannot preserve
the identity information. To enable the generated face to maintain the
identity information of the origin image, we introduce a perceptual loss
in the objective function of Aging-Net:

𝐿𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 =
∑

𝑥∈𝑝𝑠𝑟𝑐 (𝑥)
(‖𝑑(𝑥) − 𝑑(𝐺(𝑥))‖)2, (8)

where 𝑑(⋅) is the Euclidean distance between feature representations.
The generated faces are made more realistic by measuring the mean
square error between the features of the original image and the features
of the generated images. Therefore, images generated by the generator
do not lose the identity information.
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3.1.4. Optimization (Aging-Net)
As a sub-network in AM-Net, Aging-Net learns the aging mechanism

of faces and transfers the learned aging mechanism to Makeup-Net. In
Aging-Net, the optimization goals of the entire system are:

𝐿𝐷 = 𝐿𝑎𝑑𝑣(𝐷), (9)

𝐿𝐺 = 𝜆𝑎𝑑𝑣𝐿𝑎𝑑𝑣(𝐺) + 𝜆𝑖𝑑𝐿𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 + 𝜆𝑡𝑒𝑥𝐿𝑡𝑒𝑥𝑡𝑢𝑟𝑒, (10)

where 𝜆𝑎𝑑𝑣, 𝜆𝑖𝑑 , 𝜆𝑡𝑒𝑥 are hyperparameters to balance the relative impor-
ance of each module. 𝜆𝑖𝑑 is used to regulate the degree of identity in-
ormation protection and 𝜆𝑡𝑒𝑥 is applied to adjust the texture condition
uring face generation.

.2. Makeup-net

The Makeup-net is to realize makeup transfer of faces, aiming to
ransfer a given makeup style to the face without makeup. For a given
ataset 𝐴 without makeup and a makeup dataset 𝐵, we sample the

original image 𝐼𝑠𝑟𝑐 (𝑥) ∈ 𝐴 and the target image and 𝐼𝑡𝑔𝑡(𝑡) ∈ 𝐵
rom these two datasets. Then through the network model learning
𝐼 𝑡𝑔𝑡𝑠𝑟𝑐 (𝑥), 𝐼𝑠𝑟𝑐𝑡𝑔𝑡 (𝑡)) = 𝐺(𝐼𝑠𝑟𝑐 (𝑥), 𝐼𝑡𝑔𝑡(𝑡)), the makeup image 𝐼 𝑡𝑔𝑡𝑠𝑟𝑐 (𝑥) is obtained,
here 𝐼 𝑡𝑔𝑡𝑠𝑟𝑐 (𝑥) represents the makeup style of the target data 𝐼𝑡𝑔𝑡(𝑡) is

transferred to the original data𝐼𝑠𝑟𝑐 (𝑥). In addition, the identity features
of the original image are preserved. The generator 𝐺 is used to generate
the target image, and the discriminator distinguishes the generated
image from the original image.

3.2.1. Adversarial loss
The generator learns the data distribution 𝑝𝑑𝑎𝑡𝑎(𝑥) of the training

sample to simulate a data distribution which is close to 𝑝𝑑𝑎𝑡𝑎(𝑥). The
discriminator is to distinguish between the real data and the data
generated by the generator. When the generator and the discriminator
are in a mutually restrictive dynamic balance, the final data distribution
�̃� generated by the generator will be close to the real data distribution
𝑥. For the adversarial loss between the data 𝐼𝑠𝑟𝑐 (𝑥) sampled from the
dataset A that has not been made up and the target image 𝐼 𝑡𝑔𝑡𝑠𝑟𝑐 (𝑥)
generated by the generator, the objective function is as follows:

𝐿𝑎𝑑𝑣(𝐷𝐴) = E𝐼𝑠𝑟𝑐 (𝑥)[(𝐷𝐴(𝐼𝑠𝑟𝑐 (𝑥)))2]+

E𝐼𝑠𝑟𝑐 (𝑥),𝐼𝑡𝑔𝑡(𝑡)[(𝐷𝐴(𝐺(𝐼𝑠𝑟𝑐 (𝑥), 𝐼𝑡𝑔𝑡(𝑡))) − 1)2].
(11)

Similarly, to distinguish the image generated by 𝐷𝐵 from the dataset
sampled from the makeup dataset 𝐵, the objective loss function is
calculated as follows:
𝐿𝑎𝑑𝑣(𝐷𝐵) = E𝐼𝑡𝑔𝑡(𝑡)[(𝐷𝐵(𝐼𝑡𝑔𝑡(𝑡)))2]+

E𝐼𝑠𝑟𝑐 (𝑥),𝐼𝑡𝑔𝑡(𝑡)[(𝐷𝐵(𝐺(𝐼𝑠𝑟𝑐 (𝑥), 𝐼𝑡𝑔𝑡(𝑡))) − 1)2].
(12)

We adopt the adversarial loss to ensure that the network can gen-
erate realistic dataset.

3.2.2. Identity protection
The Makeup-Net we proposed adopts a dual input/output architec-

ture. A single generator 𝐺 learns the mapping relationship between
makeup domains and non-makeup domains, which realizes the transfer
of makeup styles to images. To make the generated images more realis-
tic by preserving information such as identity features and background,
we impose perceptual loss and periodic consistency loss to constrain
them.

We use the VGG network to extract high-level features of the image.
For the input image 𝑥, we use 𝐹𝑙 ∈ R(𝐻𝑙×𝑊𝑙×𝐶𝑙 ) to denote the 𝑙𝑡ℎ layer
of feature information extracted from the VGG network. 𝐻𝑙, 𝑊𝑙, and
𝐶𝑙 respectively represent feature mapping the height, width and the
number of feature maps. The objective function of the perceptual loss
is written as follows:

𝐿𝑝𝑒𝑟𝑐𝑒𝑝𝑡𝑢𝑎𝑙 =
1 ∑

𝐸𝑙 , (13)
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𝐻𝑙 ×𝑊𝑙 × 𝐶𝑙 𝑙
𝐸𝑙 =
∑

𝑖,𝑗
([𝐹 𝑙

𝑖,𝑗(𝐼𝑠𝑟𝑐 (𝑥)) − 𝐹 𝑙
𝑖,𝑗 (𝐼

𝑡𝑔𝑡
𝑠𝑟𝑐 (𝑥))]

2+

[𝐹 𝑙
𝑖,𝑗 (𝐼𝑡𝑔𝑡(𝑡)) − 𝐹 𝑙

𝑖,𝑗 (𝐼
𝑠𝑟𝑐
𝑡𝑔𝑡 (𝑡))]

2),
(14)

where 𝐹 𝑙
𝑖,𝑗 represents the activation of the filter at position (𝑖, 𝑗) in the

𝑙𝑡ℎ layer. To make the generated image as close to the original image as
possible, we adopt cycle consistency loss to make the generated image
retain the background, content and other information of the images in
addition to the features after conversion. We utilize the 𝐿2 norm to
measure the distance between the generated image and the original
image. The loss functions are:

𝐿𝑟𝑒𝑐𝑜𝑛
𝑠𝑟𝑐 = E𝐼𝑠𝑟𝑐 (𝑥),𝐼𝑡𝑔𝑡(𝑡)[‖𝐼𝑠𝑟𝑐 (𝑥) − 𝐼𝑠𝑟𝑐 (𝑥)‖2], (15)

𝐿𝑟𝑒𝑐𝑜𝑛
𝑡𝑔𝑡 = E𝐼𝑡𝑔𝑡(𝑡),𝐼𝑡𝑔𝑡(𝑡)[‖𝐼𝑡𝑔𝑡(𝑡) − 𝐼𝑡𝑔𝑡(𝑡)‖2], (16)

where (𝐼𝑠𝑟𝑐 (𝑥), 𝐼𝑡𝑔𝑡(𝑡)) = 𝐺(𝐺(𝐼𝑠𝑟𝑐 (𝑥), 𝐼𝑡𝑔𝑡(𝑡))), (𝐼𝑠𝑟𝑐 (𝑥), 𝐼𝑡𝑔𝑡(𝑡)) is the
restoration of the target image by the generator, and its goal is to make
(𝐼𝑠𝑟𝑐 (𝑥), 𝐼𝑡𝑔𝑡(𝑡)) ≈ (𝐼𝑠𝑟𝑐 (𝑥), 𝐼𝑡𝑔𝑡(𝑡)). In the entire cycle consistency loss, we
use the 𝐿2 norm to accelerate the model convergence. Then, the total
cycle consistency loss is:

𝐿𝑐𝑦𝑐𝑙𝑒 = 𝐿𝑟𝑒𝑐𝑜𝑛
𝑠𝑟𝑐 + 𝐿𝑟𝑒𝑐𝑜𝑛

𝑡𝑔𝑡 . (17)

3.2.3. Instance-level makeup transfer
To achieve instance-level makeup transfer, we utilize a histogram

matching approach that introduces histogram loss at the pixel level.
Since we tend to apply makeup at specified locations such as cheeks,
lips, etc., when applying makeup, we extract only three regions of the
image: face region, lip region, and eye region, and then calculate the
local histogram loss of each part separately and finally get the total
makeup loss. We apply the local histogram loss to the three areas of
the face, lips, and eyes. The loss function is:

𝐿𝑖 = ‖𝐼 𝑡𝑔𝑡𝑠𝑟𝑐 −𝐻𝑀(𝐼 𝑡𝑔𝑡𝑠𝑟𝑐 ⋅ 𝐹𝑃 𝑖(𝐼 𝑡𝑔𝑡𝑠𝑟𝑐 ), 𝐼𝑡𝑔𝑡 ⋅ 𝐹𝑃 𝑖(𝐼𝑡𝑔𝑡))‖2, (18)

where 𝑖 ∈ {𝑓𝑎𝑐𝑒, 𝑙𝑖𝑝𝑠, 𝑒𝑦𝑒𝑠}. After that, the makeup loss is:

𝐿𝑚𝑎𝑘𝑒𝑢𝑝 = 𝜆𝑓𝐿𝑓𝑎𝑐𝑒 + 𝜆𝑙𝐿𝑙𝑖𝑝𝑠 + 𝜆𝑒𝐿𝑒𝑦𝑒𝑠, (19)

where 𝜆𝑓 , 𝜆𝑙, 𝜆𝑒 are the weight coefficients of each calculation area.

3.2.4. Optimization (Makeup-Net)
Makeup-Net is used to realize the transfer process of facial makeup.

AM-Net first receives the aging mechanism learned from Aging-Net,
then studies the mapping relationship between the non-makeup domain
to the makeup domain in Makeup-Net, and transfers the makeup style
to the non-makeup face. The entire AM-Net realizes the facial makeup
transfer for different ages. The optimization of the objective function
of Makeup-Net is:

𝐿𝑎𝑑𝑣(𝐷) = 𝐿𝑎𝑑𝑣(𝐷𝐴) + 𝐿𝑎𝑑𝑣(𝐷𝐵), (20)

𝐿𝑎𝑑𝑣(𝐺) = 𝜆𝑎𝑑𝑣𝐿𝑎𝑑𝑣+𝜆𝑝𝑒𝑟𝐿𝑝𝑒𝑟𝑐𝑒𝑝𝑡𝑢𝑎𝑙+

𝜆𝑐𝑦𝑐𝑙𝑒𝐿𝑐𝑦𝑐𝑙𝑒 + 𝜆𝑚𝐿𝑚𝑎𝑘𝑒𝑢𝑝,
(21)

where 𝜆𝑎𝑑𝑣, 𝜆𝑝𝑒𝑟, 𝜆𝑐𝑦𝑐𝑙𝑒, 𝜆𝑚 are hyperparameters that measure the rela-
tive importance of each item.

4. Experimental results

4.1. Dataset

After evaluating the purpose of our experiment and the significance
of the research, we use the cross-age face recognition and retrieval
dataset (CACD) [50] as the facial aging dataset used by AM-Net to
train Aging-Net. The dataset (CACD) contains 163,446 images of 2,000
celebrities, ranging in age from 14 to 62. From the results of some

experiments, we find that if the face is aging at a specific age, the
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Fig. 5. Aging face generated by different methods. Each black dashed box represents the same person, the left side of the red dashed line is the test image, whose age range is
about 16–18 years old, and each column on the right side corresponds to the aging effect of different age groups, and the age range is 20–62 years old. Ten years old is a division
of age group. The lines a, b, and c in each black box correspond to the faces generated by Aging-Net, CAAE [34], and a pyramid architecture of GANs [49].
Fig. 6. Examples of facial aging. The red dotted box represents the young group to be tested, and the next to the right is the result of the target age group (middle-aged).
training process is difficult to converge, mainly because the facial
features with small age differences are too similar to be distinguished
during training. We classify celebrities in the 14–18 years old into the
young group as the input to the original dataset; take 20–30, 31–40,
41–50, and 51+ years old as the target age group respectively. We
randomly select 90% of the images for training and the remaining 10%
for testing. We use the Makeup dataset published by Li et al. [8] to
train the facial makeup transfer module of the network. We crop all
the images of the dataset in the center of the image and then resize
images to 224 × 224. Finally, we use the test dataset portion of the
CACD dataset and the Morph-II dataset for performance testing of the
model.
6

4.2. Implementation of AM-Net

Network Architecture. We design PatchAutoEncoder to capture
the aging mechanism of faces. The Encoder maps the input image to
the latent space, which is composed of three convolutional layers. Then
we use four residual blocks [51] to preserve the spatial structure of
the gradient as much as possible. Then through the PatchDecoder to
achieve the change of the target age. PatchDecoder consists of three
transposed convolutional layers. All convolutional layers are followed
by Instance Normalization and ReLU nonlinear activation functions.
Estimator consists of four discriminators, which concatenate the results
of the four discriminators classified separately. Each discriminator is
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consists of three parts: convolutional layer, batch Normalization, and
LeakyReLU, which respectively distinguish the extracted feature maps
of the second layer, the fourth layer, the seventh layer, and the tenth
layer. The generator 𝐺 adopts a dual-input–output structure. First, the
two input ends are concat, down-sampled, and transferred to several
remaining blocks. After that, two target images are output through two
independent up-sampling processes. For the two discriminators 𝐷, we
adopt the discriminative output structure of PatchGANs to fuse the local
image features with the overall image features.

Training Details. We flip the image horizontally and vertically to
enhance the dataset and set the experimental batch size to 16. We use
Adam with 𝛽1 = 0.5 and 𝛽2 = 0.999 to optimize all models and set the
learning rate to 0.0001. The decay learning rate is updated every 1000
steps, and all models are trained for 50,000 epochs. The parameters
of the aging mechanism learning stage are set as: 𝜆𝑎𝑑𝑣 = 50, 𝜆𝑖𝑑 = 0.5,
𝜆𝑡𝑒𝑥 = 50. In the facial makeup transfer phase, we set the training batch
to 1, and set the other parameters to 𝜆𝑎𝑑𝑣 = 5, 𝜆𝑝𝑒𝑟 = 0.05, 𝜆𝑐𝑦𝑐𝑙𝑒 = 10,
𝜆𝑚 = 1. 𝜆𝑓 , 𝜆𝑙, and 𝜆𝑒 are all set to 2. We use pre-trained VGG-16 to
make the identity of the generated faces be not lost. We normalize the
pixel values of the image and limit the numerical normalization range
to [0, 1].

4.3. Qualitative comparison

4.3.1. Results of Aging-Net
We first extract people under 20 years old from the dataset as the

young group, and then select people around 45 years old as the middle-
aged group, with an age span of about five years within each of the two
groups. Fig. 6 shows the aging images generated by Aging-Net. The
aging faces in the figure are the test dataset for the young group, and
the images for the middle-age group are the target image generated by
Aging-Net. As can be seen from Fig. 6, Aging-Net can learn the aging
mechanism of the face well, and its effect is mainly on the texture
characteristics of facial wrinkles and skin texture. Moreover, our ex-
perimental results present a visually almost realistic aging effect. After
that, we train the CAAE code released by Zhang et al. [34] and the code
released by Yang et al. [49]. From Fig. 5, we can learn that the CAAE
model has a high probability of losing the identity information of the
character and making the generated aging face too fake. Besides, the
aging effect generated by this model only concentrates on the wrinkles
at the corners of the mouth, which leads to the generated aging pattern
is too single. The aging images generated by Yang et al.’s [49] model
have some unobvious aging. The model produces a face that looks more
like an aging film laid over the face, which looks unrealistic and carries
the risk of losing identity. Aging-net can well maintain the identity
information, the aging effect is more visible, natural, and has fewer
artifacts. In addition, the generated aging image has higher quality.

The effectiveness of texture loss. In Aging-Net, we design
PatchAutoEncoder to capture information such as the facial texture to
make the generated image more natural and lifelike. To speed up the
model training, we use the VGG-16 network structure to replace the
original PathchDecoder calculation method of texture loss. As shown in
Fig. 7, the texture generation method used in column b is more realistic
than the unused effect in column a, and the image without texture loss
will have visible character distortion and artifacts. In column a, the
images generated by the model without texture loss are not too visible
in the aging effect, and the generated faces are also blurry. Because
column b uses texture loss to capture the detailed features such as the
texture of the face, the generated image shows a good effect in terms of
the aging effects, characters’ identity protection, or the degree of facial
realism.

Robustness verification. The aging effect of the face is often
affected by external factors. For example, when the light is intense,
the face can appear particularly harsh, which can cause an inability to
recognize the face when aging. Similarly, in a dark environment, aging
a dark face is also challenging. Also, there will be some obstructions
7

Fig. 7. Examples for verifying the effectiveness of texture loss. The red box on the left
is the input image, and the two columns on the right are the aging effects of different
methods. Column a is the result without texture loss, and column b is the result with
texture loss to make the generated face more natural.

Fig. 8. Examples of facial aging in different situations. Column a is the aging of the
face when wearing glasses; column b is the aging of a person under intense light and
dark environment; column c is the aging of the face under other obstructions such as
hats and microphones.

on the face, such as wearing glasses, wearing a hat, and a small
area of the face blocked by other objects. These situations can also
have a significant impact on facial recognition as well as aging works.
We randomly select and test some images to verify the stability and
robustness of the AM-Net framework. Fig. 8 shows the effect of facial
aging in different situations. Column a is the case with glasses, and
Column b is the aging under intense light and low light. The upper and
lower rows of column c have a hat, and the middle row of column c has
a microphone beside it. It is shown in Fig. 8 that Aging-Net can learn
the facial aging mechanism of a character without being influenced by
the external environment and other factors and can make realistic aging
effects.

Comparison with ground truth. To verify that the proposed frame-
work can protect personality in terms of aging, we qualitatively com-
pare the generated facial aging images with the real ground conditions.
As can be seen from Fig. 9, the aging face generated by our proposed
framework bears a striking resemblance to the real faces. These similar-
ities are reflected in identity consistency and facial wrinkles, textures,
other identities, and facial aging information.
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Fig. 9. Comparison with ground truth.

4.3.2. Results of Makeup-Net
Fig. 11 shows the effect of different styles of makeup when people

are young and middle-aged. As can be seen from Fig. 11 that people
look different in their makeup when they are young and middle-aged.
The main reason is that with the increase of age, the facial muscles,
skin, and other characteristics of faces will change slightly, and the
larger the period, the more visual this change will be. AM-Net’s goal
is to achieve facial makeup transfer of different ages. As can be seen
from Fig. 10 that some makeup can still hide facial aging features such
as wrinkles on the corners of the mouth, which makes some people
look younger after makeup. Also, some people appear more mature
and stable after putting on makeup at different ages. In addition to
the reasons for the increase in age, makeup also plays a large role.
In conclusion, the effect of facial makeup varies not only from person
to person but also from makeup style to makeup style. Fig. 16 shows
the experimental results of AM-Net on the original uncropped image. It
can be seen from the figure that AM-Net can perform facial aging and
makeup well in large-size, high-pixel images. In comparison, AM-Net
has a more obvious effect of facial aging on the extracted facial regions.

4.3.3. Makeup effects for different ages on different models
As shown in Fig. 13, we show the results of qualitative comparison

with other models. We observe that the images produced by Guo
et al. [52] have obvious artifacts and look unreal. The model of Liu
et al. [53] can perform the transfer of facial makeup very well, but
there will be obvious mismatches in the wheel library area of the face.
Compared with the above models, AM-Net has considerable effects
on the quality of the generated images and the transfer of makeup
styles. Fig. 14 shows the aging effect of Aging-net on the original
high-pixel image. However, we find some negative effects generated
by Aging-Net. As shown in Fig. 15, when performing facial aging on
a person’s face, very few people have gender inconsistencies. After
analysis and verification, we find that the main reason is that the faces
of some people resemble the opposite sex, and the uneven ratio of
male and female faces in the dataset may cause the features learned
by the network to be more biased towards facial features with a high
proportion of gender.

Qualitative evaluation. In Fig. 12, we show the comparison be-
tween AM-Net and other methods in facial makeup transfer. As can be
seen that CycleGAN [47] can generate relatively realistic images, but
the generated makeup effects are subtle and not particularly obvious.
8

For example, there is only a shallow trace of makeup on the cheeks
and lips of the face. But our AM-Net can generate high-quality images
with the most accurate makeup style. The images generated by AM-
Net not only have better effects on eye shadows, cheeks, and lips but
also retain other non-makeup-related elements such as hair, clothes,
and backgrounds.

4.4. Quantitative comparison

4.4.1. User study evaluation
To make the experimental results more objective and fair, many

researchers adopt the user evaluation method as a quantitative as-
sessment of the experiment. To quantitatively evaluate AM-Net, we
randomly interviewed 60 volunteers to evaluate the target images we
generated. Their tasks include three parts: face authentication, authen-
ticity evaluation of facial aging, and evaluation of makeup effects.
We randomly choose 100 test images and 30 reference makeup test
images between 16–20 years old from the dataset. Aging-Net generates
each image separately for four different age groups. Then we use these
images to generate images of four different age groups by using the
CAAE network model [34] and the model of Yang et al. [49]. These
generated images are used for volunteers to evaluate the effects of
face aging experiments. We randomly select 400 images from these
1,000 test images, and 30 reference makeup test images from the
dataset. After the AM-Net test, a total of 32,000 facial makeup images
of different ages are obtained from the test images and then used with
the makeup images generated by CycleGAN [47] to allow volunteers to
evaluate the effect of facial makeup.

Facial Aging Evaluation. We ask volunteers to give the age range
corresponding to each aged face. Then we calculate the proportion
of the results that the volunteers given the same age range as our
calibrated age range.

Makeup Evaluation. We show the volunteers four images each
time, namely the original image after facial aging, the reference makeup
image, and two randomly generated images after makeup transfer.
These images are generated by AM-Net as well as CycleGAN [47],
respectively. We ask the volunteers to give the degree of recognition of
the makeup effect of each image (percentage system). We average the
total recognition obtained for each method separately, and the value is
as the level of recognition of each method by the volunteers.

Face Verification. We ask volunteers to evaluate whether the gen-
erated face can preserve identity information and whether it belongs
to the same person. For each input image, we generate four aged
images given different age labels. We divide into five pairs: (input,
age1), (age1, age2), (age2, age3), (age3, age4), (a randomly selected
generated image, a randomly selected image of other persons). The first
four pairs are to verify whether the generated image is the same as the
input. The last pair is to verify whether the generated image is the same
as the other person. Then we ask the users to do the face verification
task and report the accuracy of the different methods. If the trained
model fails to protect the identity information or generates the same
aged face with different inputs, the facial verification score is low.

Table 1 shows the performance comparison of various methods. As
can be seen from the table that our AM-Net has a higher performance
than the baseline model CAAE [34] and Yang et al. [49] on the task of
facial aging; and it performs better than CycleGAN [47] on the task of
facial makeup transfer. In terms of facial verification, AM-Net has also
achieved high performance, which shows that our method can generate
high-quality facial makeup faces for different ages while protecting the
identity information.
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Fig. 10. The result of facial makeup transfer at different ages. The leftmost column is the target makeup picture; the result in the same black box is the transfer of facial makeup
of the same person at different ages. In each frame, from left to right is the direction of facial aging, and from top to bottom represents different makeup styles.
Fig. 11. Examples of AM-Net. The images in different color boxes represent different identity information. Each color box represents the result of different facial makeup transfers
of the same person who is young and middle-aged.
4.4.2. Face aging accuracy with synthesized dataset
With the aging of the face, the corresponding age of the generated

face is also increasing. Evaluating the generated images by users is
just a universal evaluation method. To measure the age corresponding
to the generated face more accurately, we adopt the online Analyze
9

API of Face++ [55]. Passing the detected faces into the Analyze API,
we can obtain the key points, age, gender, head posture, smile de-
tection, glasses detection, face quality, and other information. But we
only extract the age field returned by the API. We apply this tool
to each synthesized face. We randomly select 3000 images from the
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Fig. 12. Qualitative comparison. The red box is the input test image, the blue box is
the reference makeup image, and the third and fourth columns are the makeup transfer
results generated by CycleGAN and AM-Net.

Fig. 13. The makeup effects of different makeup models at different ages. The three
rows of a,b,c below the red box are the makeup effects of AM-Net, Guo [52], and
Liu [53] models respectively.

Fig. 14. The aging effect of Aging-Net on the uncropped, high-pixel original image.
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Fig. 15. The aging effect of Aging-Net on the uncropped, high-pixel original image.

Fig. 16. The experimental effect of AM-Net on the original image.

Fig. 17. The aging effect of AM-Net.

Table 1
Performance comparison with different methods.

CAAE Yang CycleGAN AM-Net

Facial aging 36.17% 52.16% – 63.67%
Makeup effects – – 31.15% 68.85%
Face verification 56.24% 91.24% – 94.13%

CACD dataset and Morph-II dataset each time and then generate four
different age faces through AM-Net, a total of 12,000 images for age
assessment. When calculating age assessment accuracy for each age
group, we exclude the counts of faces that the API does not recognize,
returned age fields with null values, and cases where the API request
fails. After experiments are cross-validated five times, we calculate the
approximate range of facial aging accuracy between the synthetic facial
aging and the facial aging in the original dataset. We denote the age
groups under 20 years old, 21–30 years old, 31–40 years old, 41–
50 years old, 51 years old and above as Age Group 0, Age Group 1,
Age Group 2, Age Group 3, Age Group 4. Our experimental results of
facial aging accuracy include the assessment of facial aging generated
by AM-Net and the evaluation of facial age in the original dataset.
We can learn from Table 2 that the facial ages generated by AM-Net
remain within the range of each age group, and the error range of each
age group is within the corresponding range of the age range. Table 3
shows the ratio of the generated face and the real face that can be
correctly matched by the detected age and the respective label. Because
there is a big difference between the age of Face++ online evaluation
and the age of the given label in the dataset, all the values are low
while the overall trend can still see facial aging. Although there is a
considerable deviation between the speed of facial aging and the actual
age due to factors such as personal lifestyle and living environment,
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Table 2
The average age range of each age group of generated faces.

Datasets Age Group 1 Age Group 2 Age Group 3 Age Group 4

CACD 26.54 ± 3.23(6.16 ± 1.13)a 39.64 ± 2.31(9.51 ± 2.01)a 46.43 ± 5.73(9.26 ± 3.12)a 53.43 ± 6.37(11.48 ± 2.23)a

Morph-II 24.13 ± 5.18 37.23 ± 3.24 43.25 ± 6.13 61.23 ± 9.82

aThe value in brackets represents the standard deviation.
Table 3
The proportion of the detected age and the respective label consistency.

Age Group 0 Age Group 1 Age Group 2 Age Group 3 Age Group 4

CACD Face Styles(%) – 76.27 ± 9.23 43.57 ± 10.31 42.75 ± 6.73 53.43 ± 6.37
Datasets(%) 31.07 ± 9.42 62.28+7.16 37.24 ± 9.87 39.56 ± 6.73 47.75 ± 8.34

Morph-II Face Styles(%) – 71.74 ± 6.87 69.35 ± 7.34 56.23 ± 9.71 85.45 ± 8.68
Datasets(%) 22.68 ± 5.34 54.74 ± 6.73 53.23 ± 8.76 46.89 ± 5.67 72.59 ± 9.97
Table 4
The results of different evaluation schemes and different experimental methods.

Test results on the SSR-Net model [54] Volunteer evaluation

Face aging effects Makeup effects Face aging effects Makeup effects

CACD Morph-II CACD Morph-II CACD Morph-II CACD Morph-II

Method-1a 64.13% 71.41% – – 71.21% 69.98% 94.23% 96.36%
Method-2b 79.98% 81.32% – – 87.35% 89.21% 85.43% 88.82%

aMethod-1: The network first learns the aging mechanism of the face, and then generates the results of facial makeup for different ages (Aging-Net +
Makeup-Net).
bMethod-2: The network first generates faces with different makeup styles, and then uses these makeup faces to generate face aging images (Makeup-Net
+ Aging-Net).
Table 5
The proportion of predicted facial age in each age group.

Face Aging

CACD Morph

Method-1
(Aging-Net
+
Makeup-Net)

Under 20 21–30 31–40 41–50 51+ Under 20 21–30 31–40 41–50 51+

21–30 2.13% 93.12% 3.32% 1.21% 0.21% 2.61% 94.97% 2.12% 0.21% 0.08%
31–40 0.37% 2.09% 88.60% 6.41% 2.53% 0.19% 3.97% 82.64% 9.46% 3.74%
41–50 0.13% 0.73% 3.15% 86.60% 9.39% 0.01% 1.01% 1.21% 87.56% 10.21%
51+ 0.03% 1.68% 3.21% 6.13% 88.95% 0.20% 1.48% 3.95% 5.36% 89.01%
Table 6
The results of recognition on different datasets.

CACD Morph-II

ODa GDb ODa GDb

Age Estimate 78.79% 75.34% 81.26% 79.16%

aTest dataset randomly selected from the CACD dataset and Morph-II dataset.
bTest dataset generated from AM-Net.

the trend is still relatively unchanged. As seen in Tables 2 and 3, AM-
Net can learn facial aging patterns at other ages even though there is a
difference between the evaluated age and the age corresponding to the
label. The estimated age of the face synthesized by AM-Net is within
the corresponding age range, and the proportion of accuracy is higher
than the age of the real image. It is shown that the age of the AM-
Net synthesized face fits well with the actual age and shows a steady
increasing trend over time, which validates our method.

4.4.3. Accuracy of facial aging obtained by using predictive algorithms
We use a deep learning model to predict the age of the generated

face. First, we randomly select 8000 images under the age of 20
from the CACD dataset and Morph-II dataset, and then generate four
different age facial aging images through AM-Net. The original dataset
generates a total of 40,000 images through AM-Net. We use the SSR-
Net model [54] to verify the accuracy of facial aging. We define the
accuracy rate as the ratio of the predicted age by SSR-Net to the age
range of the face generated by AM-Net. We use 30,000 images for
model training and the rest for testing. To ensure the fairness of the
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results as much as possible, we keep the size of the generated test
dataset consistent with the original test dataset. Table 6 shows the
results of SSR-Net’s age prediction on the face in the original dataset
and the dataset generated by AM-Net. As shown in Table 6 that the
aging face generated by AM-Net achieves good results in the SSR-Net
model test. AM-Net’s facial aging on the generated test dataset is very
close to the real aging face. It is shown that AM-Net can learn aging
mechanisms at other ages and generate the aging faces that fit within
the corresponding age range.

4.4.4. Aging-Net & Makeup-Net vs. Makeup-Net & Aging-Net
In this section, we will test how different learning sequences will

affect the aging effect and makeup effect: (1) The network first learns
the facial aging mechanisms, and then generates the results of fa-
cial makeup for different ages; (2) The network first generates faces
with different makeup styles, and then utilizes these makeup faces
to generate face aging images. In the evaluation of the aging effect,
We still adopt the SSR-Net model [54] for age prediction and then
calculate the accuracy to assess the effect of facial aging. Besides, we
also ask volunteers to give corresponding scores for aging results. We
ask volunteers to evaluate the generated images to obtain makeup
results. We can learn from Table 4 that Method-2 performs well in
both the aging task and the makeup task, which means that the result
of applying makeup to the face first, and then aging the makeup face
has little effect on facial aging and makeup. However, Method-1 has a
significant impact on the effect of facial aging, which leads to a low
evaluation of facial aging, but the makeup effect has received a high
rating. That is to say, the AM-Net network first learns the facial aging
mechanism, and then the result of applying makeup on the generated
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face performs poorly on the task of facial aging, and performs well on
facial makeup. It shows that the final makeup work has an effect on the
facial aging task, but does not affect the makeup effect. As can be seen
from Table 5, the effect is to make the generated face look younger.
From Tables 4 and 5, we can conclude that with the increase of age,
some changes will be found on their faces such as wrinkles and skin,
but makeup can slightly conceal these facial skin tones, wrinkles, and
other defects, thus making people look young.

4.4.5. The difference between PatchAutoEncoder and AutoEncoder
As shown in Fig. 4, PatchAutoEncoder follows the network structure

of Encoder in AutoEncoder and modifies the network structure of
Decoder. PatchAutoEncoder consists of two parts: Encoder that maps
the input samples to the feature space and PatchDecoder that is used
to synthesize the target image. PatchDecoder adds the calculation of
texture loss on the basis of Decoder. While generating the target image,
PatchDecoder extracts the features of each level in the image by calcu-
lating the texture loss in each level, so as to obtain the texture feature
information of the original image. This process makes the generated
images look more natural and real.

4.4.6. Analysis of AM-Net
In this part, we provide an overall analysis of AM-Net’s network

framework and performance. To solve the problem of facial makeup
transfer at different ages, we construct the AM-Net model. In AM-Net,
Aging-Net is composed of PathAutoEncoder and Estimator. PathAu-
toEncoder is used to capture the aging pattern of the character. The
Estimator is used to distinguish the facial features at multiple scales,
and the perceptual loss is applied externally to preserve the identity
Information is not lost. In the past, many methods only performed
aging operations to achieve the effect of facial aging. Although the faces
generated by these methods appear realistic in terms of color, wrinkles,
etc., they ignore what the face looks like in reality. For example,
many faces in film or entertainment are beautified to look smooth and
round. But most faces are somewhat rough, and many methods focus on
aging while ignoring how the skin of the faces looks in reality, which
makes the generated images unnatural in terms of aging, although very
realistic. Different from the existing methods [33–35,56,57], we design
texture loss to capture the texture features of the face and make the
generated faces more natural. In terms of facial aging, the methods
of the baseline model [34,49] have more or fewer problems such as
unprotected identity, unrealistic images, and missing pixels. We can
learn from Fig. 17 that the facial aging features generated by AM-Net
are not limited to the corners of the mouth, face, and cheeks. AM-Net
can also learn features such as the forehead, wrinkles at the corners of
the eyes, and even hair color changes. Also, the facial skin generated by
AM-Net appears more natural and real. Makeup-Net uses multiple losses
include perception loss, confrontation loss, and cycle consistency loss to
achieve the facial makeup transfer. To make the facial makeup effect
more visible, we follow the idea of BeautyGAN [8] on the instance-
level makeup transfer, adopt histogram matching (HM), and introduce
additional histogram loss at the pixel level.

Through extensive experiments, we find that although faces such as
wrinkles and skin will change slightly with increasing age, makeup can
conceal these facial complexion, wrinkles and other defects. Even when
people reach middle age, some of them still look young and beautiful
after makeup. Besides, different makeup styles will also give people a
different feeling. All in all, the effects of facial makeup for different
ages vary from person to person and are also affected by makeup style.
In daily life, even middle-aged people can make themselves look more
12

beautiful through makeup.
5. Conclusion

In this paper, we propose a novel method of facial makeup transfer
(AM-Net), which can well realize facial makeup transfer for differ-
ent ages. AM-Net is composed of two sub-networks: Aging-Net and
Makeup-Net. Aging-Net learns the aging mechanism of faces and then
applies this aging mechanism to Makeup-Net. Then, Makeup-Net re-
alizes facial makeup transfer. In the end, AM-Net realizes the facial
makeup transfer for different ages. Extensive experiments show that our
AM-Net can generate makeup images of different aging faces without
losing the identity information. Furthermore, the experiments also
prove the effectiveness of our proposed framework. What is more, AM-
Net is a universal framework that can not only transfer facial makeup
for different ages but also transfer facial makeup for different facial
emotions, such as makeup from happy to angry or even angry. In future
work, we will implement the current research results into specific
applications to improve the quality of our lives.
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