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Abstract— The Data Center (DC) contributes towards the prevalent application and adoption of the cloud by providing architectural and 
operational foundation. To perform sustainable computation and storage the DC is equipped with tens of thousands of servers, if not more. It 
is worth noting that, the operational cost of the DC is being dominated by the cost spent on energy consumption. In this paper, we model DC 
as a Cyber Physical System (CPS) to capture the thermal properties exhibited by the DC. All software aspects, such as scheduling, load 
balancing, and all the computations performed by the devices are considered as the “Cyber” component. The supported infrastructure, such 
as servers and switches are modeled as the “Physical” component of the CPS. We perform a detail modeling of the thermal characteristics 
displayed by the major components of the CPS. Moreover, we propose a Thermal Aware Control Strategy (TACS) that uses High Level 
Centralized Controller (HLCC) and Low Level Centralized Controller (LLCC) to manage and control the thermal status of the cyber 
components at different levels. Our proposed strategy is testified and demonstrated by executing on a real DC workload and comparing it to 
three existing strategies, one classical and two thermal aware strategies. Further, we also perform formal modeling, analysis, and verification 
of the strategies using High Level Petri Nets (HLPN), Z language, Satisfiability Modulo Theories Library (SMT-Lib), and Z3 solver.  

Index Terms— Cyber Physical Systems, Cloud Computing, Data Center, Formal Methods, Modeling, Verification 
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1 INTRODUCTION

he DC hosts a large number of servers to improve the ser-
vices for high performance computing application [1, 2]. 
Because of the high energy requirements of the computing 

and cooling devices, the DCs energy consumption can cost mil-
lions of dollars. The DC run-time cost is dominated by the cost 
spent on the energy consumption of computing and cooling 
technologies. Based on the energy consumption of a Google 
DC, a report suggested that Google was possibly running about 
900,000 servers in 2010 [4]. The computational and operating 
margins of DCs depend highly on the provision of the QoS. 
Higher QoS attribute levels lead to higher rates that in turn lead 
to higher computations. To deliver the specified level of per-
formance, the number of computational devices put in use at all 
levels of DC has significantly increased. As a result, the rate at 
which the heat is emitted by the devices has also increased. The 
cost to stabilize the temperature in the DC has drastically in-
creased and become almost equal to the cost of operating com-
putational systems. The increasing cost of energy consumption 
calls for new strategies to improve the energy efficiency in 
DCs. Several strategies have been proposed, such as [6, 7, and 
8] for efficient energy consumption in the DC. In this paper, we 

model DC as a Cyber Physical System (CPS) to capture the 
dynamics and evolution of the thermal properties presented by 
the DC. The phenomena of increase in the temperature of serv-
ers as a result of task allocations and the ambient effect of such 
increase in the temperature that affect other servers, is termed 
as the thermal dynamics of DC. 

The software aspects, such as scheduling and computations, 
performed by the devices are modeled as the “Cyber” portion 
and the devices, such as servers and switches, are modeled as 
the “Physical” portion of the CPS. Several studies are available 
that model DC as a CPS to achieve energy efficiency, such as 
[9, 10, and 28]. The models proposed in the literature are ab-
stract in the sense that they lack detailed analysis of the DC and 
hence it becomes difficult to exactly understand the process of 
heat distribution, both from software and infrastructure perspec-
tive. Thus, in this paper, we provide a detailed modeling and 
formulation of the cyber and physical infrastructure, including 
the heat dissipation of individual components, the heat distribu-
tion, and recirculation among the physical portion of the CPS.  

The physical infrastructure of the DC follows a hierarchical 
model (as shown in Fig. 2), where the computing resources 
reside at the lowest layer. The network infrastructure can be 
considered as a multilayer graph, where the servers and switch-
es are vertices and interconnection amongst them are the edges. 
The servers, access switches, and aggregate switches are as-
sembled in modules (referred as pod) and are arranged in three 
layers, namely: (a) access, (b) aggregate, and (c) server layer. 
We perform a thorough analysis and modeling of the thermal 
subtleties involved at each layer. In doing so, we model heat 
dissipation of servers, switches (access layer, aggregate layer, 
and core layer), and the aggregate impact of each component on 
the overall infrastructure. 

xxxx-xxxx/0x/$xx.00 © 200x IEEE        Published by the IEEE Computer Society 

———————————————— 
• S. U. R Malik, K. Bilal, are with Department of Computer Science, COM-

SATS Institute of IT, Pakistan. Email: saif_ur_rehman@comsats.edu.pk,  
kashifbilal@ciit.net.pk. 

• S. U. Khan is with the Department of Electrical and Computer Engineering, 
North Dakota, State University, 1411 Centennial Blvd, Fargo ND 58105-
5285. Email:samee.khan@ndsu.edu. 

• B. Veeravalli is with Department of Electrical and Computer Engineering 
at the National University of Singapore 117576. Email: elebv@nus.edu.sg.  

• K. Li is with Department of Computer Science, State University of New 
York at New Paltz, NY, 12561, USA. Email: lik@newpaltz.edu. 

• A. Y. Zomaya is with School of IT, University of Sydney, Sydney, NSW 2006, 
Australia. Email: albert.zomaya@sydney.edu.au. 

T 



2 IEEE TRANSACTIONS ON JOURNAL NAME,  MANUSCRIPT ID 

 

Contributions: By exploiting the thermal behavior of dis-
crete elements, we propose a Thermal Aware Control Strategy 
(TACS) that uses High Level Centralized Controller (HLCC) 
and Low Level Centralized Controller (LLCC) to manage and 
control the thermal status of CPS at different levels, such as: (a) 
low (server) level, (b) high (access, aggregate, and core switch) 
level, (c) intra-pod level, and (d) inter-pod level. The complete 
details of all levels and controllers will be discussed in later 
sections. We perform the simulation of our proposed strategy on 
a real data center workloads, obtained from Center of Computa-
tional Research, State University New York at Buffalo. The 
traces have more than 22,000 jobs and the records are of one 
month time. Moreover, we perform a comparative analysis of 
our proposed strategy with one classical scheduling approach 
and two thermal aware approaches, namely: (a) First Come 
First Serve (FCFS), (b) Genetic Algorithm based thermal aware 
scheduling [3], and (c) Thermal Aware Scheduling Algorithm 
(TASA) [18].  

In this study, we also made an effort to diminish the level of 
abstraction through detailed modeling and formal analysis of 
the CPS. We use High-Level Petri Nets (HLPN) and Z language 
for the modeling and analysis of the systems. The HLPN are 
used to: (a) simulate and (b) provide mathematical representa-
tion, and (c) analyze the behavior and structural properties of 
the system. Moreover, we performed the verification of the 
models using Satisfiability Modulo Theories Library (SMT-
Lib) and Z3 solver. We performed the automated verification of 
the model by following Bounded Model Checking technique 
using SMT-lib and Z3 solver. To verify using SMT, the Petri net 
model is first translated into SMT along with the specified 
properties. Then, Z3 solver is used to check whether the model 
satisfies the properties or not. The contributions of the paper are 
as follows: 

• formulating the thermal properties of major component 
involved in CPS, the effect of cyber activities on the 
physical properties of the DC, and vice versa; 

• proposing a Thermal Aware Control Strategy (TACS) 
that uses HLCC and LLCC to manage, control, and co-
ordinate between the cyber and physical portion to 
maintain unified thermal threshold range; 

• conducting simulation and comparison of proposed 
strategy on a real data center workload and; 

• modeling and analyzing the CPS in HLPN, and the veri-
fication of the model using SMT-Lib and Z3 Solver. 

The rest of the paper is organized as follows: Section 2 will 
review some of the related work done in the domain of thermal 
management and CPS modeling of DCs; preliminaries tools and 
technologies used in the paper will be presented in Section 3; 
modeling of thermal properties exhibit by cyber physical DC is 
performed in Section 4; the proposed control strategies and 
controllers are described in Section 5; modeling, analysis, and 
verification of the controllers and strategies are discussed in 
Section 6; the comparison results of our strategy with Genetic 
Algorithm (GA) based approach are demonstrated in Section 7; 
and Section 8 concludes the paper followed by the references 
and bibliographies of the authors. 

2 RELATED WORK 
The paradigm shift has occurred in the DCs, where the cost 

of IT equipment or hardware is no longer the major portion of 
the overall cost, instead the cost of power and cooling infra-
structure has crept in to be the primary cost driver. Thermal 

imbalance can cause a hurdle towards achieving an efficient 
operational DC. The presence of the hotspots creates a risk of 
redlining servers that can cause them to fail prematurely.  The 
power consumption and thermal properties of the devices are 
directly proportional to each other. Therefore, in this section we 
will discuss both power and thermal strategies. Several strate-
gies have been proposed to balance the tradeoff between the 
power, cooling, and performance. There are multiple ways to 
control the power consumption and thermal properties of the 
servers, such as through active management of workload hosted 
on the servers by using admission control strategies, load bal-
ancing, and workload migration. The power consumption of the 
servers can also be tuned through physical control, such as Dy-
namic Voltage and Frequency Scaling (DVFS) and on-off state 
control [12]. The DVFS has already been implemented in the 
operating systems, where the CPU utilization drives DVFS 
controller to adopt the power consumption with the changing 
workload, such as in [15]. A technique to control the workload 
execution on the processor and the power consumption, given 
some constrained on the temperature of the chip, is proposed in 
[16]. Moore et al. [7] proposed a temperature aware workload 
placement approach in DC. The aforesaid approach is based on 
thermodynamics formulation, power, and thermal profiles of the 
servers. However, precise measurement of the profiles for such 
a large number and types of jobs is complicated. Moreover, the 
thermal and power models are not accurate for DC. In another 
approach [19], modeling a thermal topology of DC is discussed 
that can lead to more efficient workload placement. However, 
preserving the safe temperature and migration of the resources 
are not discussed. A DC environmental control system is pro-
posed in [21] that uses a distributed sensors network to manipu-
late CRAC units. However, the discussion in [21] is concentrat-
ed only on the CRAC and did not consider the servers. In [10], 
the authors have modeled DC as a CPS and proposed a control 
strategy to optimize the tradeoff between the quality of compu-
tational and energy cost. However, the heat recirculation and its 
effect on the other neighboring nodes are not discussed.  

In [22], the authors have proposed an analytical transient 
heat transfer model as a replacement of CFD simulations, to 
speed up the evaluation and decision making process in initial 
designing and modifying the configurations of the data center. 
The CFD simulations take considerable amount of time and 
such long stretch of simulation time is not suitable for online 
model-based decision making. To solve the aforesaid problem, 
the authors in [7] have proposed a transient heat transfer model 
that takes a small fraction of CFD run time and has the ability 
to introduce logic and triggers, which are hard to implement in 
CFD. In our paper, we model the heat dissipation of the discrete 
elements of cyber physical DC, such as servers and switches, as 
a function of power consumed by the devices when the pro-
cessing is being performed. Once the thermal values of the de-
vices are computed, we exploit those values to perform the task 
migrations and traffic redirection to avoid hotspots and main-
tain thermal balance within the DC. Moreover, the thermal val-
ues are further used to compute the ambient effect of a server in 
a close proximity by using thermodynamic concepts. Further-
more, the thermal effect of allocating task to a server and other 
neighboring servers is also analyzed using the aforesaid thermal 
values. To model the transmission of heat and its effect on other 
servers, we used thermodynamic concepts. The thermal analysis 
is then used to propose a thermal aware control strategy that 
maintains thermal uniformity within the pods of DC. 
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3 PRELIMINARIES 
In this section we will discuss some of the tools and technolo-
gies used in this work that will help the reader to understand the 
paper easily. 

3.1 High-Level Petri Nets (HLPN) 
Petri nets are graphical and mathematical modeling tool that is 
applicable to many systems characterized as being concurrent, 
asynchronous, distributed, parallel, non-deterministic, or sto-
chastic [24]. In this paper we have used a variant of classical 
Petri Net model, namely, High-Level Petri Nets (HLPN) (as 
shown in Fig. 1).  
 
Definition 1 (HLPN) [24]. A HLPN is a 7-tuple  𝑁 =
(𝑃,𝑇,𝐹,𝜑,𝑅, 𝐿,𝑀0) where: P is a set of finite places, T is a set 
of finite transitions such that 𝑃 ∩ 𝑇 = ∅, F is a flow relation 
such that 𝐹 ⊆ (𝑃 × 𝑇) ∪ (𝑇 × 𝑃), 𝜑 is a mapping function that 
maps P to data types such that 𝜑:𝑃 → 𝐷𝐷𝐷𝐷 𝑇𝑇𝑇𝑇, R define 
rules that map T to predicate logic formulas such that 𝑅:𝑇 →
𝐹𝐹𝐹𝐹𝐹𝐹𝐷, L is a label that maps F to labels such that 𝐿:𝐹 →
𝐿𝐷𝐿𝑇𝐹, and M0 is the initial marking where 𝑀:𝑃 → 𝑇𝐹𝑇𝑇𝑇𝑇.  

3.2 SMT-Lib and Z3 Solver 
Satisfiability Modulo Theories (SMT) is an area of automated 
deduction for checking the satisfiability of formulas over some 
theories of interest and has the roots from Boolean Satisfiability 
Solvers (SAT). The SMT has been used in many fields includ-
ing deductive software verification. Moreover, recent applica-
tions of computer science including planning, model checking, 
and automated test generation finding, also consider SMT as an 
important verification tool [14]. (Readers are encourage to read 
[11] for the use of SMT-Lib in the verification of OSPF routing 
protocol.) Multiple solvers are available that support SMT-LIB, 
such as Beaver, Boolector, CVC4, MathSAT5, Z3, and 
OpenSMT. We used Z3 [14] solver in our study, which is a high 
performance theorem prover developed at Microsoft Research.  

4 MODELING THERMAL CHARACTERISTICS OF 
CYBER PHYSICAL DC  

We model DC as a CPS, where the logical classification is 
made between the computational section and supporting infra-
structure. The computational section, such as scheduling, that 
participates in the distribution, processing, and flow of tasks 
constitutes the Cyber portion. The supporting infrastructure, 
such as servers, and switches, constitutes the Physical portion. 
The cyber portion performs computations or any other task to 
deliver the specified QoS attributes. In return, the physical por-
tion emits thermal energy into the DC environment that raises 
the temperature. In this paper, we present a methodology that 
analyzes the thermal characteristics of cyber and physical por-
tions in a unified way, to maintain a specified range of thermal 
threshold in the CPS. Generally, there are three main contribu-

tors in the power consumption of a DC, namely: (a) servers 
(40-55%), (b) Data Center Networks (DCN) (10-25%), and (c) 
cooling systems, such as CRAC (15-30%). We perform the 
thermal modeling and analysis of servers and DCNs only. The 
CRAC units are reactive systems, where the supplied tempera-
ture coming from CRAC depends on the overall temperature of 
DC environment. The proposed thermal aware strategy (Section 
5) aims at maintaining unified thermal temperatures within the 
pods of the DC that will ultimately reduce the overall tempera-
ture of the DC. Therefore, by reducing the temperature of the 
DC we are indirectly controlling the CRAC supplied tempera-
ture, which is derived by the ambient DC temperature. It is 
noteworthy, that we are only interested in the modeling of 
thermal properties of the DC and not the performance. The DC 
is logically classified as the combination of the cyber and phys-
ical portion: 𝐷𝐷 = 𝐷𝐷(𝐷𝑇𝐿𝑇𝐹) + 𝐷𝐷(𝑃ℎ𝑇𝑇𝑦𝑦𝐷𝐹).    

The CPS is comprised of computing resources, such as 
servers and the network infrastructure, such as switches, inter-
connecting all of the computing resources (Fig. 2). The CPS 
follows a hierarchical model, where the computing resources 
reside at the lowest layer as depicted in Fig.  2. The network 
infrastructure can be considered as a multilayer graph [23]. The 
servers, access switches, and aggregate switches are assembled 
in modules (referred to as pod) and are arranged in three layers, 
namely: (a) access, (b) aggregate, and (c) server layer. The core 
layer is used to connect all of the independent pods together. 
Note that, the cyber portion resides within the physical portion. 
Therefore, we model DC in a unified way that can accommo-
date both, the cyber and physical section.   

We divided the CPS model into two logical sections, name-
ly, (a) Pods (zones) and (b) Core Layer Switches, as below: 

𝐷𝐷 = 𝑃𝐹𝑃∀𝑖∈𝑘(𝑦) ∪ 𝐷∀𝑞∈𝑟(𝑞), (1) 
where 𝐷(𝑞) is the set of core layer switches and r is the total 
number of core switches (𝛾) in the network. 𝑃𝐹𝑃(𝑦) is the set 
of pods and k is the total number of pods in the network. Each 
access layer switch (𝛼) is connected to n number of servers (S) 
in a pod. Moreover, every 𝛼 is connected to every aggregate 
switch (𝛿) in the pod. The number of nodes (including 
𝑆,𝛼, and 𝛿) in 𝑃𝐹𝑃(𝑦) can be calculated as: 

𝑃𝐹𝑃 (𝑦) = 𝑆(𝑛×𝑚)
𝑖 ∪ 𝛼𝑚𝑖 ∪ 𝛿𝑤𝑖 , (2) 

where 𝑆(𝑛×𝑚)
𝑖  represents a set of servers connected to α in Pod 

(i). The 𝛼𝑚𝑖  represents access layer switches in Pod (i), where m 
is the total number of α in Pod (i). The 𝛿𝑤𝑖  represents aggregate 
layer switches and w is the number of 𝛿 in 𝑃𝐹𝑃 (𝑦). The com-
ponents in CPS work individually 
or cooperatively to accomplish the assigned tasks. 

According to the law of energy conservation, energy can 
neither be created nor destroyed but it can be converted from 
one form to another. The mechanical energy is consumed by the 
physical portion when they perform cyber tasks and almost all 
the power drawn by the computing devices are dissipated as 
heat. We model the heat dissipation of every component within 

 
Fig.  1. An example High-Level Petri Net. 

 
Fig.  2. Three-tier DC Architecture. 
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the pod, such as 𝑆,𝛼, and 𝛿. The heat dissipated by the 𝑆 is rep-
resented as 𝜍𝑠 and can be calculated as follows: 

𝜍𝑠
𝑖,𝛼 = 𝜍0𝑖,𝛼 + 𝜍𝑝𝑖,𝛼 + 𝜍𝑚

𝑖,𝛼, (3) 
where 

𝜍𝑝
𝑖,𝛼 = 𝜍𝑟𝑤𝑖,𝛼 + 𝜍𝑜𝑝

𝑖,𝛼, (4) 

The 𝜍0
𝑖,𝛼 represents the heat dissipated as a result of the stat-

ic power to keep the server awake, and 𝜍𝑝
𝑖,𝛼 represents the heat 

dissipation when the processing is being performed. The 𝜍0
𝑖,𝛼 is 

fixed that does not change and is independent. However, 𝜍𝑝
𝑖,𝛼 is 

dynamic and is dependent on the workload. The 𝜍𝑚
𝑖,𝛼 represents 

the heat dissipated by the memory that includes energy con-
sumed during the memory refresh operations. The 𝜍𝑝

𝑖,𝛼 is further 
decomposed into 𝜍𝑟𝑤

𝑖,𝛼 that represents the heat dissipation be-
cause of the read and write operations, and 𝜍𝑜𝑝

𝑖,𝛼 is the heat dissi-
pation as a result of the processing performed. We model 
switches as normal and high-end switches. The switches used in 
the core layer are usually high-end switches and dissipate more 
heat as compared to normal switches. We assume 𝛼 and 𝛿 are 
normal switches and 𝛾 are high-end switches. The heat dissipat-
ed by the normal switches, such as 𝛼 and 𝛿 is represented as 
𝜉𝑛 and can be calculated as:  

𝜉 𝑛
𝑖 = �𝜉0 + 𝜉𝑓 + 𝜉𝑏 + 𝜉𝑝 �

𝑖
, (5) 

where, 
𝜉𝑏 = 𝜉𝑖𝑔 + 𝜉𝑒, (6) 

and 
𝜉𝑝 = 𝜉𝑝′ + 𝜉𝑝𝑟 + 𝜉𝑟𝑤. (7) 

The 𝜉0 represents the heat dissipation of the switch as a re-
sult of static power consumption, 𝜉𝑓 represents the heat dissipa-
tion of the communication fabric used in the switch, 𝜉𝑏repre-
sents the heat dissipation of the buffer that includes 𝜉𝑖𝑔 and 𝜉𝑒, 
representing the heat dissipation of ingress and egress pro-
cessing unit, respectively. The 𝜉𝑝represents the heat dissipation 
during the processing that includes 𝜉𝑝′ and 𝜉𝑟𝑤 , representing the 
static heat dissipation of switch processor, and when read and 
write operations are performed, respectively. The 𝜉𝑝𝑟 represents 
the heat dissipation due to the processing performed by the 
switch. The 𝜉𝑝′ and 𝜉0 are constant. However, the 𝜉𝑝 and 𝜉𝑏 are 
dynamic and depend on the workload of the switch. The 𝛾 has 
different characteristics from 𝛼 and 𝛿. The 𝛼 facilitates the con-
nection of the network with the end node devices and for this 
reason it supports features, such as port security and VLANs. 
The 𝛿 manages or segments the traffic from the leaf nodes into 
VLANs and provide the information to the core layer. For the 
said reason, 𝛿 provides inter-VLANs routing functions to 
communicate. The 𝛾 are the high speed backbone of the net-
work, so they have a very high forwarding rate. Moreover, they 
have the capability to support link aggregation to ensure ade-
quate bandwidth and traffic routing coming from 𝛿. Further-
more, 𝛾 have additional hardware redundancy features, such as 
redundant power supplies, to swap while the switch continues 
to operate. Because of the high workload carried out by 𝛾, they 
dissipate more heat than 𝛼 and 𝛿. We, represent the heat dissi-
pation of high-end switches (core layer) as Ж𝛾, which can be 
calculated using  (5), (6), and (7). However, because of the 
workload and hardware redundancy the value of Ж𝛾 must al-
ways be greater than 𝜉𝑛. In the previous discussion, we have 
modeled the heat dissipation of the individual nodes, as in (3) 

and (5), involved in the CPS. The heat dissipated by all the 
servers in 𝑃𝐹𝑃 (𝑦), represented as §𝑠𝑖 , can be calculated as: 

§𝑠𝑖 = ��𝜍𝑥
𝑖,𝑝

𝑛

𝑥=1

𝑚

𝑝=1

, 
(8) 

where the 𝜍𝑥
𝑖,𝑝 represents the heat dissipation of 𝑆𝑥 connected to 

𝐹 in 𝑃𝐹𝑃 (𝑦). Moreover, the heat dissipation of all the 𝛼 and 𝛿 
in 𝑃𝐹𝑃 (𝑦), represented as §𝜕𝑖  and §ℊ𝑖 , respectively, can be calcu-
lated as: 

§𝜕𝑖 = �𝜉𝑥𝑖
𝑚

𝑥=1

, 
 
 

(9) 

§ℊ𝑖 = �𝜉ℎ𝑖 ,
𝑤

ℎ=1

 
 

(10) 

where 𝜉𝑥𝑖  and 𝜉ℎ𝑖  represents the heat dissipated by access and 
aggregate switches in 𝑃𝐹𝑃 (𝑦). Similarly, the overall heat dissi-
pated by the CPS, represented as 𝜓𝑐, can be calculated as: 

𝜓𝑐 = ��§𝑠𝑖+ §𝜕𝑖 + §ℊ𝑖 � +  ��Ж𝛾
𝑗�

𝑟

𝑗=1

𝑘

𝑖=1

. 
 

(11) 

It is noteworthy, that the heat calculations performed at this 
point, do not consider the ambient effect involved in the CPS 
environment. The next paragraphs will discuss the process of 
ambient temperature and its effect on the heat dissipation of an 
individual component. The ambient temperature is the sur-
rounding temperature. The Fig. 3 illustrates the effect of ambi-
ent temperature in the CPS environment. The red and blue lines 
in Fig. 3 depict the movement of hot and cold air, respectively. 
The hot air is exchanged amongst the racks, while the cooling is 
provided from the cooling devices, such as CRAC. Suppose 
there are ℵ number of nodes that participate in the heat dissipa-
tion of CPS. Two temperatures are associated with each node, 
the (a) input temperature (𝜏𝑖𝑛𝑖 ) and (b) output temperature 
(𝜏𝑜𝑢𝑡𝑖 ). The 𝜏𝑖𝑛𝑖  represents the input ambient temperature of 
node that includes the heat received from other thermal nodes. 
As depicted in Fig. 3, the 𝜏𝑖𝑛𝑖  of s1 involves the recirculation 
(red dotted lines) of hot air from other nodes and cooling tem-
perature (𝜏sup) from CRAC (more details on CRAC modeling 
can be seen in [20]). The heat dissipated by any node i∈ ℵ will 
change the 𝜏𝑜𝑢𝑡𝑖 . The 𝜏𝑖𝑛𝑖  and 𝜏𝑜𝑢𝑡𝑖  represent the temperature of 
the surroundings and not the node. However, the heat dissipated 
by the node (𝜋𝑜𝑢𝑡𝑖 ) can affect the values of 𝜏𝑖𝑛𝑖  and 𝜏𝑜𝑢𝑡𝑖 . The 
input temperature of a node (𝜋𝑖𝑛𝑖 ) can be calculated as: 

𝜋𝑖𝑛𝑖 = 𝜚𝑖�𝜏𝑖𝑛𝑖 �, (12) 
where 

𝜏𝑖𝑛𝑖 = ��𝜋𝑜𝑢𝑡
𝑗 �

ℵ

𝑗=1

+ 𝜏𝑠𝑢𝑝. 
(13) 

 

 
Fig.  4. HLCC and LLCC in DC. 
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The 𝜚 is an air coefficient that represents the product of air 
density (which changes from 1.205kg/m3 at 20° C to 1.067kg/m3 
at 60° C), heat of air, and flow rate of air. The 𝜋𝑜𝑢𝑡𝑖  can be calcu-
lated as: 

𝜋𝑜𝑢𝑡𝑖 = 𝜋𝑖𝑛𝑖 + ℶ𝑖 , (14) 

where 
ℶ𝑖 = 𝜚𝑖(𝜏𝑜𝑢𝑡𝑖 − 𝜏𝑖𝑛𝑖 − 𝜔∗). (15) 

The ℶ𝑖 represents the heat dissipation of a node i∈ ℵ in pro-
portion to the power consumed during the processing. The 𝜔∗ 
can be replaced by any of the heat dissipation value of three 
nodes. For instance, if the calculating node is 𝛾, then 𝜔∗ can be 
replaced with Ж. Suppose we have the current power distribu-
tion of all the servers in 𝑃𝐹𝑃(𝑦 ), represented as a vector 𝑃𝚤��⃗ . The 
temperature profile of all the servers, represented as a vector 𝑇𝚤��⃗ , 
can be calculated based on the given power distribution. The 
current temperature of 𝑆𝑖 in 𝑃𝐹𝑃(𝑗 ) is denoted as 𝐷𝑐𝑢𝑟

𝑖,𝑗 , which 
can be calculated as, 𝐷𝑐𝑢𝑟

𝑖,𝑗 = 𝜋𝑖𝑛𝑖 + ∆𝐷(𝑦𝑖), where ∆𝐷(𝑦𝑖) repre-
sents the anticipated change in the temperature cause by execut-
ing a task 𝑦𝑖 on 𝑆. According to the abstract heat model of DC, 
as discussed in previous works [27], the heat distribution and its 
effect on the surrounding machines can be represented as cross 
interference coefficient matrix. We follow the same model and 
compute the heat distribution of the servers using a matrix, rep-
resented as ℎ𝑛×𝑛 = {𝜕𝑖,𝑗}, which denotes the thermal effect of 𝑆𝑖 
on 𝑆𝑗 and can be populated as: 

𝜕𝑖,𝑗 = 𝜏𝑜𝑢𝑡𝑖 × 𝑇𝐷 × 1
ĥ𝑗

, 

where 𝑇𝐷 is the thermal conductivity constant of the air and ĥ is 
the hop count of  𝑆𝑗 from 𝑆𝑖.  

5 THERMAL AWARE CONTROL STRATEGY (TACS) 
We propose a thermal aware scheduling approach that uses 

High Level Centralized Controller (HLCC) and Low Level 
Centralized Controller (LLCC) to manage and control the ther-
mal properties of CPS at different levels, such as: (a) low (serv-
er) level, (b) high (access and aggregate switch) level, (c) intra-
pod level, and (d) inter-pod level. The goal is to eliminate 
hotspots and to maintain a uniform range of thermal threshold 
in every pod. Whenever a new job (a job can have multiple 
tasks) arrives to the CPS, the tasks are allocated to the specified 
server based on the thermal signatures. The HLCC and LLCC 
are proposed that perform the task allocation, task migration, 
and traffic redirection, based on the thermal analysis of the 
node or layer. As depicted in Fig. 4, there is LLCC in every pod 
that has the thermal information of all 𝑆,𝛼, and 𝛿. Every node 
in the CPS is equipped with a heat sensor that measures the 
temperature and the temperature is updated periodically to the 
LLCC.  

In low (server) level (Fig. 5), the 𝜍𝑠
𝑖,𝛼 for all the 𝑆 ∈ 𝑃𝐹𝑃(𝑦 ) 

is measured and observed through sensors periodically. When-
ever the value of 𝜍𝑠

𝑗,∀𝑗 ∈ 𝑇 exceeds the maximum threshold 

temperature of the server (𝜏𝑚𝑎𝑥
𝜍 ), the LLCC migrates some 

tasks from 𝑆𝑗 to 𝑆𝑙, where 𝑆𝑗 and 𝑆𝑙are connected to the same 
𝛼. For the tasks to be migrated successfully to 𝑆𝑙, the constraint 
𝜍𝑠𝑙 + ∆𝑇 < 𝜏𝑚𝑎𝑥

𝜍 , must be satisfied. The ∆𝑇 represents the antic-
ipated increase in the temperature as a result of task migration. 
If the task migration is not possible amongst the serves under 
the 𝛼𝑖, then the servers belonging to 𝛼𝑗 ,∀𝑗 ∈ 𝐹 ∧ 𝑗 ≠ 𝑦 are con-
sidered for the migration. The 𝛼𝑖 and 𝛼𝑗 belong to the same 
pod. Moreover, if there is no server available for the migration 
within the same pod, then inter-pod task migration is performed 
by enforcing the same constraint. 

In high (access and aggregate) level (Fig. 6), the focus is to 
avoid the hotspot at access and aggregate layer of the CPS by 
redirecting the traffic from heavily loaded switches to the light-
er ones. Redundant paths are available in the network infra-
structure of DC that allows redirection of traffic from one 
switch to another (Fig.  2). The decisions for the redirections 
are made by LLCC considering the value of 𝜉𝑛 for every switch. 
When the value 𝜉 𝑛

𝑖 for 𝛼  increases from 𝜏𝑚𝑎𝑥
𝜉 , then task migra-

tion is performed by LLCC in the same way was as performed 
in low level. The reason for the aforesaid is a fact that there is 
only one path between the access and the servers. However, in 
case of 𝛿, redundant paths are available. Therefore, whenever 
the value of 𝜉𝑛𝑖 ,∀𝑦 ∈ 𝑤, exceeds the maximum threshold tem-
perature of the switch (𝜏𝑚𝑎𝑥

𝜉 ), the LLCC instructs the lower 
level (server) to redirect the traffic from 𝛿𝑖 to 𝛿𝑗 where both 𝛿 
belongs to the same pod. The redirection is allowed only if the 
𝜉𝑛
𝑗 + ∆𝑇 < 𝜏𝑚𝑎𝑥

𝜉 . If the redirection is not possible within the 
same pod, then inter-pod task migration is performed to take 
some load off from the switch.  

The high level and low level are combined together to form 
an intra-pod control. The goal in intra-pod is to stabilize the 
temperature of the pod by maintaining the thermal signatures of 
server, access, and aggregate layer. Local decisions (within the 
same pod), such as task migration and redirection, are taken by 
LLCC to stabilize the temperature. However, the inter-pod mi-
grations are performed with the consent of HLCC. Whenever, 
inter-pod actions have to be performed, the LLCC requests 
HLCC to provide information about other pods where the tasks 
can be migrated. Afterwards, the LLCC of the pods can com-
municate with each other to accomplish the task. 

The inter-pod control is focused on maintaining the unified 
thermal threshold value in all the pods. The thermal signatures 
of nodes in CPS can evolve in order of minutes. Moreover, the 
power states of servers can change as frequent as milliseconds. 
Therefore, the threshold temperatures are not absolute values; 
rather it is a range within which the thermal signatures of the 
nodes and layers should lie. In inter-pod control, the HLCC 

1: for i ←1 to k do  

2:     𝜏𝜌𝑖 = §𝑠𝑖+ §𝜕𝑖 + §ℊ𝑖       //  also use in inter-pod migration 

3: end for  
4: Select 𝐹𝑦𝑇 (𝜏𝜌𝑖 ) 
5: Get 𝜍𝑠

𝑖,𝛼 ∀ 𝑇 ∈ 𝑇 ∧ 𝛼 ∈ 𝐹   
6: Select 𝜍𝑠

𝑖,𝛼, such that 𝜍𝑠
𝑖,𝛼 < 𝜍𝑦

𝑖,𝛼 ∀ 𝑇 ∈ 𝑇 ∧ 𝛼 ∈ 𝐹 ∧ 𝑇 ≠ 𝑇.   

7: Allocate 𝑦 to 𝜍𝑠
𝑖,𝛼, 𝑦𝑖𝑖 𝜍𝑠

𝑖,𝛼 +  ∆𝐷(𝑦) < 𝜏𝑚𝑎𝑥
𝜍  // 

8: If 𝜍𝑠
𝑖,𝛼 > 𝜏𝑚𝑎𝑥

𝜍  ∀ 𝑇 ∈ 𝑇 ∧ 𝛼 ∈ 𝐹, then 

9:     Migrate-task c from 𝑆𝑖to 𝑆𝑗, 𝑦𝑖𝑖 𝜍𝑗
𝑖,𝛼 +  ∆𝐷(𝑦) < 𝜏𝑚𝑎𝑥

𝜍     
//  intra-pod migration              

10: end if 
Fig.  5. Steps involved in low (server) level. 
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Fig.  3. Heat exchange amongst server nodes. 

 



6 IEEE TRANSACTIONS ON JOURNAL NAME,  MANUSCRIPT ID 

 

periodically monitors the average thermal values of each pod 
that it receives from sensors. Whenever the thermal signature of 
the 𝑃𝐹𝑃(𝑦) (𝜏𝜌𝑖 = §𝑠𝑖+ §𝜕𝑖 + §ℊ𝑖 ) exceeds the maximum thermal 
threshold value of the pod (𝜏𝑚𝑎𝑥

𝜌 ), the HLCC instructs the 
LLCC of 𝑃𝐹𝑃(𝑦)to migrate some tasks to 𝑃𝐹𝑃(𝑗),∀𝑗 ∈ 𝑇 ∧ j ≠
i. The migration can be successfully performed only if the 
𝜏𝜌𝑖 + ∆𝑇 < 𝜏𝑚𝑎𝑥

𝜌 . Moreover, the server selection and task allo-
cation performed in inter-pod control is same as in low level. 
The HLCC only has the coarse-grain information of the 𝜏𝜌𝑖 . The 
allocations of migrated tasks to servers are performed by LLCC 
through the use of fine-grained servers information.  

All of the aforementioned controls work together to make 
sure that the CPS is operating under a specified temperature 
range. More detailed information, formal analysis, and behavior 
of the HLCC and LLCC will be discuss in the next section, 
using HLPN and Z language.  

6 VERIFICATION USING HLPN, SMT-LIB, AND 
Z3 SOLVER 

Verification is the process of demonstrating the correctness of 
an underlying system [17]. Two parameters are required to veri-
fy a model of a system: (a) specification and (b) properties. In 
this study, we use bounded model checking [5] technique to 
perform the verification, using SMT-Lib and Z3 solver. In 
bounded model checking, the description of any system is veri-
fied, whether any of the acceptable inputs drives the system into 
a state where the system always terminates after finite number 
of steps.  
 

Definition 2 (Bounded Model Checking) [5]. Formally, given 
a Kripke Structure 𝑀 = (𝑆, 𝑆0𝑅, 𝐿) and a 𝑇 bound, the bounded 
model checking problem is to find {𝑀 ⊨𝑘 𝐸𝑖} where: 𝑆 is the 
finite set of states, 𝑆0 is the set of initial states, 𝑅 is the set of 
transitions such that 𝑅 ⊆ 𝑆 × 𝑆, and 𝐿 is the set of labels.The 
bounded model checking problem is to find an execution path 
in 𝑀 of at most length 𝑇 that satisfies a formula 𝑖.  

A path in a Kripke structure can be stated as an infinite se-
quence of states represented as 𝜌 = 𝑆1, 𝑆2, 𝑆3, … such that 
for ∀𝑦 ≥ 0, (𝑆𝑖 , 𝑆𝑖+1) ∈ 𝑅. The model 𝑀 may produce a path set 
= 𝑆1, 𝑆2, 𝑆1, 𝑆2, 𝑆3, 𝑆3, 𝑆3, …. To describe the property of a model 
some formal language, such as CTL*, CTL, or LTL is used. 
(Readers are encouraged to see [13] for more details about the 
CTL*.) For a model to be correct, the states must satisfy the 
formulas (Definition 2) under a specific bound. 

 

Definition 3 (SMT Solver) [25]. Given a theory Ґ and a formu-
la 𝑖, the SMT Solvers perform a check whether 𝑖 satisfies Ґ or 
not. 

To perform the verification of the models using Z3 (an SMT 
Solver), we unroll the model 𝑀 and the formula 𝑖 that 
vides 𝑀𝑘  and 𝑖𝑘, respectively. Moreover, the said parameters 
are then passed to Z3 to check if  𝑀𝑘 ⊨Ґ 𝑖𝑘 [26]. The solver will 
perform the verification and provide the results as satisfiable 
(sat) or un-satisfiable (unsat). If the answer is sat, then the 
solver will generate a counter example, which depicts the viola-
tion of the property or formula 𝑖. Moreover, if the answer is 
unsat, then formula or the property 𝑖 holds in 𝑀 up to the 
bound 𝑇 (in our case 𝑇 is exec. time).  

TABLE I 
DATA TYPES USED IN THE HLCC AND LLCC MODEL 

Types Description 
Task A type for the representation of job. 
Res-Mat amount and type of resources available servers. 
Th_S a type for the thermal signature (Th. Sig) of the server. 
Th_P a type for the Th. Sig of the Pod. 
Th_Ac a type for the Th. Sig of the Access Switch. 
Th_Ag a type for the Th. Sig of the Aggregate Switch. 
Th_Co a type for the Th. Sig of the Core Switch. 
Res a type to represent the resources. 
RI a type to represent the Routing Information. 
Max_Th_P Max. Thermal Threshold (Th. Td) value of the Pod.  
Max_Th_S Max. Th. Td value of the Server.  
Max_Th_Ac Max. Th. Td of Access Switch.  
Max_Th_Ag Max. Th. Td value of Aggregate Switch.  
Max_Th_Co Maximum Thermal Threshold value of the core Switch.  
Δt   Expected thermal dissipation of new task. 

 
TABLE II 

PLACES USED IN THE MODEL OF HLCC AND LLCC 

Places Mappings 

𝜑(𝑗𝐹𝐿) ℙ (Task × Res) 
𝜑 (𝑅𝑀) ℙ (Task × Res-Mat × Th_P × Th_S) 
𝜑 (𝐻𝐿 − 𝐷𝐷) ℙ (Th_P) 
𝜑 (𝑃𝐹𝑃 − 𝑆𝑇𝑇)  ℙ (Th_P) 
𝜑 (𝐿𝐿 − 𝐷𝐷) ℙ (Th_S × Th_Ac × Th_Ag) 
𝜑 (𝐴𝑦𝑆 − 𝑆) ℙ (Th_Ac) 
𝜑 (𝐴𝐴𝑆 − 𝑆) ℙ (Th_Ag) 
𝜑 (𝐷𝑁 − 𝑆) ℙ (Th_S) 
𝜑 (𝐴𝐴𝑇) ℙ (RI) 
𝜑 (𝐴𝑦𝑆) ℙ (RI) 
𝜑 (𝐷𝐹𝑆) ℙ (RI) 
𝜑 (𝐷𝐹𝑆 − 𝑆) ℙ (Th_Co) 
𝜑 (𝐷𝑁𝐹𝑃𝑇) ℙ (Task × Res) 

 

6.1 Modeling HLCC and LLCC using HLPN 
The HLPN model for HLCC and LLCC is shown in Fig.  7. The 
first step towards modeling using HLPN is to identify the re-
quired types, Places (𝑃), and mapping (Definition 1). The types 
and the descriptions are shown in Table I and the mapping of 𝑃 
to types is depicted in Table II. The description and operation of 
the controllers are discussed in the previous section and now we 
can define formulas (pre and post-conditions) to map on transi-
tions.  

New tokens can only enter the model through the 
tion  𝑁𝑇𝑤 𝐽𝐹𝐿𝑇. As seen in Fig. 7, no arc is incident on the 
aforementioned transition, which is why no pre-condition exists 
and the rules for the transitions can be written as: 
𝑅(𝑁𝑇𝑤 𝐽𝐹𝐿𝑇) =  ∃𝑗 ∈ 𝐽 |  • 𝑗 = ∅. Whenever the new jobs ar-
rive, the resource manager checks if the resources required by 
the job are available or not. The said authentication is per-
formed by the transitions Job − Req − F and  Job − Req − S, 
mapped to the following formulas: 

1: for i ←1 to k do 
2:     Compute  𝜉 𝑛

𝑖  ∀ 𝑦 ∈ 𝐹 ∧ 𝑦 ∈ 𝑤               
3:     If ∃ 𝜉 𝑛

𝑖  ∈ 𝑤 such that  𝜉 𝑛
𝑖 > 𝜏𝑚𝑎𝑥

𝜉 , then 

4:        Redirect 𝑇𝐷 from 𝛿𝑖to  𝛿𝑗 , 𝑦𝑖𝑖 𝜉 𝑛
𝑗 +  ∆𝐷(𝑇𝐷) < 𝜏𝑚𝑎𝑥

𝜉  

5:     end if 

6:     If ∃ 𝜉 𝑛
𝑖  ∈ 𝐹 such that  𝜉 𝑛

𝑖 > 𝜏𝑚𝑎𝑥
𝜉 , then 

7:        Migrate-task c from 𝑆𝑖to 𝑆𝑗, 𝑦𝑖𝑖 𝜍𝑗
𝑖,𝛼 +  ∆𝐷(𝑦) <

         𝜏𝑚𝑎𝑥
𝜍 ∧  𝜉 𝑛

𝑗 +  ∆𝐷(𝑇𝐷) < 𝜏𝑚𝑎𝑥
𝜉     // intra-pod migration 

8:     end if 

9: end for  

Fig.  6. Steps involved in high (access and aggregate) level. 
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𝑹(𝐽𝐹𝐿 − 𝑅𝑇𝑞 − 𝐹) = ∀𝐷 ∈ 𝐴|∃𝐽[2] ≠ 𝐷[2] ∧  
   ∀ 𝐷[3]  ∈  𝐴 | 𝐷[3]  +  𝛥𝐷 ≥  𝑀𝐷𝑀_𝑇ℎ_𝑃 ∧ 

   𝐴′ ∶=  𝐴 

  (16) 

𝑹 (𝐽𝐹𝐿 − 𝑅𝑇𝑞 − 𝑆) =  ∀ 𝐷 ∈  𝐴 | ∃ 𝐽[2]  ∈  𝐷[2]  ∧  
   ∀ 𝐷[3]  ∈  𝐴 | ∃ 𝐷[3]  +  𝛥𝐷 <  𝑀𝐷𝑀_𝑇ℎ_𝑃 ∧ 

   𝐴′ ∶=  𝐴 ⋃ {(𝐽[1], 𝐽[2], 𝐷[3],𝐷[4])} 

(17) 

 

If the resources required by the job are available in the re-
source matrix of resource manager and the thermal signature of 
the pod for the selected server is less than the maximum ther-
mal threshold, then the jobs are accepted and are placed in the 
queue, as shown in (17). However, if the resources required by 
the job are not found, then the job will not be accepted. Moreo-
ver, if the cyber portion is running in full capacity, then the job 
will also be rejected, as in (16). The resource manager instructs 
HLCC and LLCC to provide the list of all the pods and servers 
that are suitable for the resource allocation. In response, the 
HLCC provides the thermal information of the pods to resource 
manager, as shown in (18), and LLCC will send the list of all 
the servers that satisfy the constraint, 𝜍𝑠𝑙 + ∆𝑇 < 𝜏𝑚𝑎𝑥

𝜍 ,∀𝐹 ∈ 𝑇 ×
𝐹 × 𝑇, as in (19). 

 

𝑹 (𝑅𝑇𝑞 − 𝑃𝐹𝑃 − 𝑇𝑇) =  ∀ 𝐹𝑇𝐷[3] ∈  𝑅𝑃𝑇𝑇, 
∀ 𝑇𝐷 ∈  𝑃𝑇𝑇 | 𝐹𝑇𝐷[3] ∶=  𝑇𝐷 ∧ 
𝑅𝑃𝑇𝑇′ ∶=  𝐹𝑇𝐷[3]  ⋃ {𝑇𝐷} 

 (18) 

𝑹 (𝑅𝑇𝑞 − 𝑆𝑇𝑇) =  ∀ 𝐹𝐷[4] ∈  𝑅𝑆𝑇𝑇,∀ 𝑇𝐷[1] 
∈  𝑆𝑇𝑇,∀ 𝐹𝐷[3]  ∈  𝑅𝑆𝑇𝑇 |𝐹𝐷[4] ≔  {∀ 𝑇𝐷[1]  
⦁ 𝑇𝐷[1]  +  𝛥𝐷 <  𝑀𝐷𝑀_𝑇ℎ_𝑆 ∧ 𝑇𝐷[1]  ∈  𝐹𝐷[3]} 
𝑅𝑆𝑇𝑇′: =  𝑅𝑆𝑇𝑇 ⋃ {( 𝐹𝐷[1], 𝐹𝐷[2], 𝐹𝐷[3], 𝐹𝐷[4])} 

(19) 

The HLCC acquires the 𝜏𝜌𝑖  through heat sensors that are 
placed at each pod (Fig.  4). Moreover, the LLCC acquires 
the 𝜍𝑠 and 𝜉𝑛   from the heat sensors placed at every node 
within the pod. The HLCC and LLCC periodically read the 
values from the sensors, shown in (20) and (21), respec-
tively. When the resource manager request for the thermal 
information of the pods and servers, the HLCC and LLCC 
sends the updated values read from the sensors. The transi-
tions 𝐺𝑇𝐷 − 𝑆𝑅 and 𝑆𝑇𝑇 − 𝑅𝑇𝐷𝑃 perform the aforemen-
tioned readings for HLCC and LLCC, respectively. The 
rules for the transitions are: 

𝑹 (𝐺𝑇𝐷 − 𝑆𝑅)  =  ∀ 𝐴 ∈  𝐺𝑆,∀ 𝑣 ∈  𝑉𝑆 | 𝐴 ∶=  𝑣 
𝐺𝑆′ ∶=  𝐺𝑆 ⋃ {(𝐴)}  

  
(20) 

𝑹 (𝑆𝑇𝑇 − 𝑅𝑇𝐷𝑃) =  ∀ 𝐷𝑦 ∈  𝐺𝐴𝑇,∀ 𝐷𝐴 ∈  𝐺𝐴𝐴, 
∀ 𝐴𝑦 ∈  𝐺𝐷𝑇,∀ 𝐴𝑇𝐹 ∈  𝐺𝑇𝐷𝑆𝑅 | 

𝐴𝑇𝐹[1] ≔  𝐴𝑦 ∧  𝐴𝑇𝐹[2] ≔  𝐷𝑦 ∧ 𝐴𝑇𝐹[3]: =  𝐷𝐴 ∧ 
𝐺𝑇𝐷𝑆𝑅′ ∶=  𝐺𝑇𝐷𝑆𝑅 ⋃ {( 𝐴𝑇𝐹[1],𝐴𝑇𝐹[2],𝐴𝑇𝐹[3])} 

(21) 

𝑹(𝑀𝐴𝑅) = ∀𝐷𝑦𝐷 ∈ 𝐴𝑆𝑇𝑇,∀𝐷𝐴𝐷 ∈ 𝐴𝐴𝑇𝑇, 
∀𝑦𝐹𝐷 ∈  𝐷𝐹𝑇𝑇,∀ 𝑦𝑇 ∈ 𝐷𝑁𝐹𝑃𝑇,∀ 𝐹𝑇𝐷 ∈ 𝐿𝑆𝑇𝑇 | 

𝐹𝑇𝐷�1(𝑖)� ≥ 𝑀𝐷𝑀_𝑇ℎ_𝑆 ∧ 
∃ 𝐹𝑇𝐷[1(𝑗)] ∀𝑗∈ 𝑙𝑠𝑡[2],𝑗≠𝑖 +  𝛥𝐷 <  𝑀𝐷𝑀_𝑇ℎ_𝑆 ∧ 

𝐿𝑦𝑀𝐴 (𝑦𝑇(𝑖), 𝑦𝑇(𝑗))  ∧ 𝐹𝑇𝐷�2(𝑖)� ≥  𝑀𝐷𝑀_𝑇ℎ_𝐴𝐷 ∧ 
∃ 𝐹𝑇𝐷[2(𝑗)]∀𝑗∈ 𝑙𝑠𝑡[2],𝑗≠𝑖 +  𝛥𝐷 <  𝑀𝐷𝑀_𝑇ℎ_𝐴𝑦 ∧ 

𝐿𝑦𝑅𝑃 (𝐹𝑇𝐷[2(𝑖)], 𝐹𝑇𝐷[2(𝑗)])  ∧ 
𝐹𝑇𝐷�3(𝑖)� ≥  𝑀𝐷𝑀_𝑇ℎ_𝐴𝐴 ∧ 

∃ 𝐹𝑇𝐷[3(𝑗)] ∀𝑗∈ 𝑙𝑠𝑡[3],𝑗≠𝑖  +  𝛥𝐷 <  𝑀𝐷𝑀_𝑇ℎ_𝐴𝐴 ∧ 
𝐿𝑦𝑅𝑃 (𝐹𝑇𝐷[3(𝑖)], 𝐹𝑇𝐷[3(𝑗)])  ∧ 

𝑦𝐹𝑇�𝑦𝑇(𝑖)�
′ =  𝑦𝐹𝑇�𝑦𝑇(𝑖)� �� 𝑦𝑇(𝑖)[1], 𝑦𝑇(𝑖)[2]�� 

∧  𝑦𝐹𝑇�𝑦𝑇(𝑗)�
′ 𝑦𝐹𝑇(𝑦𝑇(𝑗)) ⋃ {( 𝑦𝑇(𝑗) [1], 𝑦𝑇(𝑗) [2])} 

   (22) 

If (17) is fired, then the job is assigned to the selected 
server and the resources are allocated to the task, as in 
(22). As stated in the previous section, to maintain a speci-
fied thermal temperature at different levels of CPS, the 
HLCC and LLCC performs task migration and traffic redi-
rections based on the thermal signatures of the nodes.  The 
transition MgR performs the migrations and redirection 
within the same pod, termed as LcMg and LcRd, respec-
tively. The rules for the transition are as follows: 

 

  𝑹(𝑅𝑇𝑞 −𝑀𝐴) =  ∀ 𝐹𝐹 ∈  𝑅𝑇𝑞 −𝑀,∀ 𝐹𝐹 ∈ 𝑀𝑦𝐴 −
𝑅𝑇𝑞,∀ 𝑦𝑇[1]  ∈  𝑦𝐹𝑇 |  �𝐹𝐹�1(𝑖)� +  𝛥𝐷 >

 𝑀𝐷𝑀_𝑇ℎ_𝑆�
∀𝑖∈ 𝑃𝑜𝑑(𝑘)  ∧       (𝐹𝐹[2(𝑗)]  +  𝛥𝐷 >

 𝑀𝐷𝑀_𝑇ℎ_𝐴𝑦) ∀𝑗∈ 𝑃𝑜𝑑(𝑘)  ∧ (𝐹𝐹[3(𝑧)]  +  𝛥𝐷 >
 𝑀𝐷𝑀_𝑇ℎ_𝐴𝐴) ∀𝑧∈ 𝑃𝑜𝑑(𝑘)  ∧ 

∃ 𝐹𝐹(𝑇)  >  𝑀𝐷𝑀_𝑇ℎ_𝑃 
𝑅𝑇𝑞 − 𝐼𝑇𝐷𝑇𝐹𝑃𝐹𝑃 −𝑀𝑦𝐴 (𝑦𝑇(𝑖)∈𝑃𝑜𝑑(𝑘), 

                                  𝑦𝑇(𝑗)∈𝑃𝑜𝑑(𝑥)≠𝑃𝑜𝑑(𝑘))  ∧ 
𝑦𝐹𝑇�𝑦𝑇(𝑖)�

′ =  𝑦𝐹𝑇�𝑦𝑇(𝑖)� �� 𝑦𝑇(𝑖)[1], 𝑦𝑇(𝑖)[2]�� ∧ 
𝑦𝐹𝑇�𝑦𝑇(𝑗)�

′ =  𝑦𝐹𝑇(𝑦𝑇(𝑗)) ⋃ {( 𝑦𝑇(𝑗) [1], 𝑦𝑇(𝑗)[2])} 

(23) 

𝑹(𝑀𝑦𝐴𝐹𝐷𝐷𝑇)= ∀𝑦𝐷 ∈ 𝐷𝐹𝑇𝑇,∀𝑦 ∈ 𝐷𝑇𝑇,∀𝑦𝑇 ∈
𝐷𝑇𝑇,∀ 𝐹𝐹 ∈  𝐿𝑦𝑅 |∃ 𝑦(𝑥)  >  𝑀𝐷𝑀_𝑇ℎ_𝐷𝐹 ∧

 𝑅𝑃 (𝑦(𝑥), 𝑦(𝑥’),𝑥≠𝑥’) ∧ 𝑦(𝑥’) + 𝛥𝐷 < 𝑀𝐷𝑀_𝑇ℎ_𝐷𝐹 

(24) 

Whenever the thermal signatures of  𝑆,𝛼, and 𝛿 are raised 
more than the specified maximum thermal threshold, the (22) is 
fired. The (22) makes local redirection and migration by ex-
ploiting the functionalities of LLCC. The inter-pod migration is 
achieved by the mutual communication of HLCC and LLCC. 
When migration or redirection is not possible locally, then 
LLCC requests HLCC to provide the information about the 
pods where the tasks can be migrated, as depicted in (23). 

 
Fig.  7. The HLCC and LLCC HLPN model in DC environment.  
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Moreover, inter-pod migration is also performed when the 
thermal signature of 𝛾 exceeds the specified maximum thermal 
threshold, as illustrated in (24).  

7 RESULTS AND DISCUSSION  
To demonstrate the effectiveness of our work in a real DC envi-
ronment, we simulate the proposed strategies on a real data 
center workload obtained from the Center of Computational 
Research (CCR), State University of New York at Buffalo. All 
jobs submitted to the CCR are logged for a period of a month. 
The jobs and the logs from the CCR dataset are used as an input 
for our simulation of the proposed thermal aware strategy. The 
dataset had 22,700 jobs (127,000 tasks) recorded in one month 
of a time. The data center had 1056 distinct dual core servers. A 
server was based on the Dell 1056 PowerEdge SC1425 proces-
sor with 3.0 GHz speed, running x86-64 Linux operating sys-
tem. The CCR data center was organized into 33 pods and each 
pod had 32 servers. Moreover, we also evaluate the proposed 
TACS by comparing with a classical First Come First Serve 
(FCFS), Genetic Algorithm (GA) based thermal aware schedul-
ing [3], and Thermal Aware Task Allocation [18] approaches. 
We perform the comparison among the mentioned strategies 
based on the CCR dataset. Before going deeper into the details 
of the comparison, we first briefly discuss the existing ap-
proaches. The FCFS (sometimes referred as first-in, first-out) is 
possibly the most straightforward scheduling approach. The 
jobs are submitted to the scheduler, which dispatches the jobs 
based on the order of the jobs received. The approach in [3] 
follows the steps of GA. The first step is to construct a set of 
feasible solutions, which is the task allocation to the servers. 
Then, the selected solution is mutated (randomly interchange 
the task allocations within the solution) and mated (randomly 
select pairs of solution and exchange the subset of two task 
assignment to get two new solutions). The fitness function, 
which checks the highest inlet temperature of the selected as-
signment, is applied to all of the solutions that are formed as a 
result of mating and mutation, including the original solution. 
Finally, the solution having the lowest inlet temperature value 
from the set of highest inlet temperature values, obtained as a 
result of fitness function, is selected as a final solution. The last 
approach is TASA proposed in [18], which is based on the theo-
ry of coolest inlet that perform the assignment of hottest jobs to 
the coolest servers. The TASA algorithm sorts the servers in the 
increasing order of the temperatures. The jobs are sorted in a 
similar way but in the reverse order, such that the hottest job is 
first in the order. The hottest job is assigned to the coolest serv-
er and the thermal map of all the servers is updated.  

The Fig. 8 depicts the average thermal signatures of the 
pods over the period of time, when the scheduling approaches 
are used. The epoch time stamp and average thermal signature 
of the pods at that particular time are plotted on x-axis and y-
axis, respectively in Fig. 8. It can be observed from the Fig. 8 
that the spread or the difference between the temperatures of the 
servers in the trend line of Fig. 8(a), (b), (c) is very wide at 
many time stamps. The aforesaid, identify the situation when 
the average temperature of some servers is lower than the rest 
of the servers in the DC. Particularly, at time stamps 
1.2357E+9, 1.2362E+9, and 1.2372E+9 in Fig. 8 (a), (b), (c), 
the thermal signatures of some pods are very low as compared 
to the rest, which shows the probable presence of the hotspots 
in DC. 

The possible reason for the occurrence of the hotspots in 
Fig. 8(a) is the static assignment of tasks without considering 
the thermal status of the server. The aforesaid, possibly creates 
a scenario when higher task-temperature profiled jobs are as-
signed to the servers with high thermal signatures and low 
thermal impact jobs are assigned to low thermal signature serv-
ers. In such a scenario, the thermal signatures of the “hot” serv-
ers will increase, causing thermal imbalance among the servers 
and pods.  

In Fig. 8(b), the reason for the imbalance thermal signatures 
is the random nature of the GA based approach. The selection 
of the feasible solution, the mutation, and the mating process, 
all are based on randomization. If the same set of pods and 
servers are selected in the solutions most of the time, then the 
fitness function performed on the selected solution will not 
provide any important information that will avoid the occur-
rence of the hotspots. Similarly, there is also a possibility that 
the number of tasks allocated to few pods and servers are rela-
tively low as compared to the rest of the pods and servers in the 
DC. The aforementioned possibilities will allow some servers 
to have high thermal signatures while others have low thermal 
signatures, which will ultimately cause the hotspot in the DC. 
In Fig. 8(c), the thermal differences are lower than (a) and (b). 
However, there are still some time stamps, where some pods 
have high thermal signatures and some have low. The reason 
for the aforesaid is that the high thermal profile tasks are allo-
cated to the coolest servers regardless of the overall thermal 
temperature of the pod and the recirculation effect that can 
cause the hotspots. The aforesaid can cause a situation, where 
the temperature of the server is low but the overall temperature 
of the pod in which the server lie is high. In such situation, the 
overall temperature of the pod increases that can possibly create 
a hotspot. In TACS, as shown in Fig. 8(d), the differences of the 
temperatures amongst the servers are low and there are no 
hotspots. As stated in Sections 5 and 6, the selection of the pods 
and servers to allocate the task is based on the thermal signa-
tures. Moreover, the HLCC and LLCC periodically monitor the 
thermal signatures of the pods and servers, and perform task 
migration or redirection to maintain unified range of tempera-
tures in the pods. Therefore, the trend of thermal signatures 
followed in Fig. 8(d) is more congested and unified as com-
pared to the trend followed in rest of the approaches. We plot 
the average difference between the hottest and coolest servers 
over the period of time (as shown in Fig. 9). The larger and 
more frequent the differences are, the higher the thermal imbal-
ance will be. We can see that the differences in TACS (d in Fig. 
9) are very low and less frequent as compared to the other ap-
proaches that indicate the thermal balance achieved by using 
TACS. However, the other approaches have high differences 
and are occurring frequently, which indicates the thermal im-
balance and occurrence of the hotspots.  

To verify, the HLPN models are first translated into SMT. 
Then, the models along with the properties are provided to the 
Z3 solver, which checks if the properties are satisfied by the 
models or not. It is noteworthy, that the goal of the verification 
is to demonstrate the correctness of the models, based on the 
desirable properties, such as the presence of the hotspots. The 
results in Fig. 10 depict the time taken by the Z3 solver to 
check the satisfiability of the models, based on the stated prop-
erty. The property we verify is that, there must be no hotspots in 
the DC. The verification results reveal the absence of the 
hotspots when TACS is used. 
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The execution time serves as a bound over the verification 
models. The simulation and verification results reveal that our 
strategy is consistent and provides better results as compared to 
the other scheduling approaches. We reduce the possibility of 
hotspots in our strategy through strategic decisions performed 
by HLCC and LLCC based on the thermal signatures of the 
components. 

8 CONCLUSIONS 
In this paper, we modeled DC as a CPS to capture the ther-

mal evolution and properties presented by DC components. 
Moreover, we proposed a TACS that take strategic decisions to 
achieve thermal uniformity within a DC. A comparative analy-
sis was performed, which reveals the effectiveness of our strat-
egy. Furthermore, to demonstrate the correctness of our ap-

proach we performed formal analysis, modeling, and verifica-
tion using HLPN, SMT-Lib, and Z3 solver. The automated veri-
fication performed using SMT-Lib and Z3 solver authenticate 
the correctness of our approach as compared to other approach-
es, where hotspots were identified. In future, we will analyze 
the effect of workload migration on network throughput and 
latency. Moreover, the effect of thermal balancing towards at-
taining efficient power consumption will also be performed. 
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Fig.  9. Comparison of average thermal signature difference between the highest and lowest servers: (a) FCFS, (b) GA-based, (c) TASA, and (d) TACS. 
 

             

 

Fig.  10. Verification time comparison of the approaches. 
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