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Abstract—Enormous energy consumption of data centers has a major impact on power systems by significantly increasing the

electrical load. Due to the increase in electrical load, power systems are facing demand and supply miss-management problems.

Therefore, power systems require efficient and intelligent ancillary services to maintain robustness, reliability, and stability. Data

centers can provide the computational capabilities to manage power systems; however, data centers consume a tremendous amount

of energy, and energy price accounts for a significant portion of their operational cost. Power system jobs will make this situation even

more critical for data centers. In our work, we seek an Ancillary Services Model (ASM) to service data centers and power systems. In

ASM, we find an optimal job scheduling technique for executing power systems’ jobs on data centers in terms of low power

consumption, reduced makespan, and fewer preempted jobs. The power systems’ jobs include Optimal Power Flow (OPF) calculation,

transmission line importance index, and bus importance index. Moreover, a Service Level Agreement (SLA) between data centers and

power systems is shown to provide mutual benefits.

Index Terms—Energy-efficient computing, load flow, data center, optimization, smart grid

Ç

1 INTRODUCTION

ENERGY crises pose some of the key problems faced by
the world today. Power hungry data centers make the

problem even worse for power systems. For example,
Google’s data centers consume more than 260 MWh of
power per month, which is more than the power consumed
by the entire Salt Lake City [1]. The growing usage of World
Wide Web and cloud computing services increases the
power consumption and operating costs of data centers [2].
The increase in power consumption of data centers has a
significant influence on the operation of the power system
[2]. The computational services provided by the data center
for stable and reliable operation of the power system are
known as ancillary services [2]. The key ancillary services
required by the power system are: (a) optimal power flow
on all Transmission Lines (TLs), (b) voltage stability, power
loss reduction, and (c) identification of endangered TLs and

buses. In conventional power system, the lack of fast and
intelligent control results in contingencies in some power
system sections. The resultant contingencies lead to Trans-
mission Line Failures (TLFs), un-optimized power flow,
degradation in Quality of Service (QoS), electrical equip-
ment failure, and complete blackouts [3]. The parallel com-
puting capability of data center can meet the computational
requirements of intensive power system jobs for steady-
state operation in a manageable time.

The power system’s revenue is highly dependent on reli-
ability and steady state performance [4]. Unreliable power
systems that lack in QoS result in revenue loss. Moreover,
the economic factors of power systems, such as demand-
supply management, operational cost, and salaries of the
utility crew get disturbed. Furthermore, degradation in QoS
will prevent the electrical network from further expansion.
Therefore, this problem is significantly different from nor-
mal cloud computing jobs, because power system jobs need
to be computed very fast to prevent the power system from
failing or degrading its operation. To accomplish power sys-
tem jobs, other cloud computing jobs can be preempted.
However, preempting other cloud computing jobs could
result in a decrease of revenue for the data center [5].

This paper develops an Ancillary Services Model (ASM)
and Service Level Agreement (SLA) that maximize data cen-
ter revenue while ensuring that the power system maintains
in stable operation. The problem is a research optimization
problem and our model yields a symbiotic and inevitable
relationship between the power system and the data center,
which is unlike any other relationship between the data cen-
ter and its jobs (e.g., the power system needs its jobs com-
pleted in a timely manner to maintain stability, while the

� M. Jawad, S.M. Ali, M.U.S. Khan, and K. Bilal are with the COMSATS
Institute of Information and Technology, Islamabad 45550, Pakistan.
E-mail: {engrhallianali, Ushahid, kashifbilal}@ciit.net.pk,mjawad@ciitlahore.
edu.pk.

� J. Glower and S.C. Smith are with the North Dakota State University,
Fargo, ND 58108 USA. E-mail: {jacob.glower, scott.smith.1}@ndsu.edu.

� S.U. Khan is with the Department of Electrical & Computer Engineering,
Mississippi State University, Starkville, MS 39762 USA.
E-mail: skhan@ece.msstate.edu.

� K. Li is with the State University of New York, New Paltz, NY 12561-
2443 USA. E-mail: lik@newpaltz.edu.

� A.Y. Zomaya is with the University of Sydney, Sydney, NSW 2006,
Australia. E-mail: albert.zomaya@sydney.edu.au.

Manuscript received 4 Jan. 2016; revised 12 Mar. 2017; accepted 30 Apr.
2017. Date of publication 3 May 2017; date of current version 3 Dec. 2020.
(Corresponding author: Muhammad Jawad)
Recommended for acceptance by S. Murugesan.
Digital Object Identifier no. 10.1109/TCC.2017.2700838

1176 IEEE TRANSACTIONS ON CLOUD COMPUTING, VOL. 8, NO. 4, OCTOBER-DECEMBER 2020

2168-7161� 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See ht _tps://www.ieee.org/publications/rights/index.html for more information.

https://orcid.org/0000-0003-3730-2128
https://orcid.org/0000-0003-3730-2128
https://orcid.org/0000-0003-3730-2128
https://orcid.org/0000-0003-3730-2128
https://orcid.org/0000-0003-3730-2128
https://orcid.org/0000-0002-7299-621X
https://orcid.org/0000-0002-7299-621X
https://orcid.org/0000-0002-7299-621X
https://orcid.org/0000-0002-7299-621X
https://orcid.org/0000-0002-7299-621X
https://orcid.org/0000-0002-4381-8094
https://orcid.org/0000-0002-4381-8094
https://orcid.org/0000-0002-4381-8094
https://orcid.org/0000-0002-4381-8094
https://orcid.org/0000-0002-4381-8094
https://orcid.org/0000-0001-8650-4354
https://orcid.org/0000-0001-8650-4354
https://orcid.org/0000-0001-8650-4354
https://orcid.org/0000-0001-8650-4354
https://orcid.org/0000-0001-8650-4354
https://orcid.org/0000-0001-5224-4048
https://orcid.org/0000-0001-5224-4048
https://orcid.org/0000-0001-5224-4048
https://orcid.org/0000-0001-5224-4048
https://orcid.org/0000-0001-5224-4048
https://orcid.org/0000-0002-3090-1059
https://orcid.org/0000-0002-3090-1059
https://orcid.org/0000-0002-3090-1059
https://orcid.org/0000-0002-3090-1059
https://orcid.org/0000-0002-3090-1059
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:


data center needs the power system to be stable for its own
continuous reliable power). Therefore, a mutually beneficial
ASM is developed in this paper that achieves thiswhilemaxi-
mizing profit for both the power system and data center. The
experimental results show that the research contribution is
more versatile and covers a broader area in the field of smart
power systems using the ASM compared to prior works.

Contribution Synopsis. The proposed ASM for data centers
and power systems consists of the following:

� We evaluated Longest Time First (LJF), Shortest Job
First (SJF), and Shortest Remaining Job First (SRTF)
to determine that SRTF is the best job scheduling
technique in terms of average queue time and data
center workload makespan, while SJF performs bet-
ter in terms of data center workload preemption and
power system job preemption. Our evaluation is
based on power consumption, makespan, number of
preempted jobs, queue time, and resource utiliza-
tion. Details are provided in Section 7.

� We proposed three main ancillary services for stable
operation of the power system, namely: (a) Optimal
Power Flow (OPF), (b) Transmission Line Importance
Index, and (c) Bus Importance Index. We performed
our experiments on standard IEEE bus systems, and
observed the convergence condition for the OPF solu-
tion. We compare different optimization algorithms
for OPF calculation based on convergence time and
Transmission Line Losses (TLLs). Moreover, we iden-
tified endangered TLs and Buses, when two or more
TLs are out. See Sections 3.2 and 7 for details.

� We defined a SLA for priority execution of ancillary
services on data centers. The SLA elaborates the rev-
enue generation and penalty on the data center, if
the ancillary services are delayed. The SLA is tested
for variable load of the data center, variable energy
price, and variable job lengths given by the power
system during a month’s time. The details are pre-
sented in Sections 4 and 7.

� The proposedASM is based on the optimal job sched-
uling technique for data centers, ancillary services for
the power system, and SLA. The ASM reduces the
revenue loss of the power system during contingen-
cies withminimum effect on the data center.

The remainder of the paper is structured as follows:
Section 2 discusses the related work. The system model is
described in Section 3. Section 4 presents the SLA between
data center and power system. Section 5 describes the reve-
nue modeling of the data center. Section 6 presents the sim-
ulation settings of the system model. The results and
discussions are presented in Section 7 that validate the
ASM. Section 8 concludes the paper with a summary and
proposal for future enhancements of the current work.

2 RELATED WORK

Over the past decade, intensive research has been published
on powermanagement issues in data centers for revenuemax-
imization [2], [6], [7], [8], [9], and [10]. Alternatively, the power
system research community is mainly addressing issues of
demand and supplymanagement and voltage stability by pro-
viding OPF solution [11]. However, interaction between data

centers and power systems has recently attracted the attention
of research community to address the issues of load balancing
in power systems and power management in data centers for
revenue maximization [12], [13]. Moreover, none of the earlier
works have focused on usability of data centers’ computa-
tional capability formaintaining stability in power systems.

In [2], the authors described a cost minimization method
for data centers that incorporated cloud computing workload
and electricity price differences. In [6], the authors discussed
the aforesaid problem for renewable energy. The concept of
deregulated electricity price for data centers was discussed in
[7]. The stochastic model for workload distribution on servers
of the data center for cost reduction was elaborated in [8]. The
work in [9] discussed that major cause of energy inefficiency
in data centers is the wastage of idle power when ICT resour-
ces such as servers and data storage run at low utilization. In
[10], the authors discussed the energy management issues in
data center networks from the perspective of data center
architecture connectivity analysis. In all aforesaid models, the
cost saving criterion was only related to geographical load
conditions that was not an optimal approach, as climatic con-
ditions are not the only controlling parameter. Moreover, the
revenue of the data centers was only discussed in the perspec-
tive ofworkload, and optimal electricity prices.

Due to inadequate expansion in generation and transmis-
sion, power systems are operating under stressed condi-
tions. In [11], the authors presented a voltage stability
constraints based OPF approach that improved voltage sta-
bility and minimized power system losses during emer-
gency conditions. The data centers are one of the major
power consumers for the power systems that can cause sta-
bility and reliability issues in power systems.

In [12], the authors addressed the problem of power load
balancing in smart grids by taking advantage of data cen-
ters’ load distribution capability. The authors in [13] pro-
posed a model for a data center to offer ancillary services to
the smart grid. The data center is a dynamic load for any
smart grid and the data center will offer load distribution as
an ancillary service to the smart grid. In response, the smart
grid will offer a lower electricity price to the data center.

To the best of our knowledge, no such mechanism is
known to the authors for a data center to provide ancillary
services to power systems, such as fast OPF solution to
reduce Transmission Line Losses (TLLs) and identify
endangered TLs and buses for maintaining stability and
reliability. Moreover, none of the earlier works addressed
the issues and effects on data centers while providing ancil-
lary services to power systems. Furthermore, the SLA
between data centers and power systems had not discussed
in any previous studies. Consequently, our work provides a
thorough treatment of the aforementioned problem, with a
complete theoretical derivation and simulation validation.

3 SYSTEM MODEL

In this section, we define a system model named ASM and
notations for both data center and power system. We use
these notations and system model to define a SLA and reve-
nue model. The high-level architecture of the system model
is shown in Fig. 1. The data center has Mmax servers that
compute internet services and cloud workload. In return,
the data center demands a service cost from customers.
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Moreover, the data center spends a large portion of its reve-
nue on purchasing reliable and stable power from the
power system. Alternatively, the power system revenue is
highly dependent on demand-supply stability. The power
system requires fast computing workstations for ancillary
services to maintain reliability. Therefore, we are proposing
a system model in which the power system will use the data
center for its reliability assurance and in return provides
service cost and monetary incentive to maintain the revenue
of the data center. The flow of the proposed ASM is
depicted in Fig. 1, where the arrow directions represent the
flow of the data. Moreover, we divide our system model
into two major parts: (a) data center module, and (b) ancil-
lary services for the power system.

3.1 Data Center Module

The module provides an appropriate job technique that
handles the power system jobs with minimal effect on the
data center. The effect is calculated in terms of power con-
sumption, makespan, number of job/task preemptions, and
job queue time. The estimated revenue of the data center is
highly dependent on electricity unit price and power con-
sumption. Therefore, the discussion on electricity price and
workload based power consumption is essential.

3.1.1 Electricity Price

The electricity price model depends on the regulated or
deregulated power market of the region [14]. In a regulated
market, the electricity price remains uniform throughout
the day. Conversely, in deregulated markets, the electricity
price changes during the day depending on changes in the
wholesale electricity market. The non-uniform pricing tar-
iffs include time of use pricing, day ahead pricing, and real-
time pricing. In the real world, the varying order of magni-
tude between demand and supply, and average pricing of
electricity units make real-time pricing the most complex
pricing tariff [14]. We used real-time pricing tariffs in the
data center.

3.1.2 Power Consumption

The total power consumption of the data center is the sum
of power consumption by computer servers, cooling plants,
and lighting facilities, as given below [13].

P ¼ M PI þ PUE � 1ð ÞPP þ PP � PIð ÞU½ �: (1)

In Eqn. (1), PI denotes the power consumption of an idle
server, and PP is the average peak power when a server is
busy handling requests. The term M � Mmax denotes the
number of “on” servers, U denotes CPU utilization in serv-
ers, and PUE is the power usage effectiveness of the servers
[13]. The power consumption of data center varies through-
out the day depending on workload. The detailed descrip-
tion of workload, power consumption, CPU utilization in
servers, job scheduling techniques, queue time analysis, job
preemption mechanism, and revenue calculation are dis-
cussed in Sections 6 and 7.

3.2 Ancillary Services for the Power System

In our proposed model, the power system is modeled as a set
of buses interconnected by TLs to form a network topology.
The total number of buses defines the size of the power sys-
tem. The loads and generators are connected to the buses that
consume and inject power into the transmission network,
respectively. The total load of the power system is the sum of
background load (commercial and residential) and data cen-
ter power load. The above network topology is suitable to
solve for steady-state voltages and power flows [15]. The
three main ancillary services provided by the data center to
the power system include the following: Optimal Power Flow
Analysis, TL Importance Index, and Bus Importance Index.

3.2.1 Optimal Power Flow Analysis

The primary objective in a balanced power system is to min-
imize generation cost. There are two main constraints in
power balancing: (a) equality constraints (generation-load
balance) and (b) inequality constraints (upper and lower
limits on the output of generating units). In a power system,
the generating units and loads are not connected to the
same bus. Therefore, the economic dispatch will result in
voltage instability within the power system. Moreover, an
optimal solution is required that results in acceptable power
flows on all transmission lines. The OPF is among the key
parameters of power system that provides an optimal solu-
tion for the above mentioned problem, and has a cogent
relationship with cascading failures [16].

In the OPF, the equality constraint is to balance complex
power at each bus using power flow equations. The inequality
constraints consist of TL flows and voltage limitations of con-
trol variables, including active power of generators, voltage of
generating units, position of phase shifters, status of reactors
and switched capacitors, and disconnected loads. State varia-
bles are used to describe the system response due to the
change in control variables. Voltage magnitude is defined at
each bus except generator buses. Similarly, the voltage angle
is defined for each bus except the slack bus. Themain parame-
ters for OPF calculation are the known system characteristics,
system topology, and network parameters (generation limits
and generation cost function) [18]. The objective function is to
minimize power generation cost, as stated in Eqn. (2) [15]:

min
u

XN
i ¼ 1

Coi Pið Þ; (2)

where Coi is the cost of bus i, Pi is the active power of bus i,
N is the total number of buses, and u is the vector of control
variables. The other objective functions are: (a) minimizing
following, and

Fig. 1. System architecture.

1178 IEEE TRANSACTIONS ON CLOUD COMPUTING, VOL. 8, NO. 4, OCTOBER-DECEMBER 2020



min
u

XNu

i¼1

Coi ui � u0
i

�� ��; (3)

(b)minimizing the TLLs using objective function O [15].

O ¼
X

i¼ k;jð Þ
ðGkðV 2

i þ V 2
j � 2ViVjcosdijÞ8k 2 NbÞ: (4)

In Eqn. (4), Vi is the voltage of bus i and Vj of bus j, Gk

is the conductance of TL k, Nb is the number of TLs in the
network, and dij is the voltage angle difference between bus
i and bus j. The power flow equations used for equality
constraints are given below [15]:

PG
k � PL

k ¼
XN
i¼1

VkVi Gki cos uk � uið Þ þBki sin uk � uið Þ½ �;

QG
k � QL

k ¼
XN
i¼1

VkVi Gki sin uk � uið Þ þBki cos uk � uið Þ½ �;

Compact Expression : G x; u; yð Þ ¼ 0;

(5)

where PG
k is the active power of the generator, PL

k is the active
power of the load, QG

k is the reactive power of the generator,
QL

k is the reactive power of the load,Gki is themutual conduc-
tance, Bki is the mutual susceptance, and uk is the phasor
angle. The state variables vector and parameter vectors are
denoted by x and y, respectively. For inequality constraints,
the limits on the control variables must be imposed as:
u� � u � �u, the operating limits on power flows are jPijj � Pij,
the operating limits on voltages are Vj � Vj � Vj, and the com-
pact expression of inequality constraints is written as
Hðx; u; yÞ � 0 [15]. The OPF problem is complex due to the
non-linear behavior of all the components of the power sys-
tem. Eqn. (5) is a set of non-linear expressions that need to
converge as Gðx;u; yÞ ffi 0 [16]. We employed different opti-
mization algorithms, such as Newton-Raphson (NR) [15],

Particle Swarm Optimization (PSO) [16], Genetic Algorithm
(GA) [17], Semi-Definite Programming (SDP) [19], Simulated
Annealing (SA) [20], and Genitor Genetic Algorithm (GGA)
[17] to solve the OPF, where the tolerance of the power injec-
tion and consumption mismatch is 10�6 [15]. If the tolerance
is below or equal to 10�6, the OPF solution is considered to
be converged. The OPF convergence iterations results for
standard IEEE bus systems are shown in Fig. 2. The detailed
description of IEEEbus systemsused in the study is presented
in Table 1. The IEEE bus systems are the replica of real-world
power systems; therefore, the standard bus systems have
technical importance. All the aforementioned algorithms are
iterative methods that locally or globally converges [18]. The
convergence time comparison of the IEEE bus systems is also
shown in Table 1. The comparison results of the algorithms
with respect to TLLs are shown in Fig. 3. Theoretically, the
cost function value indicated in Eqn. (5) should converge to
the optimum solution. How close is enough? This question is
problem dependent and most difficult to measure in practice
[18]. However, decades of practice show that all aforemen-
tioned algorithms converge for most OPF problems. There-
fore, the theory has practical importance and our results in
Section 7 support the theory.

3.2.2 Transmission Line Importance Index

We develop and evaluate the TL importance index (TLIIi)
for fault detection and cascading failure avoidance in the
power system, as shown in Eqn. (6).

TLIIi ¼
PFi

PFmax
; (6)

where PFi is the power flow on ith TL and PFmax is the maxi-
mum power flow the ith TL can sustain. When a TL failure
occurs, the AC power flow on some other TLs will increase
and cause voltage instability. The TL importance index identi-
fies those TLs whose failure can lead to a complete or partial

Fig. 2. Convergence of algorithms for the tolerance between power injec-
tion and power consumption.

TABLE 1
IEEE Bus Systems Specifications and Algorithms Convergence Times

IEEE Bus
Systems

No.
of
TLs

No. of
Generator
Buses

No. of
Load
Buses

Generation
Capacity
(MW)

Total
Load
(MW)

Each Bus
Average

Load (MW)

Average Convergence Time (seconds)
Comparison for OPF calculation on

a Single Processor

NR PSO GA SDP SA GGA

30 41 6 20 191.6 189.2 9.46 5.88 27.6 49 4.89 28.2 54.25
118 186 54 99 4,374.9 4,242 42.84 72.06 191.9 295.4 10.1 292.6 310.4
300 411 69 201 23,935.4 23,525.8 119.07 162.2 382.7 489.9 23.9 543.9 501.6
Polish 2383wp 2,896 327 1,826 25,281 2,458.4 13.84 480.2 830 1,027.2 529 1,200.2 927.2

Fig. 3. Power loss comparison on TLs.
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blackout. If the AC power flow (PFi) on any TL increases
above a certain threshold, then an outage will occur on the
TL. The threshold depends on the maximum AC power flow
(PFmax) a TL can sustain. Therefore, power system operators
can take preventive measures before the occurrence of a
failure.

The judgment criteria for detecting whether a TL outage
can cause system failure depends on two factors: (a) the con-
vergence of OPF solver and (b) power loss constraints on
TLs. If the algorithms explained in Section 3.2.1 provide a
converged OPF solution but unacceptable power loss on
TLs, then the system will still be considered as un-con-
verged. Therefore, both conditions are necessary and suffi-
cient for an acceptable optimized OPF solution.

3.2.3 Bus Importance Index

The bus importance index is another important measure for
the power system that depends on the concept of centrality
[21]. The most common and famous method is Eigenvector
centrality that assigns the centrality value b to all of the iso-
lated buses within a network [21]. Mathematically, the
Eigenvector centrality of a network is defined as:

Ci ¼ a
X
j

Aij
Cj

koutj

þ b; (7)

where a is a damping factor that can have value 0 < a < 1,
Aij is the entry of the adjacency matrix, Cj in the centrality
of bus j that is directly connected to bus i, koutj is the out
degree of bus j, and b is the constant centrality value
assigned to the isolated bus. The out degree describes how
many buses are taking power from bus j. If there are buses
in the power system that have an out degree equal to zero,
then the first term in Eqn. (7) will be undefined. To avoid
such condition, kouti is set to 1 for all such buses. The matrix
notation of Eqn. (7) is represented as:

C ¼ aAD�1C þ b1; (8)

where ‘1’ is the vector (1, 1, 1, . . . .) and D is the diagonal
matrix with elementsDii ¼ maxðkoutj ; 1Þ.

The power system operation depends on the calculation
of OPF, whose solution defines whether the system is oper-
ating normally or the TLLs exceed the threshold. During an
emergency, when outages occur on multiple TLs, the power
system needs an optimized OPF solution. Moreover, the
system requires identification of TLs that can cause a cas-
cade outage and endanger buses due to over-voltage. The
TL importance index identifies such TLs that are in danger
of failure due to excess power flow. The bus importance
index identifies power system buses that have excess volt-
age, which can trip relays on these buses.

4 SERVICE LEVEL AGREEMENT

The core of the ASM is to define a SLA between the data cen-
ter and the power system with minimum loss at both ends.
The nature of the workload in data centers is stochastic and
the execution time of each job varies [22]. Therefore, the fol-
lowing calculations are necessary for defining the SLA:

� How much revenue loss is acceptable for the data
center to prioritize execution of power system jobs?

� Howmuch uptime can the data center provide to the
power system in a month’s time?

In our proposed model, ancillary services for the power
system are the highest priority jobs. The ancillary services
provide optimize control settings for maximum capacity
utilization and operational cost minimization. Without
proper and in-time ancillary services, the power faces the
problem of load unbalancing or complete blackout in the
worst case that will indirectly affect the power supply of the
data center. Therefore, the power system jobs must be
treated as priority jobs on the data centers.

If the data center is operating at its peak, then the scheduler
must preempt other cloud computing jobs to execute an ancil-
lary service request. There is no such mechanism known to
the authors to determine how much delay a power system
can withstand before power transmission gets perturbed.
Excess delay in ancillary services also indirectly affects the
data center’s power supply. Moreover, if ancillary services
are delayed, then how much extra will power cost the data
center? Furthermore, when a data center delays cloud com-
puting jobs more than a certain time, data center revenue will
be drastically affected. For example, if the Amazon Elastic
Compute Cloud (EC2) delays a job by up to 1 percent of the
total agreed upon execution time, then Amazon pays a pen-
alty (named service credit by amazon) of 10 percent of the
agreed upon cost for the job. Moreover, if the delay is more
than 1 percent of the agreed upon time, then the penalty is
increased to 30 percent of the agreed amount [23]. The mathe-
matical expression of SLApenalty is defined as:

PSLA ¼ delay � 1%; 10% of agreed amonut:
delay > 1%; 30% of agreed amount:

�
(9)

We define a SLA that minimally affects the cost of the data
center and maintains reliability of the power system. Accord-
ing to the SLA, the increased power consumption cost of the
data center due to the execution of ancillary services will be
paid by the power system. Moreover, a threshold will decide
the number of cloud computing jobs that a data center can
delaywithout penalty.We calculate this threshold in Section 7.

5 REVENUE MODELING

The revenue model depends on the job preemption of the
data center that is calculated by Eqn. (1) for any instant in
time, where M is the number of “on” servers in the data
center. The revenue (<) of the data center is calculated as:

< ¼
XTJ
i¼1

1� qi mið Þð Þ 1þ Fi

Li

� �
� qi mið Þ 1þ Fi

Li

� �
: (10)

The job service rate mi is defined as:

mi ¼ kMi: (11)

Let T be the time taken by a data center server to finish a
job. In Eqn. (11), the variable k represents jobs per second
(1=T ). In Eqn. (10), qiðmiÞ is the probability of job failure, and
TJ is the total number of jobs in the month. The data center’s
loss for preempting a cloud computing job and executing
the ith power system job is represented by Li. The data cen-
ter will demand Li dollars from the power system to
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minimize revenue loss. Moreover, Fi is the monetary incen-
tive that the data center can demand from the power sys-
tem. In Eqn. (10), the term ð1� qiðmiÞÞ½1þ Fi

Li
� denotes the

total revenue earned by the data center for completing the
computational jobs of the power system in sufficient time.
The term qiðmiÞ½1þ Fi

Li
� is the penalty that the data center

will pay for delaying power system jobs. Eqn. (10) mini-
mizes the revenue loss of the data center and provides
incentives to prioritize power system jobs.

6 SIMULATION SETTINGS

We consider IEEE 30 bus, IEEE 118 bus, IEEE 300 bus, and
Polish 2383wp bus systems for the power system reliability
tests [24]. The IEEE bus systems are the replica of real world
power systems, for example IEEE 30 bus system is well
known as 10-machine New-England Power System [24]. As
the size of the power system increases, job lengths associ-
ated with the workload increase accordingly. The detailed
descriptions of the IEEE bus systems are given in Table 1.
To understand the network topology of IEEE bus systems,
the IEEE 30 bus system is shown in Fig. 4. The data center is
powered from bus number 30 in the IEEE 30 bus system.
Our exemplary data center consumes on average 1.885 MW
of power operating at peak-load during a day with 1,056
servers running. A typical data center server has PP ¼ 213
watts and PI ¼ 100 watts, as shown in Table 2 [22].

TL outages are taken as an emergency condition for the
power system, requiring ancillary services from the data cen-
ter. TL outages are modeled as a “two state Markov” model
on each TL. A Markov state of the power system is defined
by a condition where every TL is in a given state of its own.
All possible states of the TLsmake up the state space. The TL
state (Up/Down) is a continuous random variable. In our
study, the distributions for up and down states of the TLs

are taken as exponential. The exponential distribution has
the following probability distribution defined as:

F xð Þ ¼ 1� e�rx ¼ z: (12)

In Eqn. (12), the mean of random variable X is denoted
by r�1. We set the exponential function given in Eqn. (12)
equal to a uniform random decimal number, z, with values
between 0 and 1. Equation (12) is then rewritten as:

x ¼ � ln 1� zð Þ
r

: (13)

The occurrence time of TL failures and their maintenance
time duration is determined by Eqn. (13). Moreover, in the
real-world the nature of the load is random and precise
load forecasting is challenging. Therefore, the background
load distribution on power system buses is also modeled as
a random variable with normal distribution [15]. For exam-
ple, the mean value of active power on all load buses in the
IEEE 30 bus system is 9.46 MW (nominal), as shown in
Table 1.

We use a real-world data center workload, collected from
Computational Research of State University of New York at
Buffalo to validate the ASM [5]. The workload is a collection
of a 30 days’ time span taken during February 20, 2009 to
March 22, 2009. In the data center workload, all jobs are cat-
egorized on job length and job size. The jobs are further clas-
sified into three types: (a) short (less than 1 hour), (b) long
(greater than 1 hour), and (c) very long (greater than 10
hours). The very long jobs (around 20 percent of overall
jobs) are delay tolerant and their deadlines generally are not
rigid [5]. The complete data center specification is given in
Table 3. The workload exceeds 100 percent on 7 days during
a month’s time (105 hours total), as shown in Fig. 5. There-
fore, data center resources are inadequate to complete all
jobs during these times, and these over utilization hours
cannot be ignored. Moreover, the unit electricity price

Fig. 4. Network topology of the IEEE 30 bus system for reliability testing,
where the data center is acting as a load.

TABLE 2
Peak Power Consumption of a Typical Server

Component Peak Power (W) Count Total Power (W)

CPU 40 2 80
Memory 9 4 36
Disk 12 1 12
Motherboard 25 1 25
PCI Slots 25 2 50
Fan 10 1 10
Total System Power 213

TABLE 3
Data Center Specification

Time Duration 20 February 2009–
22 March 2009

Total data center jobs executed 22,385
Total distinct servers 1,056
Processor name 1,056 Dell PowerEdge SC1425
Processor speed 3.0 GHz or 3.2 GHz
Peak performance 13 TFlop/second

Fig. 5. Total data center load per day over a month duration.
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offered to the data center is taken from the New York Inde-
pendent System Operator (NYISO) for the same period, Feb-
ruary 20, 2009 to March 22, 2009 [14].

For clarity, ancillary services for the power system thatwill
execute on data centers are called “power system jobs”.More-
over, we represent all other cloud computing jobs as the “data
center workload”. We model three categories of power sys-
tem jobs in our simulations along with the data center work-
load. The highest priority jobs are emergency jobs that arrive
when a failure occurs in the power system. The data center
will allocate the maximum required resources for the comple-
tion of these jobs in least amount of time. The second highest
priority jobs are called reactive jobs, which occur when there
is a sudden large drift in the load. The data centerwill allocate
a large number of resources to complete reactive jobs in a rea-
sonable time with minimum effect on the data center work-
load. All the remaining power system jobs required for
normal operation are called periodic jobs, which will execute
periodically on the data center. These periodic jobs also
require significant resources, but delay is acceptable. A
detailed description of power system jobs is given in Table 4.

We include “five” emergency jobs, 30 reactive jobs, and
2,930 periodic jobs in our dataset. Emergency power system
scenarios rarely occur in a month’s time. Therefore, we only
include “five” emergency jobs in our simulations scenario.
Reactive jobs occur more often than emergency jobs. There-
fore, we include one job per day at a random time in the
workload. Regular jobs required for stable power system
operation are executed periodically every 15 minutes. We
cannot dedicate some data center servers solely for the
power system jobs because need based allocation is less
costly compared to dedicated allocation. For example, the
periodic jobs are coming after every 30 mins and the jobs are
taking a maximum of ten minutes to execute, if we dedicate
100 CPUs for periodic jobs than the CPUs will run idle for
approx. 20 minutes and will consume 100 � 100 W ¼ 10 KW
of idle power for every 20mins in every half hour timespan.

The power system jobs can vary from a few minutes to a
couple of hours, depending on the number of TL outages
and network size. In Table 1, the Polish 2383wp system
which is the replica of the PTN for the capital of Poland is
taking minimum of 529 seconds (8.8 mins) to provide a con-
verge solution that itself is a large amount of time. However,
most practical power systems in the world have hundreds/
thousands of buses and transmission lines. The convergence
time of the OPF is sufficiently large compared to standard
IEEE bus systems. Therefore, we presented a reasonable
processing time and number of CPU requirement in Table 4.
Moreover, the OPF is not the only ancillary service that is
required by the power system. A few other known ancillary
services are sensitivity analysis, short and long terms genera-
tion and transmission expansion predictions, short-term

operational simulations, and power market analysis, predic-
tion, and bidding. All of the aforementioned services are
computationally extensive and categorized into periodic,
reactive, and emergency jobs. For testing and validation of
the ASM, the power system job timing (e.g., OPF conver-
gence time) varies from one minute to twenty minutes [25].
End user power consumption is always variable over time,
and this phenomenon is also considered in the simulations.

Substantial research in the field of parallel and distributed
computing has introduced several jobs scheduling algo-
rithms, categorized as two main types: (a) time-sharing and
(b) space-sharing. Space-sharing algorithms allocate resour-
ces to a single job until the job executes completely. In con-
trast, time-sharing algorithms divide time on a processor into
several slots and assign the slots to every unique job. In our
work, due to the priority of power system jobs, we choose
most popular space-sharing scheduling algorithms for the
data center. Our purpose is to check the power system jobs
load on the data centers in terms of fast processing of ancillary
services. The three space-sharing job scheduling techniques
used are: (a) Longest Job First (LJF), (b) Shortest Job First
(SJF), and (c) Shortest Remaining Time First (SRTF). The LJF
space-sharing scheduling algorithm allocates resources to the
longest job first. LJF is known to maximize server utilization.
Similar to LJF, SJF periodically sorts incoming jobs and exe-
cutes the shortest job first. SJF tends to minimize turn-around
time. SRTF is the preemptive form of SJF. In SRTF, the job
with the smallest remaining time will be executed first till
completion unless a new job is added that requires less execu-
tion time than the remaining time of the current job.

The above job scheduling algorithms are used to execute
power system jobs along with the data center workload.
The priority of all power system jobs is set to be higher than
the data center workload, such that inclusion of power
system jobs can delay the data center workload. In our sim-
ulation settings, the job delaying criteria for all scheduling
techniques is to preempt the very long job(s) that also have
the longest remaining time. Moreover, the very long jobs
have on average 20 hours of total execution time and 1 per-
cent delay in execution is 12 minutes. The selected SLA pen-
alty (Eqn. (9)) is well suited for the preemption of very long
job(s) because the execution of ancillary service takes less
time than the afforded delay time of very long job(s). There-
fore, the SLA is not violated for most job preemptions and
minimally affects data center revenue. Furthermore, when-
ever there are two or more jobs with the same time remain-
ing and one of these jobs must be preempted, the first job in
the queue will be selected first for preemption. The reason
for comparing job scheduling techniques is to find an opti-
mal job scheduling technique that has the minimum effect
on number of preempted jobs, makespan, and average
queue time. Moreover, an optimal job scheduling technique
will also reduce idle power consumption and improve data
center resource utilization. Conversely, a scheduling tech-
nique that results in a large number of preempted jobs and
long duration of jobs in queues will adversely affect the
SLA. Similarly, a scheduling technique that creates a large
makespan for the data center workload will result in
increased power consumption. In the ASM, the monetary
cost to execute a job is based on the “on-demand pricing
criteria” of Amazon [23]. For example, a job utilizing 8

TABLE 4
Power System Job Types and Details

Power System
Jobs Type

Range for Execution
Time (minutes)

Number of
CPUs Utilized

Emergency 1-5 100-500
Reactive 1-10 50-300
Periodic 1-10 1-100
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CPUs will bear a cost of $0.840/hour [23]. Moreover, the job
preemption penalty is also the same as the service credit
rate of Amazon EC2 [23].

7 RESULTS AND DISCUSSION

We have carried out simulations of our proposed ASM on a
server SYS-7047GR-TRF system. The data center provides
in-time OPF solutions and identification of endangered TLs
and buses for establishing a robust power system. However,
because of power system jobs, power consumption of the
data center increases. This increase in power consumption
has various reasons that are described later in the section.

The ASM is simulated for the period of one month using
three job scheduling techniques, as stated in Section 6.
Figs. 6a, 6b, and 6c show the average power consumption of
the data center averaged over 20 runs for a 24-hour period,
under the influence of the LJF, SJF, and SRTF job scheduling
technique, respectively. The aforesaid figures elaborate that
the power consumption of the data center increases after the
inclusion of power system jobs. However, we can observe
from the figures that in the beginning and end hours of the
day, the average power with the added power system jobs is
less than the average power without power system jobs,
which is counter intuitive. Since Fig. 6 reports the average
power consumption graphs over a month’s time, and the
inclusion of power system jobs increases the makespan of the

overall workload of the data center, the total hours of work
increases, which reduces the average power consumption
with power system jobs in the beginning and end hours of the
day, but still yields a net overall increase in average power
consumption per day of 0.05527, 0.05754, and 0.06342 percent,
using SRTF, SJF, and LJF, respectively. Fig. 6d shows this
power consumption comparison graphically for all three job
scheduling techniques. The graph trend shows that most of
the time power consumption remains the same; however,
during the peak load period (starting from late afternoon till
midnight), SRTF performs better than LJF and SJF. To calcu-
late the obvious increase in power consumption cost, a real-
world electricity unit price is used, as shown in Fig. 7 [14].

7.1 Impact of the ASM on the Data Center

This section describes the impact of executing power system
jobs on the data center. The influence is observed on the
number of preempted jobs, makespan of the jobs, average
queue time, and resource utilization. Job preemption
involves the purging of the data center work load in favor of
power system jobs. Fig. 8 shows the number of preempted
tasks in one month’s time. A job in the data center workload
can have more than one task depending on the number of
CPUs utilized by the job. In the data center, task preemption
affects job execution time, which may result in a monetary

Fig. 6. Power consumption comparison of data center under: (a) SJF, (b) LJF, and (c) SRTF job scheduling techniques. (d) Power consumption com-
parison of data center for all three job scheduling techniques when power system jobs are included.

Fig. 7. Real-time electricity unit pricing offered by the power system to
the data center during a 24-hour period.

Fig. 8. Preempted tasks in data center workload in one month’s time due
to the inclusion of power system jobs.
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penalty, per the SLA defined in Eq. (9). The more preempted
tasks, the more the data center will be penalized for delaying
jobs. In Fig. 8, we observe that SJF preempts fewer tasks com-
pared to SRTF and LJF. We also observe the job that was pre-
empted the most number of times, as shown in Fig. 9.
Moreover, the job that is preempted the most times is also
the longest running job in our data center workload. Further-
more, when the SJF job scheduling technique is used, this job
is preempted fewer times compared to SRTF and LJF.

Although, the priority of power system jobs is higher
than the data center workload, the job preemption effect of
the different scheduling algorithms is still noticeable on the
power system jobs, as shown in Fig. 10, which illustrates
that SJF and SRTF preempt fewer power system jobs com-
pared to LJF over a month’s time. SJF and SRTF preempt
less than 0.1 percent of power system jobs; whereas LJF pre-
empts four times the number of power system jobs, 0.4 per-
cent. As shown in Fig. 11, we also identify the effect of
preemption on the longest running periodic job of the
power system, illustrating that SRTF results in more pre-
emptions compared to SJF and LJF.

Job queue time is another important metric that directly
affects data center performance. The longer the queue time,

the longer overall execution time for jobs will be; and data
center power consumption is directly related to job execution
time. Fig. 12 shows that average queue time using SJF, SRTF,
and LJF increases by 4.6, 3.6, and 12.76 percent, respectively,
after adding power system jobs. This percentage increase in
queue time is directly proportional to the increase in number
of preempted tasks of the data center. The longest queue
time in the data center workload also increases proportion-
ally after the inclusion of power system jobs, as shown in
Fig. 13. In our case, the jobwith the longest queue time is also
the longest running job in the data center workload.

The workload makespan demonstrates the total running
time of jobs on the data center. A job scheduling technique
with a longer makespan results in increased power consump-
tion. The makespan of LJF for power system jobs is approxi-
mately 17.4 minutes longer than for SJF and 15.6 minutes
longer than SRTF, as shown in Fig. 14. As illustrated in Fig. 15,
a similar effect is observed for the overall data center make-
span, which increases by 2.37, 0.5, and 0.53 percent using LJF,

Fig. 9. Comparison of data center workload job preempted themost times.

Fig. 10. Comparison for preempted power system jobs.

Fig. 11. Comparison of longest running periodic power system job pre-
empted the most number of times.

Fig. 12. Comparison of data center workload average queue time over
the period of one month.

Fig. 13. Comparison of data center workload job with longest queue time.

Fig. 14. Comparison of makespan for power system jobs during a
month’s time.
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SJF, and SRTF respectively, after adding power system jobs.
As shown in Figs. 8 and 12, SJF preempts fewer jobs and the
percentage increase in average queue time for the jobs is
smallest compared to the other two job scheduling techni-
ques. However, SRTF has minimum average queue time
among all three job scheduling techniques.

The power consumption of the data center is also
affected by idle running resources. We observed the effect
of resource utilization in the data center, as shown in
Fig. 16. The waste of idle running resources was reduced
most by using SJF; however, SRTF results in the least num-
ber of idle CPUs. SRTF results in the least makespan and
queue time, which allows jobs to complete earlier. There-
fore, more resources will be available for execution of power
system jobs within the allotted time.

Given the current simulation parameters for data center
workload and number of power system jobs, we assess that
SJF is the best job scheduling technique among all three, when
we consider number of power system job preemptions, pre-
empted tasks in the data center workload, and makespan of
power system jobs. However, SRTF performs best in terms of
queue time andmakespan of data center workload, and aver-
age idle resources of the data center. Therefore, using SJF and
SRTF, the data center can safely agree on a SLA (as defined in
Eqn. (9)) with the power system for computationally intensive
ancillary services with minimum impact on the rest of the
data center workload. We conclude that there is a trade-off
between the two job scheduling techniques (SJF and SRTF). If
we choose SJF, we have less preemptions of power system
jobs. However, we must compromise on average queue time
andmakespan of data centerworkload.

In our ASM, the power system provides incentives to the
data center to nullify the negative impact on data center rev-
enue due to prioritizing power system jobs. These incen-
tives include a lower electricity unit price during the
execution period of power system jobs. Moreover, as illus-
trated in Fig. 10, SJF and SRTF preempted the fewest power
system jobs during the entire month, which is the minimum
job preemption possible for executing power system jobs.
Therefore, we define this percentage as our threshold. If the
data center preempts more jobs than this threshold, then the
data center will sustain a penalty cost.

7.2 Impact of the ASM on the Power System

The stability and reliability of the power system depends on a
balanced power flow solution. Once TL failures occur, the

main requirement is to balance the generation and load. As
described in Section 3.2, there are two types of loads present
in IEEE bus systems: (a) background load and (b) data center
load. The background load is the conventional load of the
power system, for example residential load, commercial
load, and industrial load. In the real-world, the background
load varies depending on consumer requirements and
the daily load curve. Therefore, inequality constraints are
applied to the random background loads. The bound on the
inequality constraint is adjusted, such that the sum of
the background load power (active and reactive) does not
exceed the total generation of the IEEE bus systemminus the
peak power consumption of the data center. Second, stan-
dard deviation of the background load on any given load bus
is set at 10 KW with mean value of the loads for all tested
IEEE bus systems provided in Table 1.

The cost/objective function for the OPF solution is active
power loss on all TLs. The power loss in the system is calcu-
lated with real power miss-match between the sending and
receiving bus of each TL. TL outages are randomly gener-
ated. Whenever an outage occurs, the power system jobs
become emergency jobs. Moreover, when there is a drastic
change in load, the jobs generated are called reactive jobs.
For normal steady-state operation, the power system
requires periodic checks on load and generation. These jobs
are called periodic jobs. The data center will calculate the
OPF solution to balance the power system for all three cases.
If the OPF fails to converge, then this situation is known as a
blackout or system failure. Moreover, if the OPF converges
but TLLs exceed 5 percent of the generated power, then the
system is still considered to be in a failure state. The OPF
converges in all algorithms for most situations; however,
Fig. 17 illustrates the OPF convergence iterations for the Pol-
ish 2383wp bus system with 17 TLs out, which does not

Fig. 15. Comparison of makespan for data center’s workload during a
month’s time.

Fig. 16. Comparison of average idle CPUs in data center.

Fig. 17. TLL convergence using the OPF algorithm for the Polish
2383wp bus system when 17 TLs are out.
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converge for any algorithm if more than 17 TLs are out. The
least TLLs achieved for this case is 650.23 MW for GGA,
which is less than 5 percent of the total generated power
from Table 1, making this an acceptable loss. During contin-
gencies, the TL importance index is also calculated. For the
clarity of the readers, the results for the IEEE 30 bus system
are presented in Fig. 18a.

The IEEE 30 bus system presents a more elaborative pic-
ture of TL outages. With increased power system network
size, such as the Polish 2383wp bus system, the influence of
TL outages on the system is not well visualized graphically.
Fig. 18a shows that TL 10 and TL 20 are the most endangered
TLs in the IEEE 30 bus system because the AC power flow
ratio of these TLs are higher than the threshold. Therefore, the
overall system has more chance of failure if an outage occurs
on these TLs. Furthermore, Fig. 18b shows the centrality based
bus importance index. Buseswith higher centralities aremore
prone to cause TL failures because these buses are associated
with those TLs that have high AC power flow, and load
power on these buses is more than for other buses. This con-
cept is similar to the node centrality concept in networks [21].
In Fig. 18b, we observe that Bus 1, Bus 2, Bus 3, Bus 4, and Bus
12 are the most critical buses in the IEEE 30 bus system. The
data center provides an optimized OPF solution to reduce AC
power flow on endangered TLs. The OPF solution also
reduces overloading on these buses. Fig. 19a shows the opti-
mized AC power flow ratio of all TLs after running the OPF
algorithm. The AC power flow on TLs 10 and 20 has been
reduced, such that the remaining TLs are no longer in danger.
Fig. 19b illustrates the reduction in the bus importance index
compared to Fig. 18b. The decrease in centrality values of the
endangered buses is observed. However, Fig. 19b shows the
increase in centrality values of Bus 6 and Bus 12. From Fig. 4,
we can observe from the one-line diagram of the IEEE 30 bus

system that bus 6 is themost central and critical bus in the net-
work. Therefore, the centrality value of Bus 6 will remain
high. Moreover, Bus 12 is directly connected to Bus 13 that is
directly linked with a 37 MW generator. Bus 12 is the only
connection between the 37 MW generator and the entire net-
work, such that when the transmission line between Bus 12
and Bus 13 is out, the network suddenly faces a power drop
of 37MW. Therefore, Bus 12 is the second most critical bus in
the system; and after the OPF solution it remains critical. The
aforementioned analysis and discussion plays a pivotal role
for maintaining stability, robustness, steady-state operation,
and reliability of the power system.

7.3 Data Center Revenue

Section 7.1 describes the results of the data center’s revenue
loss for providing ancillary services to the power system on
a priority basis. In the ASM, the data center is compensated
for this loss by the power system. Therefore, the data center
will be motivated to prioritize execution of the power sys-
tem’s jobs. According to Eqn. (10), the power system will
not only provide the cost, Li, for the ancillary services to the
data center, but will also provide incentive, Fi; to maintain a
minimum profit level for the data center. If the data center
provides ancillary services to the power system without any
delay, then the SLA (Eqn. (9)) will mutually benefit both the
data center and power system.

However, a problem arises when the data center is
unable to complete ancillary services in time. Fig. 20 depicts
the data center revenue curve, as illustrated in Eqn. (10). In
Fig. 20, 100 percent revenue means that the incentives, Fi,
provided by the power system, all become the profit of the
data center. Moreover, 0 percent revenue means that the
data center revenue loss for delaying its workload is recov-
ered, but no extra profit is earned. Furthermore, the graph

Fig. 18. IEEE 30 bus system status during emergency, when an outage occurs on N-k transmission lines.

Fig. 19. IEEE 30 bus system status after OPF solution provided by the data center.
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below 0 percent depicts when the data center incurs a net
loss in revenue by delaying cloud computing jobs to execute
power system jobs. Fig. 20 also illustrates the minimum fail-
ure rate (qi¼ 0.48) for a power system job that is bearable for
the data center. In Fig. 10, the LJF preempts 0.4 percent of
power system jobs during a month’s time that means eleven
power system jobs are preempted. However, SJF and SRTF
only preempt two power system jobs per month. Moreover,
from Fig. 15, we can observe that the makespan of data cen-
ter workload is only increased by 0.5 percent that is less
than 1 percent defined in the SLA (Eqn. (9)). Therefore, if
two or more power system jobs are delayed more than 48
percent as per minimum rate of failure, the data center will
lose revenue.

7.4 ASM Convergence

To understand the concept of ASM convergence, a specific
case of the Polish 2383wp bus system is considered. The
parameters of the system have certain limitations, as listed
in. Table 5. We arbitrarily selected 17 out of the 2896 TLs of
the Polish 2383wp bus system to incur an outage for a
period of ten minutes. The TLLs are increased to 656.2 MW.
The OPF algorithm reduces the power loss to 652.69 MW
and saves 3.517 MW of power. In response, the incentives

provided to the data center will be equivalent to the power
saved by reducing TLLs.

Fig. 21 shows a nonlinear curve between percentage
increase in data center power consumption and correspond-
ing percentage increase in data center cost, when power sys-
tem jobs are executed on the data center. The intersection
points C represents the percentage increase in data center
cost when SJF and SRTF job scheduling techniques are
used, while point D represents the percentage increase in
data center cost when LJF is used. The horizontal solid-line
defines the threshold amount that the power system will
offer to the data center for providing OPF solution and
reduction in power losses, as mentioned above. Therefore,
Point B represents the maximum increase in power con-
sumption (0.29 percent) of the data center that will be com-
pensated by the power system. If the increase in power
consumption is more than this threshold, the data center
will lose revenue. The discussion is only for the specific case
of 17 TLs out in the Polish 2383wp bus system. The thresh-
old defined by the horizontal solid-line is dependent on the
power system network size and number of TLs out. In the
Polish 2383wp bus system, if the number of TLs out is more
than 17, then the OPF algorithm will not provide a con-
verged solution. Therefore, we conclude that the region of
convergence for data center revenue, for this case only, will
have a threshold of approximately 0.29 percent increase in
power consumption of the data center. The data center’s
revenue will decrease whenever its power consumption
exceeds this threshold, as the power system will not be able
to provide enough compensation to the data center.

8 CONCLUSION AND FUTURE WORK

In this paper, we proposed an analytical model for a mutu-
ally beneficial relationship between a data center and its
power system. The model ensures data center revenue
maximization and power system stability and reliability
enhancement. Our model includes several factors, such as
Service Level Agreement (SLA), electricity price, data center
revenue model, Optimal Power Flow (OPF) solution for the
power system to reduce transmission line losses, and identi-
fication of endangered buses and transmission lines. The
simulations using a real-world data center’s workload and
IEEE standard bus systems validate the performance of the
Ancillary Services Model (ASM).

Fig. 20. Data center revenue curve due to the implementation of the pro-
posed service level agreement.

TABLE 5
Input Parameter Constraints for Model Convergence

at Peak-Load Hour (Only for Polish 2383wp Bus System
and the Case When 17 TLs Incur an Outage for Ten Minutes)

System
Model

Parameters Description Convergence
Constraints

Power
System

Maximum number of TL
outage that the power
system can sustain

17

Tolerance between
power injection
and power consumption

10-6

Background Load Limit 13.84 MW 	 10 kW

Max. Background Load (BL) 0 < BL � 2458.4MW

Maximum Power Loss (PL)
savings resulting from
the OPF data center
calculation for the case
of 17 TLs out

$0 < PL � $3880

Data
Center

Maximum Incentives given
to the data center (L þ F)

L þ F� PL

Fig. 21. Revenue convergence region for the data center. Point A depicts
the percentage cost saved by OPF to reduce TLLs for the case of 17 TLs
out. Point B depicts the maximum increase in power consumption of the
data center to not lose revenue. Point C depicts the increase in cost due
to SJF and SRTF. Point D depicts the increase in cost due to LJF.
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The proposed ASM will be further extended to multiple
data centers attached to the power system. Demand
response pricing scheme, such as time-of-use pricing will be
incorporated to develop cost reduction models and power
management algorithms for the data centers.
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