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Abstract—Large-scale data centers have been widely used for cloud services, and the stability of various cloud services has received
additional attention from users. Although service disruptions are not as catastrophic as they once were, their impact might be more
extensive than before. These outages may trigger the migration of virtual machines (VMs) located in the failure node. However, the
access time of each VM is random, unlike the accident time, which can be predicted. This means that traditional migration caused by
service interruptions may result in a large number of unwanted migrations, regardless of the user’s downtime experience. Migration
is an expensive process in terms of the resources needed as well as the degradation of application performance during migration.

A balance between the recovery time of the service (to minimize the migration resulting from a given placement) and the downtime
experience of the users (to minimize the impact of access interruptions) is needed. In this paper, we propose HMGOWM, a hybrid
decision-making mechanism for automating the migration of VMs. Our proposed mechanism extends the original VM migration
performance cost model, greatly reducing the downtime experience of the users. To achieve high performance and a good load
balance, a multi-objective monitoring system for both VMs and physical machine nodes and an adaptive VM migration-scheduling
scheme for the OpenStack cloud platform are proposed. Extensive experiment results indicate that the downtime experienced by
users can be efficiently reduced and that the implementation of HMGOWM outperforms the original scheduling of the OpenStack

cloud platform.

Index Terms—Analytic hierarchy process, cloud computing, live migration, virtualization

1 INTRODUCTION

1.1 Motivation
DATA centers have become the backbone of the modern
economy, from server rooms that power small to
medium-sized organizations, to server farms that support
major companies and corporations and hyper-scale enter-
prise data centers that provide cloud-computing services
hosted by companies such as Amazon, Facebook, and Goo-
gle [18]. These data centers rely on massive hardware infra-
structures and complex management tasks (e.g., a large
number of software upgrades) that can exhibit failures,
which, if not handled correctly, can lead to severe implica-
tions [11]. During past outages, failures often cascaded to
other healthy clusters, dependent services failed, manual
mistake-prone recovery code had to be quickly developed
during the outage, and users were frustrated and angry [2],
[9], [29]. In February of 2003, a number of websites became
unavailable after Amazon’s website hosting service went
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down unexpectedly, and it didn’t quite break the Internet,
but a 4-hour outage at Amazon’s AWS cloud computing
division caused headaches for hundreds of thousands of
websites across the United States [7]. Coincidentally, on
Thursday 11 August 2016, 21 percent of Google App Engine
applications hosted in the US-CENTRAL region experienced
error rates in excess of 10 percent and elevated latency
between 13:13 and 15:00 PDT [17]. The stability and user
satisfaction of cloud services have become an increasingly
significant standard of the total quality of service (QoS) of
current and future cloud platforms [28].

It is possible to dramatically reduce the probability of
cloud service disruption and the delay of service interruption
through the appropriate designs of VM migration strategies
for cloud platforms. Live migration is a extremely powerful
tool for cluster administrators, allowing separation of hard-
ware and software considerations, and consolidating clus-
tered hardware into a single coherent management domain.
If a physical machine needs to be removed from service an
administrator may migrate OS instances including the appli-
cation that they are running to alternative machine(s), freeing
the original machine for maintenance [6]. In these situations
the combination of virtualization and migration significantly
improves manageability. The majority of the studies of VM
migration fall into two categories. Some migration mecha-
nisms can effectively achieve multiple requirements, such
as energy consumption reduction or resource utilization
improvement [8]. Some optimized migration architectures
were helpful in reducing the migration time, especially the
VM downtime during migration [5], [31].

1939-1374 © 2018 |IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.


https://orcid.org/0000-0001-5026-0001
https://orcid.org/0000-0001-5026-0001
https://orcid.org/0000-0001-5026-0001
https://orcid.org/0000-0001-5026-0001
https://orcid.org/0000-0001-5026-0001
https://orcid.org/0000-0001-9081-8153
https://orcid.org/0000-0001-9081-8153
https://orcid.org/0000-0001-9081-8153
https://orcid.org/0000-0001-9081-8153
https://orcid.org/0000-0001-9081-8153
https://orcid.org/0000-0002-2635-7716
https://orcid.org/0000-0002-2635-7716
https://orcid.org/0000-0002-2635-7716
https://orcid.org/0000-0002-2635-7716
https://orcid.org/0000-0002-2635-7716
https://orcid.org/0000-0001-5224-4048
https://orcid.org/0000-0001-5224-4048
https://orcid.org/0000-0001-5224-4048
https://orcid.org/0000-0001-5224-4048
https://orcid.org/0000-0001-5224-4048
mailto:
mailto:
mailto:

1398

1.2 Related Work

In this section, we review three areas related to our study:
virtual machine deployment solution, live migration mecha-
nism research, and memory pre-replication optimization.

1.2.1  Placing Virtual Machine

Many researchers have shown that VM placement has
always been viewed as a bin-packing problem [36].
A common solution to this problem is the use of a local
preferential search method to find a feasible solution; the
advantage is a polynomial-time reduction, but only an
approximate solution can be obtained. In [39], the authors
proposed a system that automates the task of monitoring
and detects hot spots, determining a new mapping of physi-
cal to virtual resources and initiating the necessary migra-
tions. In [13], the authors proposed a resource manager for
homogeneous clusters which performs dynamic consolida-
tion based on constraint programming and takes migration
overhead into account. The use of constraint programming
allows Entropy to find mappings of tasks to nodes that
are better than those found by heuristics based on local opti-
mizations and that are frequently globally optimal in the
number of nodes. In [38], the authors proposed an automatic
performance tuning strategy to balance the workload in the
virtualized cluster system. The disadvantage of this strategy
was not considered the full use of computing resources and
the VMs were divided into multiple nodes on a balanced
basis and each node may exist idle resources. However,
along with the rapid development of hardware and network
technology in cloud platforms, various problems during the
execution of VMs were already unable to be solved by a
single resource placement method.

1.2.2 Deploying Live Migration Mechanism

As an important management method for data centers, live
migration allows a VM to migrate seamlessly between differ-
ent physical nodes. Thus, it is widely used for load balancing,
system tolerance, energy consumption management, and
other application scenarios [12], [34]. In [22], the authors
presented a scheduling strategy on load balancing of VM
resources based on genetic algorithm and addressed the prob-
lem of load imbalance and high migration cost by traditional
algorithms after scheduling. In [32], the authors contributed
an automatic and transparent mechanism for proactive FT
for arbitrary MPI applications. It leverages virtualization
techniques combined with health monitoring and load-based
migration. In [4], the authors presented a decentralized
architecture of the resource management system for Cloud
data centers and propose the development of the following
policies for continuous optimization of VM placement. In
[26], the authors presented a distributed snapshot capability
for virtual distributed environments, based on virtual net-
working system called VIOLIN [25]. However, these models
are only applied to cluster performance optimization in cloud
platform and different from service applications in cloud
platform, since there is no need to consider the VM usage
experience from users. In addition, these traditional migration
mechanisms not only neglect the service quality of VMs but
also easily results in additional problems such as excessive
network traffic.
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1.2.3  Optimizing Memory Pre-replication

The existing online migration technology primarily uses the
memory pre-replication method, and the foremost problem
is the large amount of memory data that must be transferred
throughout the migration, causing long delays. In [14], the
authors implemented and evaluated another strategy for
live VM migration called post-copy that defers the memory
transfer phase until after the VM’s CPU state has already
been transferred to the target and resumed there. In [23],
the authors presented a novel iterative pre-copy algorithm
designed for convergence instead of guaranteeing maxi-
mum downtime. In [30], the authors described the design
and implementation of a novel approach CR/TR-Motion
that adopts checkpointing/recovery and trace/replay tech-
nology to provide fast, transparent VM migration which
replaces the dirty page with the execution trace file in each
round. However, how to reduce the migration delay of VMs
while keeping the original platform migration mechanism
is still an unresolved issue.

1.3 Our Contributions

It is clear that virtual resource migration and management of
cloud platforms are critical research issues for the QoS of
cloud services. However, although there has been a signifi-
cant effort made by many researchers, the majority of the VM
scheduling and migration optimization algorithms do not
consider the downtime experience of users, especially during
migration. In contrast, we focus on the access habits of users
before and during migration and propose a hybrid decision
mechanism that can effectively reduce the downtime experi-
ence and enhance customer satisfaction. Our contributions in
this paper, as well as the organization of the paper, are sum-
marized as follows:

e We present a migration downtime comparison of
two VMs with workloads based on a VM migration
performance model [31].

e We improve the original autoregressive model (AR
(p)) and design a new order determination method
IF-test to predict the user behavior.

e We propose a user behavior prediction (UBP) model
that combines real-time performance monitoring
data and the improved autoregressive model to
choice the migrated VM.

e We propose a multi-objective monitoring system on
the OpenStack cloud platform [15] to collect the
performance data of both VMs and physical nodes”.

e By introducing the analytic hierarchy process (AHP)
[10], we create a hybrid multi-goal optimization
weight method (HMGOWM), which combines user
behavior prediction and a hybrid decision mecha-
nism to effectively reduce the downtime experience
of users and balance the load of the PM nodes.

To the best of our knowledge, this is the first paper that
analytically and comprehensively studies the downtime
experience of users during VM migration on cloud platforms.
The remainder of this paper is organized as follows: Section 2
discusses related works, while some theoretical background
of migration and AHP are introduced in Section 3. Section 4
presents the optimized migration performance cost model,
and Section 5 introduces our hybrid decision mechanism.
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Fig. 1. The process of the pre-copying.

The evaluation of performance of our architecture is pre-
sented in Section 6. Finally, the paper is concluded in Section 7
with a preview of future planned work.

2 THEORETICAL BACKGROUND

2.1 Memory Pre-copying Approach

Pre-copying [6], [33] is the main implementation of a VM
live migration. This method was originally used to migrate
the process’s address space [37] and is now widely used for
physical memory data transmission during live migration [3].
As shown in Fig. 1, to reduce the downtime of migration, the
pre-copying phase begins when the VMs are still executing at
the source nodes. The source node sends the entire memory
image to the destination node, and a portion of the memory
pages will be modified during this process; these pages will
be transferred in next round. The transferred memory pages
of each round are the modified portion of the previous round
(i.e., the transmission memory page in round n is the modified
page in round n — 1) until the number of modified memory
pages is relatively small or the cycle number reaches a certain
threshold.

2.2 Migration Performance Model

Live migration performance modeling involves several
factors, including the VM memory size, workload character-
istics (denoting the memory-dirtying rate), network trans-
mission rate and migration algorithm. The largest challenge
is correctly characterizing the memory access pattern on
each excuting workload. In [31], the authors proposed a
migration performance model that predicts the cost before
the migration and provides decision support to the VM
selection algorithm.

Live migration achieves negligible application downtime
by iteratively pre-copying the pages dirtied during the pre-
vious round of transmission. Assuming the pre-copying
algorithm proceeds in n rounds and denoting the data
volume transmitted at each round as V;(0 <i < n) and the
elapsed time at each transferring round as 7;(0 < i < n), 1} is
equivalent to the VM memory size V,,,c,,. The data transmitted
in round ¢ can be calculated as follows:

v
Vi = mem
' { -Dp : Ti*l

i =0;

0<i<n. @)
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Considering the situation where the memory-dirtying
rate is smaller than the memory-transmission speed on
average, the authors defined the variable X to represent the
ratio of the memory-dirtying rate D, and the memory trans-
mission rate R

)\:%. (2)

Then, the total migration latency is

— Z:?:U ‘/l _ Vmem 1- )\H'l

Tmig - R R 1—\ (3)

Because 7},, is the migration duration that has a negative
effect on the performance of executing applications, it is a
key performance metric for the migration decision.

2.3 Analytic Hierarchy Process

The AHP is one of the most popular multi-criteria decision-
making (MCDM) methods [35]. To the best of our knowledge,
itis the only MCDM method that organizes the critical aspects
of a problem into a hierarchical structure and simplifies the
decision process. It is the only method that is able to measure
the consistency of the decision makers’ judgments. Addition-
ally, decision makers often prefer to make a decision based on
a pairwise comparison that allows them to be more actively
involved in the decision-making process.

3 MIGRATION PERFORMANCE COST MODEL

For a given VM, the memory image size allocated by the
compute nodes and the memory transmission rate among
nodes is fixed. Consequently, the iterative pre-copying
would converge faster if A is smaller. We therefore refer to A
as the convergence coefficient of live VM migration. Addi-
tionally, we can conclude that a VM with a smaller memory
image and value of A will help to reduce both network
transmission overhead and downtime when migrating. In a
cloud environment, in order to maintain the physical
machine (PM) nodes running in a relatively stable environ-
ment and avoid higher failure rate, the resource of the PM
nodes has its own stability threshold which is the upper
limit of stable utilization of resource. If some nodes exceed
the established threshold, the platform must perform some
appropriate VM migration scheduling and selects VMs with
relatively small migration times to migrate. Combined with
the migration performance cost model, we define the
variable y as the total migration latency ratio of two VMs

y= Tmz’g] _ V;neml . (]- - A?+l) ) (1 - AQ) (4)
TmigZ ‘/memQ (1 - )\;+1) . (1 — )\1) '

Ultimately, the value of y is determined by two factors, the
memory image ratio and the fraction of variable A. As
mentioned above, the memory image ratio is fixed and does
not change over time. To study the fraction of A, we build a
real migration environment based on the open source Open-
Stack cloud platform. We choose KVM [27] as the hypervisor
and measure the value of A with different VM configurations
and different workloads.

We conduct experiments on 4 enterprise-class PMs with
two quad-core Intel Xeon E5420 2.40 GHz processors, 12 GB
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Fig. 2. Writeable working set measurement for different workloads in a
VM with 1 GB RAM.

memory, one 500 GB SATA hard disk, and two 1 Gbit Ether-
net interfaces. The host machines were executing Ubuntu
14.04.3 distribution and the release of OpenStack is Kilo.
The VMs were also executing Ubuntu 14.04.3 with the Linux
2.6.20 kernel. In order to simplify the problem, all VMs were
configured with two VCPUs and 1 GB RAM. The experi-
ments use four workloads, representative of typical individ-
ual applications in the current cloud platform.

(1)  SPECjbb2005 [19]: This is a SPEC benchmark for
evaluating the performance of server-side Java.
SPECjbb2005 provides a new enhanced workload,
implemented in a more object-oriented manner to
reflect how real-world applications are designed and
introduces new features such as XML processing and
big decimal computations to allow the benchmark to
be a more realistic reflection of current applications.

(2)  Ubuntu idle: This is an idle Ubuntu OS for daily use.
This workload is used for comparison.

(3) TPC-C [21]: This is an on-line transaction processing
benchmark that simulates a complete computing
environment where a population of users executes
transactions against a database.

(4) SPECweb2005 [20]: This is a next-generation SPEC
benchmark for evaluating the performance of World
Wide Web servers and includes many sophisticated
and state-of-the-art enhancements to meet the modern
demands of Web users. We use one client machine
with 800 concurrent connections to generate the load
for the web server.

The shadow page table [27] of KVM allows us to track the
pages to be dirtied within any time window. We initiate
different applications in one VM and review the dirty
bitmap every 50 ms. Without cleaning the dirty bitmap, we
observe the writable working set over a relatively long time
window (60s). The number of dirty pages generated by
different workloads is shown in Fig. 2.

The slope of the line that joins the origin and the point on
each curve represents the memory-dirtying rate. Most
applications displayed a higher memory-dirtying rate at the
beginning of the measurement, and as the observation time
increases, the dirtying rate drops in all applications. This
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implies that we can measure the writable working set
(WWS) [6] when a curve slope at a particular point does not
change. The majority of the dirty pages of the on-line trans-
action processing (OLTP) benchmark are generated by
allocating new memory pages for upcoming connections,
and only a few pages are repetitively updated. As SPECjbb
is a CPU-and-memory-intensive workload with a quite
large WWS value and a high memory-dirtying rate, it easily
leads to migration failure when executing in VMs. To to
avoid long migration latency, this type of VM should be
removed from the candidates of migrated VMs.

Fig. 3 shows both latency and downtime of migration
under different workloads. To avoid VM migration failure
caused by the benchmarking tool SPECjbb2005, we manually
set the tool to be closed during migration. SPECjbb2005 and
SPECWeb2005 exhibit much longer migration downtime than
the other workloads because of their high memory-dirtying
rate. In general, both latency and downtime of migration
under different workloads show enormous differences based
on the different configurations of VMs and the load character-
istics of the platforms.

Usually, in order to reduce the cloud service disruption
probability, the cloud platform choose some VMs to migrate
to a safer location in the presence of (in anticipation of) a
region failure or degradation. Whatever the migration cause,
the VMs that have smaller (i.e., the memory-dirtying rate is
smaller than the memory-transmission rate on average) are
good candidates for migration in most case. In fact, after
excluding those VMs whose A are too large, the migration
overhead (i.e., the generation velocity of memory dirty pages)
is almost the same as when the value of A is less than 1. For
most ordinary users, the A of two migrated VMs is approxi-
mately equal to the memory image ratio, and the the value of
Vinem is determined by the users’ requirements when tenants
apply for VMs.

However, when the VM is triggered to migrate, the ten-
ants are temporarily unable to operate the VM that still exe-
cutes on the source node with no new operation request
from the tenant. Therefore, for the tenants, the downtime of
migration is the VM total migration time. Thus, the original
migration performance (OMP) model did not consider the
downtime experience of users. Customer satisfaction acts as
the primary motivation for constructing our mechanism,
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the HMGOWM, a hybrid decision mechanism for automat-
ing migration.

4 USER AcCESS TIME SPAN ANALYSIS

From the above analysis, we found that the access toa VM can
be interrupted by the VM migration. Just like the network
user session behavior, the entire VM access process can also
be divided into three parts, access logion, access logout and
access session. The VM access is the most basic tenant behav-
ior and it is meaningful for VM sales customization, resources
management and platform maintenance. Additionally, the
VM access quality can directly affects the tenant’s user experi-
ence. However, existing VM migration schemes do not seem
to take this factor into account. In most cloud platforms, server
failures are affected by various factors, so they occur
randomly and resulting in large-scale nonselective VM migra-
tions. In this section, we analyse the tenant access session
behavior and cloud platform failure period, and try to find
the relationship in detail by describing the users’ downtime
experience during migration.

In order to analysis the tenant access session behavior, we
parse a total of 1000 VMs access processes in the Aliyun
platform in December 2016. We split the time of one day into
288 time spans, then calculate the number of access logion
and access logout in each time span. The number of access
session in four weeks has been averaged statistically, and we
get the distribution diagram of access number of VM logion
and logout. The distribution diagram is shown in Fig. 4.

Fig. 5 draws the number of online access session of one
week on five-minutes basis. It can be seen from Figs. 4 and 5
that the distributions of access session number in working

1401
Allowed
Overlap region
overap region Access period
Migration Migration Migration Migration Migration
period period period period period
] !

BN I

Fig. 6. The relationship between access-period and migration-period
of VM.

days are similar and it is quite conceivable that the access
period and logion-logout time are periodic fluctuated. Mean-
while, we also collect some global server failures in 2016, from
various cloud platforms such as Google cloud platform,
AWS, Microsoft Azure, Aliyun and so on. The results show
that server failures almost always lead to large-scale random
VM migrations but the occurrence time and duration of these
failures are randomness. However, the VMs which are being
accessed or are going to be accessed do not seem to have been
treated differently during migration. Excessive overlaps
between the migration-period and access-period of VMs
must lead to declines in the user experience. Hence, it is
important to reduce the period conflict between VM access
and migration. After the platform failure happen, some VMs
need to migrate to the alternate server. In the process of
migration, tenants may access or are going to access these
VM, the relationship between access-period and migration-
period is shown in Fig. 6.

From the above drawing, there are mainly three types of
relationships between access-period and migration-period,
no overlap region, allowed overlap region and disallowed
overlap region. No overlap region, as the name suggests,
has no overlapping part between access-period and migra-
tion-period. That means the service which is deployed on
the VMs and provided by the VMs would not be
interrupted by the VM migration. Based on these two fac-
tors, if no overlap region, the cloud platform can migrate
VMs without affecting the access session of users, so the
user experience will not be influenced by the migration.
The two other relationships, both have overlap areas
between two periods, and the difference is the overlapping
area range. In the allowed overlap region, only few overlap
areas and the region upper limit has been determined by
the tolerance of users’ downtime experience. For disal-
lowed overlap region, the migration period is completely
included in the access region. That means users are bound
to experience the whole migration process which causes a
longer downtime experience during access session. So we
need to reduce the probability of this situation or even
avoid the disallowed overlap region. To improve the user
access experience during migration, the HMGOWM needs
to predict the time of both access login and logout, and
calculates the whole migration time based on Eq. (3).
Further more, different overlap regions is match with
different migration weights which help to determine the
ultimate migrated VM and reduce the coincident factor
between migration-period and access-period. For that, the
time of login and logout of access region must be predicted
to calculate the coincident factor between two periods with
different migration weights.
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5 HyYBRID DECISION MECHANISM

To solve the problems discussed previously, we have
carefully designed the HMGOWM. The main goal of our
proposed mechanism is to reduce the downtime experience
of users during VM migration by predicting the user access
habits while simplifying the VM migration schedule model.
To to accomplish this goal, there are several steps:

e Design a multi-objective monitoring system on cloud
platforms that monitors and collects resources from
both PM nodes and VMs.

e DPredict the user behavior (VM access period and
memory utilization during migration ) based on our
improved order determination method IF-test.

e Implement a VM migration mechanism based on

AHP.
5.1 Multi-objective Monitoring System on Cloud
Platforms
5.1.1  Cluster Monitoring

There are common methods to monitor and collect various
resource data from the PM nodes. One method is to use the
Linux command line to query the usage data and record of
resources, and the other method is to read the content of the
/proc file directly. For the firs method, we should view the
resource state by executing the Linux Shell command and
analyze the returned information to obtain the required
performance data. However, this requires the user to be famil-
iar with how to deconstruct the returned information and
retrieve useful data, and the administrator must be well
acquainted with the feedback information structure returned
by common Linux commands. At the same time, it takes an
excessive amount of time to obtain the performance data of
each PM node, and the system load of the frequent instruction
input cannot be overlooked.

[proc is a pseudo filesystem where users and applications
can access the relevant execution state information through
various sub-files or sub-directories under the /proc directory
and can change some parameters in the Linux kernel. It is
different from traditional files that are stored on a disk
because Linux stores /proc files in memory to record relative
parameters produced during execution of the running
process. It is more efficient to obtain the monitoring data by
reading the content of the /proc files, so we use this method
to collect the status information from the PM nodes.

5.1.2 Virtual Resources Monitoring

To collect data from the VMs, we use the open source project
Collectd, a daemon that collects system and application
performance metrics periodically and provides mechanisms
to store the values in a variety of manners [24]. It gathers
metrics from various sources such as the operating system,
applications, log files and external devices, and stores this
information or makes it available over the network. These
statistics can be used for system monitoring, finding the
performance bottlenecks (i.e., performance analysis) and
predicting the system load (i.e., capacity planning). It is
written in the C programming language for performance
and portability, allowing it to execute on systems without a
scripting language or cron daemon, such as embedded
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systems. It also includes optimizations and features to
handle hundreds of thousands of metrics. The daemon
provides over 100 plugins that range from standard cases to
very specialized and advanced topics. It provides powerful
networking features and is extensible in numerous ways.
The monitoring data flow of the resource status of cloud
platforms is shown in Fig. 7.

The detailed steps are not described within the scope of
this paper. The virtualization tool libvirt is deployed on the
PM operating systems, so it reduces the effect of the perfor-
mance of the monitoring system. To some extent, it also
enhances the user experience on the VMs.

The master node collects the configuration information of
both the VMs and the servers from the resource allocation
manager. It then provides the feedback information to the
Nova component (a cloud computing fabric controller in the
OpenStack cloud platform that supporting a wide variety of
computer technologies including libvirt, Hyper-V, VMware,
XenServer and OpenStack Ironic [16]) that are under the same
control node. The collected information from the VMs and the
PM nodes pass the VM scheduler and are stored in the
information pool that consists of a series of resource message
queues. In this paper, we primarily monitor three utilization
indicators: the CPU, the memory and the disk. Each server
corresponds to three queues that are used to save the utiliza-
tion of the CPU, memory and disk on the PMs. To save mem-
ory space, only the latest status information in the scheduling
queues is useful.

5.2 User Behavior Prediction

After analyzing the VM access period and VM’s memory
usage under different workloads, we find that if the mem-
ory utilization and the access frequency is very high within
a specific period of time T, the probability that the memory
usage and the access period remains the same or increases
in the next period T is higher. As a result, to some extent,
the memory change and the VM access probability during
period T can be predicted by the change in the memory
usage and the access period in the previous cycle. Therefore,
we introduce the autoregressive prediction model AR(p) [1]
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to predict the user behavior (memory usage and access
probability) during migration. In order to avoid repetitive
description, we use memory prediction to expound the
optimized prediction model.

We receive a set of discrete memory values by monitoring,
and use these data to match the autoregressive model AR(p).
The memory value m; on time ¢ is obtained through the linear
combination of memory values m;_1,m;_2, ..., m:—, and the
white noise of time . Therefore, the memory prediction value
of period tis as follows:

my = Yymy—1 + Yoo + -+ Yy, + &
t=0,41,42,....

(5)

We assume that the time series parameters are certain
and consider the parameter estimation. According to the
least square estimation method of the linear model, the sys-
tem of linear equations can be converted into the following
three vectors:

Mpt1

m
p+2
Y = b

m7L

mp mp71 . o my
mp+1 mp e mso

Mp—1 Mp—2 Mp—p
£p+1

£p+2

&
Therefore, we can rewrite the above equation as Y =

X+ &, so the linear least squares estimation of i can be
expressed as follows:

U= (X'X)'X'Y. (6)

In the cloud environment, because the memory monitoring
data sample is larger, we introduce the F-test order method to
determine the order. We use the observation data of sample
length N to fit the AR(p) model and find the residual sum of
squares is RSS = S(p). Therefore, the simplest way to deter-
mine the order is to establish a series of AR(p) models with
p=1,2,... and find the residual function S(p). Assuming S
is the residual sum of squares of the one-dimensional AR(p)
and S is the residual sum of squares of the one-dimensional
AR(p + 1), the statistic s as follows:

_S0—51,
S[)

where the statistic follows the F(1, (N — p)) distribution.
Under the given significant level & we can check the
F-distribution table to obtain the critical value of /¢. When the
F-test is not significant, such as ' < F, the order is assumed
to be applicable. Otherwise, the order of the AR(p) model is

F (N —p), (7
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TABLE 1
The Memory Prediction Modeling of VMs
During the Migration

AR(p) The order of model RSS F Fynp
Vi Yy Y Yy U Y
AR(1) 1.03 - - - - - 455 - -
AR(2) 196 -095 - - - - 112 82 426
AR@) 220 -1.65 031 - - - 105 19 425
ARM4) 233 -1.52 046 -005 - - 91 65 4.24
AR(5) 198 -126 -0.06 043 -027 - 73 26 4.32
AR(6) 1.06 -1.28 -0.08 0.13 029 -045 69 1.7 433

not applicable and must be increased. To determine the order,
we generally increase the order gradually from the AR(1)
model, using cyclic examination until it is accepted.

However, the sample randomness easily leads to another
case where the appropriate model is AR(p*), but the obtained
model is (p* —2). This is because although the difference
between AR(p*) and AR(p" — 1) is very significant, the differ-
ence between AR(p* —1) and AR(p* —2) is probably not
noticeable because of the sample randomness.

Referring to the scenario mentioned above, we design an
improved order determination method IF-test that adjusts
the first inspection from AR(1) to AR(py), and the first
inspection does not determine the appropriate order p* but
judges the direction of p*. Similarly, under the given signifi-
cance level of ¢, by checking the distribution table of F', we
can obtain the critical value of F¢. In the case of I > Fy, the
appropriate order should be higher than p,, and the order
can be determined by a traditional method. When F' < F,
the order is less than or equal to py, and the order is deter-
mined by the successive descending order, i.e., first fitting
the AR(p — 1) model and then testing AR(p) and AR(p — 1)
for the existence of significant differences. The test statistic
of the IF-test is as follows:

RSS(p—1)— RSS(p))(N —p+1)

,
"= RSS(p) ’

®

where the statistic follows the F”(1, (N — p + 1)) distribution.

We can also check the distribution table of F” to obtain
the critical value F} under the given significance level of &.
When F' > F;, the AR(P) model is considered to be
suitable. Otherwise, the model is inappropriate. Fitting the
model AR(py —2) and testing AR(py — 1) and AR(py — 2),
we can eventually determine the correct order.

To test the superiority of the IF-test, we prepare PMs with
the same resource configuration. Depending on the resource
type, we divide the VMs into three categories: the CPU
usage, the memory usage and the disk usage. We select 30
consecutive memory monitoring data points from each VM
to fit the AR(p) model. Under the given significant &, inte-
grating three types of modeling data, the modeling process
is shown in Table 1.

Based on the above information and compared to the
actual values, the traditional homogeneity of the F-test vari-
ance determines that the order is 2. The maximum errors in
the three types of VMs are 8.78, 8.81 and 8.88 percent, and
the residual sums of squares are 112.08, 115.9 and 113.9.
However, in the improved homogeneity of the variance
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method IF-test, the order is 6. The maximum errors are 5.69,
5.36 and 5.49 percent, and the residual sums of squares of
the F-test are 68.56, 70.78 and 69.69.

In respect of access period prediction, we also receive a
set of access session data by monitoring and select 30 conse-
cutive access session data from three types of VMs to fit the
AR(p) model. Under the given significant &, integrating
three types of session time data: login time, logout time and
online access time. Compared to the actual values of access
session, the traditional homogeneity of the F-test variance
determines that the order is 3. The maximum errors in the
three types of access data are 7.28, 7.31 and 8.26 percent,
and the residual sums of squares are 92.01, 104.7 and 101.86.
Obviously, the order which is calculated by using the
improved homogeneity of the variance method IF-test is
different from the traditional variance, is 5. The maximum
errors are 4.61, 4.76 and 5.67 percent , and the residual sums
of squares of the F-test are 62.54, 64.86 and 75.21.

We conclude that for memory usage prediction, the
AR(6) model is better than the AR(2) model and for the
user access session prediction, the AR(5) is a better
choice. The various types of comparison data are shown
in Fig. 8.

5.3 User Behavior Prediction Model

After determining the order, we combine the migration
performance cost model, the relationship between two peri-
ods with the improved order determination method IF-test,
and propose a user behaviour prediction model model.

In terms of memory prediction during migration, the
initial forecast period is sampled as ‘¢z, and the initial
prediction frequency is sampled as % The parameter R
denotes the memory transfer speed during migration
and M denotes the monitoring frequency of the memory
utilization. Therefore, the UBP should contain two aspects,
the migration latency 7;,,,, and the prediction value of mem-
ory usage. We use M,,.,, to denote the average value of the
memory prediction during migration and the index is
dynamic. The model can be expressed as the following:

Ty/nlg (Tnnga Mme’m) (9)
and
N
., m
Mmem = %a (10)
R-M
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The parameter ¢, denotes the initial prediction point
when the migration begins, and the parameter N denotes
the cutoff point that is determined by the prediction
frequency ‘;g?j{}. When users apply VMs, the size of V., is
determined by the users’ requirements.

On the other hand, as we know, the user experience during
migration decreases as the coincidence rate increases between
the VM migration period and access period. In other words,
the quality of user experience during migration, to some
extent, it is equal to the VM migration probability during
access period. The access period can be determined by the
time of VM login and logout. After determining the order for
user access session prediction, we use U, to represent the
coincidence rate of migration period and access period based
on the above content:

VM VM

Ua = (Pmiga Pacc)v (11)

where P,,;, denotes the migration period which is calculated
by Eq. (3) and P,.. denotes the predicted access period.

Compared to the OMP model, the proposed model is
based on user behaviour (memory and VM access period)
monitoring and prediction and has some advantages. First,
the integration of real-time monitoring data provides more
diversified and real-time prediction results. Second, the
memory change rate to some extent reflects the generation
rate of the dirty pages and the memory monitoring data
also reflects the operating frequency of the guest OS. The
access period prediction also can directly reflects the user
behavior of VM access. The relationships between these
three variables are directly proportional.

5.4 The Choice of the Source VMs
Next, we use the UBP model to determine the choice of
migrated VMs. When specific resource indicators on the
PMs exceed the threshold and affect the VM service quality
located in these PMs, we must choose some VMs to migrate.
This paper discusses only the case where a single service
resource exceeds the threshold of the PMs. Combined with
the analytic hierarchy process [18], we first establish an
index evaluation system for the PMs. The hierarchical chart
of the PMs is shown in Fig. 9.

Parameters 7, U, and M,,.,, were previously defined.
Parameter T represents an initial value whose type is the
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resource that exceeds the threshold on one PM. When the
evaluation system is established and is different from the
traditional AR(p) method, the weighting from criterion
layer to destination layer can be expressed as follows:

PS Cip Ci3 Cu
Cor 1 Oy Cy

12
Cy C 1 Csy |’ (12
Cy Cp Cy 1

where C_ij denotes the weight comparison of different
elements in criterion layer and PS denotes the physical
service in destination layer.

Different from the traditional artificial graded, HMGOWM
uses the prediction value of both the memory usage and the
access session period during VM migration to construct the
judgment matrix. For the index layer, we combine the related
influence parameters with the criterion layer and the index
layer to generate the following four comparison matrixes

Tjnig ‘/12 e ‘/ln M _mem ‘/12 ‘/ln
V:Zl 1 e V:Zn V:Zl 1 ‘/Zn
‘/nl ‘/n‘z o 1 anl ‘/;LQ T 1
Uua Vl? e Vln T_s ‘/12 Vln
V:Zl 1 e ‘/QTL ‘/21 1 T ‘/an
: . . |and| . . A P € 5:))
Vir Ve - 1 Viio Va2 -+ 1

where V;; denotes the weight ratio of each VM on the index
layer.

According to the analytic hierarchy process, the final
weight comparison is the sets of weight that consists of
five comparison matrixes which four are the VM com-
parisons based on the each parameter (T_mig, U_a,
M mem and T s) in criterion layer and one is the
criterion comparison based on the physical server in des-
tination layer.

This new weight comparison above is used to replace the
decision made by evaluators to reduce the artificial instabil-
ity factor. Then, based on the judgment matrix, we calculate
the weight value of each VM on unstable PMs that exceed
the established threshold. Finally, based on the weight
sequencing, the VM with the smallest weight is selected as
the source VM to migrate.

5.5 The Choice of Destination Computing Node
Next, we need to choose the destination-computing node.
When VMs must be migrated, the monitoring system col-
lects the average usage M; of the PMs’ resources used by
these VMs while they are executing. The vector M; also rep-
resents the estimated value of these migrated VMs for
resource use on the destination node, as follows:

M, = (Cy, My, Dy), (14)

where C, M, and D, denote the average usage values of the
CPU utilization, memory usage and disk usage of the source
VMs, respectively.
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Fig. 10. The process of the decision mechanism.

The monitoring system also collects the current perfor-
mance monitoring data for all PMs. We denote these data as
the vector M,, as follows:

M, = (Cy, My, D), (15)

where C, denotes the CPU utilization of the PM,, M,
denotes the memory usage of the PM, and D, denotes the
disk usage of the PM.

Meanwhile, the destination nodes must satisfy a premise.
After migration, the migrated VMs cannot affect other VMs
that are providing normal services, i.e., the requirement to
meet the following condition:

M, + M, < My, (16)

where M, denotes the threshold of each resource on the
destination nodes.

After the destination-computing node is preliminarily
screened, we must choose the optimal of the remaining
servers. When the VM is established, the users record the
weight ratio of each resource in the quota. Therefore, we
obtain the weight vectors of the following three types of
resources:

C W,
V=|M|=|Wy, a7
D Wa

Combining (13) with (14) and (15), we calculate each
resource using the information from the remaining compute
nodes. The result for the collection is @ = VM,,. The destina-
tion node has the minimum « among the remaining com-
puting nodes. The surplus quantity of various resources is
the most suitable for source VMs. In order to reduce
resource consumption on server and maintain the accurate
prediction for user behaviour, we set the interval of gather-
ing informantion is one week. Furthermore, the real-time
matrix and vector are updated in this period to ensure the
real-time migration performance. The entire HMGOWM
process is shown in Fig. 10.
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6 EXPERIMENTS AND EVALUATIONS

We validate the advantages of the proposed HMGOWM in
two experimental settings: 1) user experience experiments
in which we are primarily concerned with the access proba-
bility of the migrated VM during migration and 2) platform
experiments where, for a given set of VMs, we are con-
cerned with the contrast between the traditional VM sched-
uling of OpenStack and the proposed mechanism.

6.1 Experiment Setup

In this paper, we consider only the least amount of traffic in
the overall environment. In the OpenStack cloud platform,
the proposed monitoring system and the dynamic schedul-
ing method should be deployed in the same physical envi-
ronment. We choose one control node and 20 computing
nodes to structure the entire cloud environment. Every 10
nodes can constitute a Region in the OpenStack platform.
Specifically, each PM is equipped with 2 quad-core Intel
Xeon E5420 2.40 GHz processors, 12 GB memory, 500 GB
network file system (NFS) storage, and three 1 Gbps
Ethernet interfaces used for the NFS storage traffic and VM
applications. All the PMs are connected through a 1 Gbps
network switch. The PMs are executing on Ubuntu 12.04.2
distribution and the Linux 2.6.20-KVM kernel. The VMs are
executing on Ubuntu 12.04.2 with the Linux 2.6.20 kernel.
All the VMs can be accessed through NFS storage and the
topology of network as shown in the Fig. 11.

6.2 User Experience Experiments
6.2.1 Performance Results Overview

In this section, we evaluate the migration probability of
different workloads based on the UBP model and compare
the results with the original migration performance model.
The results of the comparative analyses are presented in
Fig. 12. During the experiment, the variation trend of
migration probabilities under different workloads is same
as the trend of the number of dirty page under these work-
loads in OMP model (A VM with a large number of dirty
pages may cause higher migration probabilities). This is
because for different workloads, the migration probability
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is approximately A in the OMP model. However, with the
introduction of user behavior in the UBP model, the choice
of migrated VMs does not only consider the change rate of
the memory dirty pages, but the user experience during
migration. The result also shows that in OMP model,
the migration probability of VM increases with the number
of dirty pages of memory. However, the migration proba-
bility in UBP shows a irregular variation with different
applications. That means the memory dirty page is not the
only determining factor for migration probability, and
HMGOWM were not effected by the region partition on
the OpenStack cloud platform.

6.2.2 Detailed Results

1) The Average Migration Probability with a Different VM
Memory Size in Each Cluster: In this experiment, the
workload is SPECWeb2005, and each VM is equipped
with two VCPUs and a 100GB disk, but the memory
size in this group of VMs is incremental. From Fig. 13,
itis seen that during the memory increasing process of
the VMs, the change of the OMP model is regular and
UBP model is irregular. This is because in the case of
equal ), the total migration latency in the OMP model
increases linearly with the increase of the VM mem-
ory. In the UBP model, it must consider not only
the size of the memory but also the memory change
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rate in real-time. Therefore the migration probability is
increasingly irregular.
2)  The Average Migration Probability with Different VM
Access Rates in Each Cluster: For the same operation
of the VMs with two VCPUs, 2 GB memory and a
100 GB disk, we vary the access rate of the VMs to
evaluate the migration probability. The average
migration probability for different VM access rates is
shown in Fig. 14. In UBP, the migration probability
of a certain VM decreases slowly with the increase of
the access rate of the VMs. However, it appears that
the OMP model does not consider the access habits
of the users (i.e.,, the memory change rate in real-
time), and with the increase in the access rate of the
VMs, the migration probability may not decrease.
During UBP implementation, the weight comparison
of the migrated VMs includes not only the memory
size but also the average valuation of the memory
prediction and a valid resource value hat, as defined
in Fig. 6. Therefore, the OMP model easily leads to
large-scale service outages during VM migration.
From detailed results we can see clearly that both the
number of computing node and region partition in plat-
forms have no impact on the migration probability of VMs.
According to the official documents of OpenStack, large-
scale deployment supports the multi-region characteristic
to provide a better control of computing nodes. Therefore,
we believe that HMGOWM can be further implement in a
large-scale environment in practice.

6.3 Platform Experiments
6.3.1 Scene Simulation

To give a detailed analysis about the VM migration process
on the OpenStack platform and simulate different demands
from different tenants on real cloud services, we use one
control node and three computing nodes to strcture a small-
scale cloud platform. We apply three types of VMs that
focus on different resources. The configuration of the CPU-
type is dual-core, 2 GB memory and 50 GB disk storage; the
configuration of the memory-type is single-core, 4 GB mem-
ory and 50 GB storage, and the configuration of the disk-
type is single-core, 2 GB memory and 100 GB of disk stor-
age. We create three VMs for each type and order is the
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TABLE 2
Pairwise Comparison Matrix in AHP Method

S. CPU Memory Disk Priorities
CPU utilization 1 2 4 0.5714
Memory Usage 1/2 1 2 0.2857
Disk capacity 1/4 1/2 1 0.1429
S CPU Memory Disk Priorities
CPU utilization 1 1/2 2 0.2857
Memory Usage 2 1 4 0.5714
Disk capacity 1/2 1/4 1 0.1429
Sy CPU Memory Disk Priorities
CPU utilization 1 1/2 1/4 0.1429
Memory Usage 2 1 1/2 0.2857
Disk capacity 4 2 1 0.5714

CPU type first, the memory type second and the disk type
third, for a total of nine VMs in three rounds. Based on the
different types of VMs, we artificially establish the resource
weight of three VM types when they are created and obtain
three types of a judgment matrix, as follows:

1 2 4
S,=11/2 1 2|,
1/4 1/2 1
1 1/2 2 1 1/2 1/4
Sp=12 1 4landS;=1[2 1 1/2
1/4 1/2 1 4 2 1

The eigenvector of judgment matrix after normalization is
the weight vector of the evaluation unit and the weights of
three types of VMs are presented in Table 2.

6.3.2 Migration Procedure Analysis

Before migration, one CPU-type VM and two memory-type
VMs were deployed on computel, one memory-type VM
and two disk-type VMs were deployed on compute2, and the
remaining three VMs were located on compute3. From the
perspective of the default scheduling scheme on OpenStack,
the full efficiency of resource utilization is not ideal on a cloud
platform. The residual amount of memory on computel was
very limited, and the PM node compute3 under the same
configuration reserved 50 percent of the memory. From
the perspective of load balancing of the CPU, the results of
the native scheduling program were not very desirable.

After a period of operation on the platform, the deploy-
ment of the VMs tends to change, and the memory resource
of computel exceeds the threshold (we established the
resource threshold at 80 percent) resulting in the first migra-
tion of a memory-type VM to compute3. However, after this
migration, the platform becomes more unreasonable than
before. Compute3 with a heavy load soon migrates a VM.
The second migration is also caused by the memory
resource and leads to a disk-type VM migration from com-
pute3 to computel. The entire process of change for the
three types of resource utilization rates on the PM nodes is
shown in Fig. 15.

It can be seen from Fig. 15a that both computel and com-
pute3 always exceeded the threshold. After two migrations,
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various resources drop below the threshold, and the mem-
ory utilization of each node remains at a medium level.
Thus, it can be seen that the memory limit of migration poli-
cies can effectively arrange the memory distribution of the
cluster. In addition, during the migration, there is no recur-
rence of the memory exceeding the threshold. For compute2,
there is no memory change, and no migration occurred on
this node. Therefore, in the entire process of dynamic man-
agement, the other VMs are not affected by migration.

Fig. 15b shows the change rate of the CPU utilization of
the three nodes during migration. We observe that the CPU
utilization increases markedly both times in the migration
on computel and compute3, but does not exceed the thresh-
old value (we also established the resources threshold at
80 percent). The CPU utilization of compute2 with no mig-
ration task remains unaffected. Meanwhile, Fig. 15¢ shows
the change rate of the disk utilization of each node. We
observe that OpenStack remained relatively stable in disk
resources and was also less affected by migration.

We compare three types of resource utilization with the
native scheduler on OpenStack, the first migration and final
deployment situation as shown in Fig. 16. We observe that
the maximum difference of the average memory utilization
ranges up to 20 percent under the native scheduler of Open-
Stack, but the maximum difference of the hybrid decision
mechanism is only 3 percent. However, the maximum differ-
ence of the memory utilization under HMGOWM is worse
in the first migration. This is because the migration process
is divided into multiple migrations; migrating a small num-
ber of free VMs at a time is a more acceptable approach to
increase the stability of the PMs and the user experience.

The current mechanism schedules only one VM when any
resource exceeds the preset threshold. We also observe that
the deployment of the VMs in the second stage enables the
PMs to achieve a better load balance under HMGOWM.
After the second migration, the average memory utilization
of three nodes maintains a normal level, and the maximum
difference between the nodes is less than 6 percent.

Figs. 16b and 16¢ provide a performance comparison of
the CPU and disk utilization with the native scheduler.
We compare the effects of load balancing and see that the
results of the disk resource are inferior to the memory
resource. This is because the entire decision matrix is
weighted towards the memory resources among the three
resource indexes. Compared to the deployment situation of
the first migration, the various resources become more bal-
anced with a stable mechanism environment. The results of
these analyses show that the HMGOWM incurs a relatively
stable environment of the multidimensional resources for
both the PMs and VMs on cloud platforms.

7 CONCLUSION AND FUTURE WORK

User experience and satisfaction have become important
indicators for cloud platforms. This paper has proposed
HMGOWM, which combines memory prediction and a
hybrid decision mechanism to reduce the downtime experi-
ence of users and to balance the load of the PM nodes.
HMGOWM is compatible with the run-time of the original
scheduling of VMs on OpenStack. Several measures have
been taken to reduce the downtime experience of users dur-
ing migration, such as designing a multi-objective monitoring
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system on cloud platforms, an user behavior prediction
model, and an adaptive VM migration-scheduling scheme to
achieve load-balance among cloud platforms and reduce the
migration probability of VMs with high access probability.
Future research will focus on how to achieve this mechanism
on different cloud platforms. At the same time, in terms of
memory prediction we will consider the more complex situa-
tion that application load may fluctuate depending on user
behavior, periodic usage patterns, time-zones etc. Addition-
ally, this scenario comparison of an AHP matrix is established
automatically based on user demand and our proposed
framework will be extended to address more complex user
needs in the future.
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