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Abstract—As a promising paradigm, edge computing enhances
service provisioning by offloading tasks to powerful servers at
the network edge. Meanwhile, Non-Orthogonal Multiple Access
(NOMA) and renewable energy sources are increasingly adopted
for spectral efficiency and carbon footprint reduction. However,
these new techniques inevitably introduce reliability risks to
the edge system generally because of i) imperfect Channel
State Information (CSI), which can misguide offloading decisions
and cause transmission outages, and ii) unstable renewable
energy supply, which complicates device availability. To tackle
these issues, we first establish a system model that measures
service reliability based on probabilistic principles for the
NOMA-based edge system. As a solution, a Reliable Offloading
method with Multi-Agent deep reinforcement learning (ROMA)
is proposed. In ROMA, we first reformulate the reliability-critical
constraint into an long-term optimization problem via Lyapunov
optimization. We discretize the hybrid action space and convert
the resource allocation on edge servers into a (-1 knapsack
problem. The optimization problem is then formulated as a
Partially Observable Markov Decision Process (POMDP) and
addressed by multi-agent proximal policy optimization (PPO).
Experimental evaluations demonstrate the superiority of ROMA
over existing methods in reducing grid energy costs and enhanc-
ing system reliability, achieving Pareto-optimal performance
under various settings.

Index Terms—Edge computing, task offloading, reliability,
deep reinforcement learning.
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I. INTRODUCTION

HE ONGOING evolution of the Internet of Things (IoT)
Ttechnology is propelling the exponential growth of con-
nected devices and latency-sensitive applications, which poses
great challenges to the traditional cloud computing paradigm.
To satisfy stringent Quality of Service (QoS) guarantees,
edge computing has emerged as a promising solution and
received much attention from across the industry and the
academia. With computation resources deployed closer to the
data, latency-critical tasks can be offloaded to and handled
by mobile edge computing (MEC) servers without being
transmitted to cloud centers through the backbone network.
The potential of edge computing in mitigating network con-
gestion and minimizing transmission delays makes it an
effective approach for realizing low-latency services in sce-
narios involving computation-intensive and latency-sensitive
applications [1].

Recent advances in edge computing involve the application
of next-generation wireless communication technologies and
the promotion of system sustainability. On the one hand, the
fifth-generation (5G) network with Non-Orthogonal Multiple
Access (NOMA) are widely deployed to improve the spectrum
utilization efficiency, accommodate high-density IoT devices
(IoTD), and construct large-scale edge computing systems [2].
It enables concurrent transmission of superimposed signals
over the same resource block, with successive interference
cancellation (SIC) to disentangle signals at the receiver. On
the other hand, environmental sustainability has attracted
widespread attention. Commonly used grid energy relies
on fossil fuels, which emit greenhouse gases and lead to
environmental pollution. Therefore, embracing green energy
sources, such as solar and wind power, is critical for achieving
sustainability and reducing carbon emissions [3].

However, the introduction of NOMA and green energy
supply brings new problems to the table where the system
or service reliability is an outstanding concern [4]. The risk
of task failure becomes more critical as edge computing
services are increasingly deployed in safety-critical scenarios.
Both data transmission and task computation require relia-
bility assurance during task offloading. For the transmission
stage, co-channel interference from superposed NOMA trans-
mission introduces transmission failure risks and threatens
system reliability [5]. Additionally, the complexity of channel
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variations makes it difficult to obtain perfect CSI estimations
in practice, which complicates scheduling and further threatens
system reliability [6]. From the computational viewpoint,
devices require a sufficient energy supply for task processing.
Otherwise, energy shortages can cause task failures. Although
relying on green energy has environmental benefits, it intro-
duces instability, unpredictability, and intermittent energy
supply. Overly allocating energy poses future energy short-
age threats, while insufficient energy allocation cannot meet
delay requirements [7]. Consequently, offloading decisions and
resource allocations must be made with an awareness of the
transmission channel status and energy provision situations. It
is increasingly important to circumvent transmission failures
and energy shortages, thereby enhancing system reliability.

Much effort has been paid to the optimization of compu-
tation offloading strategies including traditional mathematical
optimizations and heuristic approaches [8]. However, these
solutions often experience diminished performance as the
complexity of advanced edge computing systems increases.
Deep Reinforcement Learning (DRL), as an experience-
based deep learning paradigm, is increasingly favored for its
efficiency and performance across diverse decision-making
environments. The integration with the deep neural network
enhances the feature extraction capability to recognize pat-
terns within high-dimensional state information, and the
interaction-exploration-exploitation feature of DRL facilitates
continuous learning and adaptation to dynamic environments.
Hence, DRL has shown great potential to enable intelligent
computation offloading [9]. In addition, the development of
multi-agent DRL can further empower agents for decentralized
decision-making that fits well in realistic edge computing over
autonomic devices [10].

Motivated by the demand for reliability at the network edge
and the potential of multi-agent DRL, we present ROMA,
a Reliable Offloading method based on Multi-Agent DRL.
ROMA makes offloading decisions and allocates resources in a
decentralized and intelligent manner, with the goal of reducing
grid energy costs while maintaining latency requirements and
system reliability. The main contributions of this paper are as
follows:

1) We present a system model that features renewable
energy-supplied IoTDs and NOMA transmission with
imperfect CSI. We construct a reliability metric by
modeling wireless transmission failures and IoTD power
shortages.

2) We propose a reliable offloading approach -called
ROMA. By integrating the long-term reliability con-
straint into an instantaneous objective with Lyapunov
optimization, a multi-agent DRL algorithm is applied
for decentralized offloading decision-making. Via dis-
cretization transform, resource allocation on MEC
servers is decomposed into a 0-1 knapsack problem to
reduce action space.

3) With extensive numerical evaluation we demonstrate that
the proposed ROMA outperformed several traditional
methods and DRL-based algorithms, achieving signifi-
cantly enhanced system reliability and lower grid energy
costs.
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The remainder of this article is organized as follows. In
Section II, we briefly review related works in the field.
Section III introduces the system model with problem for-
mulation. The proposed ROMA is described in details in
Section IV. Section V summarizes and discusses the experi-
mental results. Finally, the paper is concluded in Section VI.

II. RELATED WORK
A. Task Offloading and Resource Allocation

With the advancement of edge computing technologies, how
to simultaneously realize energy efficiency and low latency
approaches has been a problem of great interest. In the
domain, an important line of study is focused on task offload-
ing and resource allocation, which is challenging since the
optimization is in most cases combinatorial. Many prior works
generally focused on applying mathematical optimization and
heuristic approaches to obtain feasible solutions. For exam-
ple, [11] formulated it as a bilevel optimization problem and
used the ant colony algorithm for the upper-level offload-
ing decisions. Reference [12] transform the problem into a
fractional programming problem aimed at maximizing energy
efficiency. They combine the Dinkelbach algorithm with the
Lagrangian multiplier to iteratively search for the optimal effi-
ciency and corresponding variables. Reference [13] design a
genetic simulated annealing-based particle swarm optimization
algorithm to obtain near-optimal solutions in partial offloading.
Reference [14] decoupled the problem and adopted a partial
order-based heuristic approach for task offloading and solved
the resource allocation problem by Lagrangian duality with
Karush-Kuhn-Tucker (KKT) conditions.

Recent efforts tend to utilize RL/DRL for better complex
environment optimization ability. Reference [15] formulate
the offloading problem between UAV and MEC servers as
a submodular non-cooperative game and propose two RL-
based approaches to find the Nash Equilibrium. Reference [16]
construct a UAV-assisted edge computing system and combine
the Long-Short Term Memory (LSTM) module with Deep
Deterministic Policy Gradient (DDPG) to make offloading
decisions. In [17], Deep Q-Learning (DQN) is used for
offloading scheduling in a vehicular edge network, where the
CPU frequency allocation problem is proved to be convex and
the optimal solution is obtained by gradient descent. In addi-
tion, the decentralized nature of edge computing is well-suited
for multi-agent DRL algorithms, and many recent studies
leverage it. Reference [18] consider a DNN-task offloading
problem and propose a Dueling DQN-based method to achieve
coordinated optimization of energy cost, latency, and utility.
Reference [19] consider a multi-UAV assisted network and use
the Q-Mix algorithm to promote collaboration. For a multi-
access edge computing system, [20] propose a multi-agent
DDPG (MADDPG) based offloading approach that follows
the Centralized Training Decentralized Execution (CTDE)
paradigm. Reference [21] target on a satellite-based IoT
system, and propose a multi-agent information broadcasting
and judging algorithm to improve the cooperation between
agents.
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B. Reliability-Aware Offloading Approaches

The common objective of computation offloading is to
minimize task processing latency and energy consumption.
As edge computing needs to support applications in security-
sensitive domains, ensuring system reliability has emerged as
a critical concern.

From the perspective of communication, a naive way is
to model failure probability as a fixed value and use a
penalty term to thereby discourage task offloading in cer-
tain situations [22]. However, it is unrealistic to ignore the
dynamics and uncertainties of channel state information. It
is also common to assume task processing failure events
as Poisson distributions whose parameters are obtained by
fitting historical data [23]. Probabilistic approaches can better
describe the uncertainty of such events. Recent research has
begun to focus on the impact of imperfect CSI on transmission
processes. Reference [24] consider a multi-user MEC system
with orthogonal transmission and focus on the impact of
imperfect CSI on transmission rates and latency. They propose
a probabilistic delay constraint to ensure successful task
processing. Similarly, [25] incorporate imperfect CSI into
their model, which only affects transmission rates without
causing outages, and propose a mathematical approach for
optimization. Closer to our work, [26] discuss transmission
outages due to imperfect CSI. However, instead of deriving
a probabilistic expression for transmission outages as we
do, they approximate the probabilistic constraint as a non-
probabilistic one and incorporate it into the optimization
objective.

From the energy management perspective, an unreliable
energy supply for IoTDs can lead to energy outage and
computation failure that threatens system reliability. To control
energy usage, [27] introduce battery power and energy cost
constraints to ensure that scheduling actions comply with
energy management requirements. Reference [28] employ
DRL approaches, incorporating penalties for constraint vio-
lations to prompt improved energy management practices.
Reference [29] formulate the energy constraint as a long-
term average constraint and transform it into a single-step
stability objective. Reference [30] convert the challenge into
a timeslot partitioning problem for energy harvesting and
task processing, and allocate computation resources according
to the harvested energy. Reference [31] similarly consider
obtaining energy from MEC via radio frequency transmission
and completely spending it on task processing at each timeslot,
thus transforming the problem into a timeslot partitioning
problem. To expand energy sources, [7] advocate for a hybrid
energy supply model that combines renewable and grid energy
to alleviate the insufficient and unstable renewable energy
supply. The optimization target is to reduce grid energy depen-
dency and enhance overall energy efficiency. Furthermore, [32]
explore the adoption of wireless power transfer from MEC
servers to IoTDs to secure a more consistent power supply,
noting the importance of carefully managing energy transmis-
sion loss and channel occupancy.

The aim of our study is to ensure the edge system reliability
while leveraging the sustainable energy sources. Our solution

6425

TABLE I
Li1ST OF KEY NOTATIONS

Notaion Definition
M Number of APs
N Number of IoTDs
A Task data size for IoTD n
ct Task required CPU cycles for IoTD n
q, Task latency constraints for IoTD n
ut, Offloading decision by IoTD n
T Local resource allocation by IoTD n
Tfhm Resource allocation of AP m to task from IoTD n
bl m Actual Rayleigh fading channel gain
ﬁﬁl’m Estimated Rayleigh fading channel gain
€m CSI estimation error term
fn Computation capacity of IoTD n
fm Computation capacity of AP m
pub Battery capacity of all IoTDs
b, Available energy of IoTD n
p Renewable energy arriving probability
w Amount of energy per harvest
P2 Requirement of reliability expectation
Renewable NOMA Grid
Energy Supply By Transmission Energy Supply
= D% Co-Channel A_
Interference p =

/N Transmission |

Outage i
‘ |
I

Unstable

Energy Supply Imperfect CSI

IoT Devices AP with MEC Servers

Fig. 1. Tllustration of the constructed NOMA-based edge computing system
with renewable energy supply.

is an integrated offloading decision-making framework that
considers both communication and computation risks.

III. SYSTEM MODEL AND PROBLEM FORMULATION

To address the stringent reliability demands of edge com-
puting systems, we first present our system model shown in
Fig. 1. For ease of reading, key notations are summarized
in Table I. We model system dynamics with discretized time
slots t € T = {1,..., T}. The network model consists of
M multi-access points (APs), each combined with a MEC
server to provide computing services, denoted by m € M =
{1,..., M}. Without loss of generality, APs and MEC servers
are treated as integrated entities without distinction. N IoTDs
indexed by n € N = {1,..., N} are deployed. The task,
which is described as a triplet union (¥, ¢}, q¢}), where y}
represents task data size, c% denotes compute cycles required,
and ¢! is the tolerable delay, is generated by IoTDs. For
the energy supply, APs typically contain high-power electrical
devices that cannot be met by the limited energy output of
sustainable resource sensors, while the energy requirements
of 1oTDs are much lower. To provide stable services while
maintaining sustainability, IoTDs are assumed to only rely on
sustainable energy and APs are powered by grid energy to
provide robust energy support.
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A. Communication Model

In the considered model, the wireless communication for
task offloading between IoTDs and APs is based on NOMA,
which facilitates simultaneous transmissions within the same
spectrum frequency but introduces co-channel interference. We
assume each AP operates on a unique spectrum frequency
to eliminate co-channel interference between APs. For the
multiple task uploading signals to the same AP, they are
first integrated based on superposition coding(SC) and then
transmitted. Denoting the set of IoTDs N,, that send signals
to AP m at time ¢, the received signal of AP m is given by

Ym = Z (‘hﬁ,mp/ln,m)\/ﬁsn + an, (1)
neN in
where p is the transmit power, Sy, is the uploading signal, and
an, is the additive white Gaussian noise (AWGN) with variance
0. 123 m|2/ln,m is the channel gain, in which hf m is the
small-scale Rayleigh fading and [, s, is the path loss. Note
that in dynamic and complex wireless environments, Rayleigh
fading is time-varying and difficult to accurately obtain
through CSI estimation. Thus, following [26], [33], [34], we
formulate the realistic Rayleigh fading channel gain as
hfz,m = ﬁfz,m + efz,mv 2)
where ﬁflym ~ CN(0,1 — 02) denotes the estimated Rayleigh
fading obtained from the imperfect CSI estimation, and
efhm ~ CN(0,02) is a random variable to represent the
estimation error.

After the overlapped signals arrive at the AP, SIC is
employed to sequentially decode the signals in descending
order of channel gain. Stronger signals are reconstructed and
removed first, while weaker signals are extracted afterward.
The weaker signals are considered as co-channel interference
noise when decoding the stronger ones. Denoting the band-
width as B and the weaker signal set that interfering 51gnal
from 10TD n as . . = {n/|vn’ € N,n/ # n,pl, =

m, b}, 7m| [lntm < \hn7m|2/ln,m}, the uplink data rate from
IoTD n to AP m is calculated as

p(ht il lm) )

+
ZR/EN’; m p(|hfll’m‘2/1n’,m) + 02

thm = Blogy (1

3)

When the achievable data rate thm falls lower than a
threshold ', it is considered as a transmission outage. After
simplifying the expression by ignoring subscript 7 and m, e.g.,

hfL m to hn, the transmission failure probability given the

estimated channel gain hy, is formulated as
phots = Pr{Blog2
p(hn + €nl?/1n)

1+ " <a b (4)
Z'VL/EN' p<|hn’ + En’|2/ln’> + 02

In Theorem 1 we derive the closed-form expression of
pLot.
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Theorem 1: For the transmission outage probability
described by (4) and let ¢ 20™/B 1w, =
(po2)/(1n02), un = (2|hn|?)/(0?), the approximate closed-
form expression can be expressed as

76n
FF<dn72 (¢a" )7 an>0’

Py = N )
’ _ ﬁb_ﬂn

1 FF(%Q)( an )7Oén<0,
where F(.) is the cumulative distribution function of the

gamma distribution I'(-), and
wi (243u2) + X en (—dwn) (24 3u2,)
w2 (2 + 2u2) + Zn et (—own)? (24 2u2)
B =wn(2+u2) + Y (—dwn) (24 u2)
L

Ay —

IGN/
2
W (24 2u2) + L e, (—dwn)? (2 + 202,
Wi (24 3u2) + e (—dwn ) (2 + 3u2,)
2 2 3
{wn(2+2un) *Zn’e/\/g(*d’wn 2+2u }
{w%(Z—l—SU%) +Zn’€Ny’L(_¢wn 2+3u :|

Proof: See the Appendix. |
Here a task offloading policy is denoted by u! = {ul |n €
N}, where pt, € [0, M], with pl, = m indicating the task
of ToTD n is offloaded to AP m and ul = O representing

dy = 5

local processing. Therefore, for a task with data size y,tl, the
transmit delay and energy cost can be expressed as

dt,tmns _ n/Rn . (7)

t tmns _ dt trans 8

€nim Ppim (®)

B. Computation Model

Given the offloading decisions, tasks must then be processed
either locally on IoTDs or remotely at APs. For local exe-
cution, we characterize the computation capacity of IoTD n
as f, CPU cycles per timeslot, and a proportion 7} € [0,1]
of computing resources are allocated through dynamic voltage
and frequency scaling (DVES), the resulting computation delay
and energy cost for local processing are computed as

dﬁ,comp — c%/(ﬁifﬂ% )
enem? = ek (rhfu)’, (10)

where « is the energy coefficient. Similarly, if the task arising
from IoTD n is offloaded to the AP m with the computation
capacity f;,, and the allocated portion 7/ m Of resources, the
delay and energy cost are calculated as

C’Z/(TTtL,mfm)a

2
enfm = Kcn (To,mfm)

)

t,comp __
dn’, m -

(1)
12)

Without loss of generality, we follow the assumption
that task output size (i.e., downlink payload) is negligible
compared to the task data size [21], [25]. Thus, combining
the above communication model, the processing delay d/,
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renewable energy cost e, and the grid energy cost eflym on
AP m are computed as

i = 1(un - o) dbcomp

I Z ]1(/151 _ m) (df trans + df comp)’ (13)
meM
efL = ]l(u% = 0) efl’comp + Z ]l(u% = )efl %a”s (14)
meM
enom = > (= m)ensa™, (15)
meM

where the indicator 1(-) = 1 if the condition inside is true.

C. Energy Harvesting Model

We consider system scenarios where IoTDs are indepen-
dently charged by renewable green energy sources. Each IoTD
contains an energy harvester to facilitate the collection of
renewable energy. Due to the unstable and intermittent nature
of the harvested energy, batteries are used for storing energy
to support subsequent task executions. Similar to existing
works [35], we model renewable energy arrivals as a Bernoulli
distribution, wherein each IoTD harvests w units of renewable
energy at the beginning of each timeslot with a probability
of p to recharge batteries. By bfl we denote the battery level
of IoTD n at the beginning of ¢, the available energy after
harvesting is

bt = min b" b} + o w, (16)
where b’ is the battery capacity, and ! ~ Bern(p) indicates
whether energy is successfully harvested.

In a timeslot, if the IoTD chooses to process a task locally,
it incurs energy consumption for local computation; otherwise,
the device consumes energy to transmit the data to APs. In
both cases, the battery level is updated as

bitl = max{0, b} — el . (17)

As a different role, APs use the grid power supply to
maintain uninterrupted high availability, which also causes
brown energy consumption. Thus, minimizing the total energy
costs from APs is one of the ultimate goals to protect the
environment and enhance sustainability.

D. Reliability Metric

System reliability, which is related to the probability of
task completion, faces significant challenges from both com-
munication and computation perspectives. On the one hand,
transmission outages during task offloading to APs could
lead to incomplete reception of task packets. On the other
hand, insufficient energy in IoTDs compromises their ability
to support CPU operations for task processing and even causes
the devices to go offline. In addition, high processing latency
can result in the breach of delay constraints. These factors
can lead to task failures and pose risks to the overall system
stability. To quantitatively represent the reliability of edge
systems, we construct the reliability metric from the above two
perspectives based on our theorem with the aid of simulations.
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From the communication perspective, we combine the
theoretical estimation of successful transmission probability
and actual transmission outages to represent transmission relia-
bility. If an unsuccessful transmission occurs, the transmission
rehablhty is denoted as 0; otherwise, it is indicated as 1 —
Py ’Otg to penalize the probability of transmission failures.
Addltlonally, if a task is processed locally, the transmission
reliability is fixed at 1 since no transmission process is
involved. Thus, the transmission reliability is calculated as

1, if u% =0,
0, if b #0and R}, < a'.

In addition to transmission failures, insufficient energy
availability and slow response also pose risks to system reli-
ability. If the scheduling decisions result in energy shortages,
or the task processing latency is larger than requirement gy,
we mark the task failed and set the computation reliability to
0. Otherwise, it should be set to 1. Formally, the computation
reliability is formulated as

ybcomp _ 0, if bfL - eﬁ <0 or dé > qn,
" 1, otherwise.

Thus the overall service reliability metric can be expressed
as the product of transmission reliability and computation
reliability, i.e.,

19)

t _ _t,trans t,comp
n = %n Zn .

z (20)

The metric integrates both the theoretical model and real-
world feedback to provide a general and robust representation.
When transmission failures or energy shortages occur in
reality, the reliability metric is significantly impacted and
marked as 0. Otherwise, a relatively minor penalty is applied to
the probability of transmission failure based on the theoretical
model. Therefore, despite the minor but inevitable gap between
theory and reality, our metric can still effectively reflect the
actual system reliability.

E. Problem Formulation

In this paper, we aim to reduce the grid energy cost of
APs while ensuring system reliability by jointly optimizing
the offloading decisions and computation resource allocation.
The optimization problem is formulated as

T M N
Pl: min lim el
work e Al Troo TZ: mz—:u; m

T—o00 T ZE

s.t. Cl: > Py, Vn e N,

lim

CQ:OSMHSM,/Jngza

C3: OSTfL <1,
N

C4:0< > 7h, <1, Q1)
n=1

where L = {7f|n € N} and 747 = {7} | |n € N,m €
M} respectively refers to resource allocation decisions by
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IoTDs and APs. C1 specifies that the long-term system relia-
bility should be larger than ¢/, in expectation; C2 limits the
offloading decision between local processing and offloading to
one of the M APs; C3 constrains the local resource allocation
proportion to between 0 and 1; C4 limits the sum of resource
fractions allocated by each AP to [0, 1].

IV. OUR METHOD

The objective function in (21) presents a non-trivial
mixed-integer non-linear programming (MINLP) subject to
time-averaged constraints. To facilitate efficient solutions with
realistic complexity, we present our Reliable Offloading frame-
work with Multi-Agent DRL (ROMA). In ROMA, we first
simplify the problem by converting the time-average reliability
constraint into an instantaneous (single-timeslot) objective
through Lyapunov optimization. We then discretize resource
allocation to avoid discrete-continuous hybrid action space and
thereafter decompose the resource allocation of APs as a 0-1
knapsack problem to reduce action space. Multi-agent PPO is
employed for decentralized decision-making about offloading
and local resource allocation on every [oTD in the system.

A. Transform of Reliability Constraint

We begin with transforming the long-term constraint of
system reliability. We rewrite C/ into

T—o0 T ZE

lim <OVn€N

(22)

and introduce virtual queues Q' = {Q}|n € N}, where
QTIL =0, QTtL+1 = max{ QrtL + (¥ — Zﬁ)’ 0}'

Based on the Lyapunov Optimization theory, when the
virtual queues are stable, the reliability constraint is satisfied.
Thus, the constraint C1 can be expressed as

cl:

lim
T—o0 T

Z]E QLYy=0,YneN. (23)

Besides, we define the Lyapunov function L(Qt) =
iy Q!? and Lyapunov drift A(Q?) L(QU) —
(Qt) The upper bound of Lyapunov drift can be derived as

A(QY) = Z QL+~ Z QL
nGN nEN
1 N N
< ) (Y2 — Zrtz)z + Z sz(wz - Zé)
n=1 n=1
N
< B+ QL. — 2, (24)
n=1

where B is a constant term representing the upper bound of
1N o AV
2 En:l(wz Zn) .

To minimize the original objective while ensuring sta-
ble queues, we leverage the drift-plus-penalty minimization
approach, which aims to minimize the upper bound of A(Q?)
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and the objective function weighted by coefficient v for each
timeslot. Thus, P1 is converted into P1’ as follow:

) . 1 M N .
5[5 3p 3L ¥

t=1 m=1n=1

N
+ > Qn(ths — zé)]
n=1

s.t. C2,C3, C4.

Pl :

(25)

Intuitively, the added term Q[ (¢, — z!) serves to penalize
increases in the virtual queue length thus encouraging a shorter
queue and a smaller gap between the current reliability and
its expected value 1),.

B. Action Discretization

Offloading decisions are discrete while resource allocation
requires continuous actions. The resulting hybrid action space
significantly complicates DRL by making the learning process,
algorithm design, and convergence more difficult. To this end,
we propose to discretize the continuous resource allocation.

For local resource allocation we discretize 7% into £1 =
{77t € {0,1}}, where 7! = 1 means the IoTD tries to
allocating sufficient resources to complete the task and vice
versa. Similarly, 747" are discretized to £47 = {#! | |7} €
{0,1}}. Now we provide proposition 1, which proves that
when 7} or %ﬁvm is feasibly decided, the corresponding
resource allocation ratio can be optimally determined

Proposition 1: Given feasible, determined 7} and 7 Tn m.» the
optimal resource allocation ratio for IoTDs and APs can be
determined as

{ 0, if
Ty, = ct .
ol otherwise,

~

(26)

r oAt —
¢ Oa Zf Tn,m - Oa
— t
Tn,m = %, otherwise.
(gn—dy’ )fn

m,m

27)

Proof: For local resource allocation at timeslot ¢, suppose we
have two feasible solution 7L and rL*, where the difference
isdn € N rix <7t

When pf, # 0, the value of 7! has no impact on e,

t,
and e, Crzmp Therefore, the aforementioned difference has no
t comp

t, tmns

influence on the system. When ,un = 0, given that e

monotonically increases with respect to 7., we can deduce

t comp*

that et P < e , which leads to higher risk of energy
1nsufﬁc1ency in the following timeslots. If it occurs at ¢,
we have zt P < zﬁ’%mp *, ultimately resulting in worse

performance. Thus, iteratively updating the current policy to
1% with fewer local resource allocations leads to consistent
or better results, and the optimal fraction is the lowest one
that satisfies demands.

Therefore, when %t =0, the optimal value of 7' should be
0 for energy preservation. When 7' =1, to satisfy the delay

constraint the minimum valid value of 7} i %.

Similarly for APs, allocating the exact amount of requlred
resources leads to less 67tz,m without affecting Q! and z!.
Thus, the optimal allocation policy is obtained based on the
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binary decision 7, ,,, = 0 and the task demand. When 7}, =
0, the optimal value of 7 n ., should be 0. And when 7! =
1, the delay constraint is expected to be satisfied, hence the

.. . . C
minimum valid value of 7} is —2—. ]
(Infn

C. Task Offloading and Resource Allocation

From a practical perspective, task offloading and local
resource allocation decisions should be autonomously made by
each IoTD, whereas APs should independently determine their
own resource allocation. Mathematically, the former decisions
critically influence the time-evolving remaining energy and
the virtual queue length of IoTDs that are directly linked
to the long-term optimization goal. Conversely, the resource
allocation decisions by APs have a relatively minor impact
on future objectives. This distinction naturally leads to the
decomposition of these problems. Hence, we decompose
problem P1’/ into two sub-problems, that is, P2 which is the
optimization of task offloading and local resource allocation
by IoTDs for long-term performance, and P3 which directs
APs in resource allocation that focuses on the current timeslot.

T
P2:miArLl hm TZ ZZvenm

T m=1n=1

+ Z Qn(t)('l/)z Zrtl,)‘|
n=1

s.t. C2,
C5: 7t e {0,1},
C6'Tt <1,Vn e N.
P3: min ZZU mtcomp—f—ZQn —zh

"’" m=1n= 1
st. C7: 7, ., €{0,1},

(28)

N

8: > FhmThm <1,Yme M. (29)

We first discuss the sub-problem P3 of allocating resources
for APs. Since each [oTD task can only be offloaded to one AP
or processed locally and that 2" is fixed given the deter-
mined ofﬂoadlng decisions, we can rewrite Y 'y Qn(t)(¥,—
ZrtL) =1 Z =1 l(/in = m) Qn( )(1/1,2 - TtltmnsTfL m)
where the missing terms about local processing is a constant
term here and can be ignored. Thus, the joint optimization
problem can be split into several independent problems, where
each AP m focuses on the following problem:

P3n : mln Z VT, mefl’%mp
+1(Mn=m)Qﬁ(¢ ttmnsTTtL m)
s.t. C7,Cs8. (30)

For locally processed tasks or the tasks offloaded to AP
other than m, we have 1(u!, = m) = 0, allocating 7 ,, =0
can obviously minimize the objective function. For tasks that
failed in transmission, we have zt trans _ ) that makes the
latter item constant, thus the optimal decision is %}i’m = 0.
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For the task set Ny, = {n/|n' € N, 1(ul, = m)=1,R} ,, >
ath}, in which tasks successfully arrive at AP m, the problem
can be further transformed into the following P3/, where the

constant term @y (t), is ignored:

P3., : Etnn Z %t (vet Comp Qﬁ(l - Pff,%g))
e neNY,
st. C7,08. 31)

Obviously, the problem P3/, is a 0-1 knapsack problem
that could be solved by individual APs in a decentralized
manner. Due to the disruption of transmission outages, only a
limited number of tasks could be successfully offloaded to the
same AP at the same time, so the complexity of the problem
is minimal. Existing methods such as exhaustive search and
dynamic programming (DP) are well established to solve this
problem within a short delay.

Remark 1: With exhaustive search, the time complexity is
O@2Wnl). As an alternative, DP can achieve a linear time
complexity but is only suitable for scenarios involving integer
knapsack capacity and item weights. Thus, when |N/ | is
relatively small, exhaustive searching can be chosen. When
|N7.| becomes larger, DP can still be utilized by scaling and
rounding up relative terms to achieve an integer space.

Subject to the remaining energy and the reliability virtual
queue length of IoTDs, the optimization problem formulated
in P2 is a long-term problem, where decisions will have
an impact on the subsequent states. Traditional methods
with local optimization insurance cannot guarantee long-
term optimal solutions. Fortunately, the recent development
of DRL shows advanced performances in such a long-
term optimization problem. The model-free characteristic also
allows DRL to update its policy through interactions with the
real environment rather than relying solely on the theoretical
model, which provides generalizability to real-world scenarios.
In addition, since the decentralized nature of edge computing
diverges from centralized DRL approaches, the multi-agent
DRL algorithm appears to be a more appropriate approach,
where each [IoTD behaves as an independent agent to access
local observations for decentralized execution. The prerequi-
site for adopting multi-agent DRL is to formulate the problem
as a POMDP, represented by a tuple < O, A, P, R,y >,
where O is the partial observation space of agents. A is the
joint action space. P is the state transition probability. R is
the reward of taking actions and ~ is the discount factor. In
this system, the observation, action, and reward are defined as
follows.

1) Observation: each agent can only observe the part

of the system state related to itself. We formulate
t

the observation of IoTD n at timeslot t as oy =

{yt, ct, qn,ht bt ,Qp}, where yp,ch,q) are task
informations, h = {h} ,,lm € M} is the estimated
Rayleigh fading channel gain. bl indicates the available
energy and @} is the length of the virtual queue. The

global system state is the aggregate of observations, i.e.,

st=(ol,..., 0k).

2) Action: The agent of IoTD n should make task offload-
ing decision p!, and local computing resource allocation
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71 at timeslot 7. Since resource allocation only has

impacts when for local processing, we pack them into
one action encoded as a!, where a/ = 0 and a} = M +
1 respectively refers to 7} = 0 or 7} = 1 with u!, =0,
and 1 < a,t1 < M matches 1 < MEL < M for offloading.
The joint action is defined as a’ = (af,..., a}).

3) Reward: After taking joint action a’, the step reward is
obtained to guide policy update. Since the target of DRL
1s to maximize the cumulative reward, we set the reward
as the negative objective function, which is calculated
as

(32)

Before presenting our ROMA, we start with the necessary
preliminaries. For a multi-agent DRL system, the ultimate
goal is to learn a joint policy m(alo) = g:l 70 (4| on)
that maximize the expected discounted cumulative reward
J(r) = Ex[ Y720~ R¢], where 6, is the policy parameter
of agent n. The value function V(s) denotes the cumulative
reward under a given policy starting at state s, the state-action
function @y (s, a) refers to the obtainable future return by
taking joint action a in the state s, and the advantage function
A (s, a) represents how better the joint action @ compared to
mean action, is defined as

i .

> 4T Rys
1=t
i .

QJT(S>G’):EJT ZWZ_tRi|St:S,at:a], (34)
1=t

Ar(s,a) = Qn(s,a) — Vx(s).

Considering the characteristics of decision-making in dis-
crete action space, we base our method on the multi-agent
proximal policy optimization algorithm (MAPPO) [36].

In general, the MAPPO algorithm adopts a centralized
training and decentralized execution (CTDE) framework fol-
lowing the actor-critic paradigm. Each IoTD is treated as
an independent agent to select actions based on their local
observation, and a global critic network is trained to evaluate
current state values using the aggregated system state. During
training, the actor networks are updated to optimize policies
to maximize cumulative rewards, and the critic learns to
accurately predict future rewards. Once trained, decentralized
execution allows each agent to operate autonomously without
relying on the centralized critic.

Specifically, the global critic network V3’ with parameter
w 1is learned to predict the state function V, for each state
s. Based on the Bellman Equation, the critic network can
be iteratively updated by minimizing the following temporal-
difference(TD) loss under the sampled trajectory p:

Va(s) = Eg (33)

(35)

L(UJ) = E(st,at)Rﬁ73t+1)NP |:(V,‘[’J(5t) _ (Rt + VV;(st—Q—l)))Q] .
(36)
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The objective of actor networks is to maximize the proba-
bility of taking action with a higher cumulative reward, which
can be estimated by the advantage function value. Thus, the
loss function of actor networks to be minimized is the negative
of objective, which is formulated as

L(0n) = —E, [min(nn(Gn)At, clip(in (0n),1 — €, 1 + E)At)],
(37)

where 7y, (0,,) = 7r9"(an|on)/7r‘z?d(an\on) is the importance
sampling ratio between updating policy and sampling policy,
to enable multiple updates with single sampled trajectory.
The function clip(ny (6r),1 — €, 1+ €) controls 7,,(6y,) inside
the interval [1 — ¢,1 + €] to avoid excessive update. The
advantage function value can be obtained from the state
value function estimated by the critic network through the
generalized advantage estimator (GAE) [37] as

h
AL =N (B V2 (s — vi(s1h)), 38)
=0

where £ is the length of trajectory, A is the hyper-parameter of
GAE. Thus, 6, can be updated via gradient descend L(6,,).

Fig. 2 illustrates the overall framework of the proposed
ROMA and Algorithm 1 shows the pseudo-code. We divide
the operational time into episodes. In each episode, ROMA
initially performs decentralized execution to interact with the
environment and collect transitions over T timeslots. These
data are subsequently used for centralized policy updates.
Specifically, Lines 5-17 present the decentralized execution
stage. In Lines 6-10, each IoTD collects observations and
selects an action with its own deployed actor network in
parallel at each timeslot. The action is then recovered and
executed. From Lines 11 to 14, each AP independently
collects information about the arrived tasks and solves the
constructed 0-1 knapsack problem to allocate computational
resources. Rewards are collected and transitions are stored for
training (Lines 15-16). Note that these operations are fully
decentralized. Each IoTD and AP focuses only on a small
decision sub-problem. Consequently, ROMA is suitable for
large-scale edge computing systems. After interactions, Lines
19-23 detail the centralized training stage. Transitions are
collected to calculate advantage values, which helps to update
the actor and critic networks.

D. Complexity Analysis

Since the N agents take actions in parallel, the total
complexity of inference for task offloading and local resource
allocation is primarily determined by the structure of the
applied neural network for the actor.

Based on the given observation definition, the input size
is M + 5, and the output size is M + 2, where each action
corresponds to a log probability output. Assuming the number
of neurons in each hidden layer is H and the number of hidden
layers is K, and taking into account the activation function,
the complexity of task offloading and local resource allocation
can be expressed as O((M +5)H + KH? + (M +2)H + KH).
Similarly, the resource allocation on APs can also be executed
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Fig. 2.

The framework of ROMA. It follows the centralized-training-decentralized-execution paradigm. During the execution stage, IoTDs make decisions

autonomously with their actor network. APs manage and allocate resources by solving the 0-1 knapsack problem based on the information of arrived tasks.
A centrally deployed critic network assists with policy updates based on the collected interaction transitions only at the training stage.

Algorithm 1 ROMA
1: Randomly initialize actor network parameters 6,, for each
IoTD and critic network parameters w. Set learning rate
and hyper-parameters A, ¥, A, 7;
2: Initialize the length of the virtual queue and the available
remaining energy;

3: for episode =1,2,..., F do
4:  \* Decentralized Execution Stage. * \
5:  while t < T do
6: for n ¢ N in parallel do
7: Collect observation o}
8: Sample an action a/, from 7, (a} |0 ), and recover
it into !, and 7
9: Obtain 7/ based on (26) and execute u!, and 77;
10: end for
11: for m € M in parallel do
12: For n € N},, find the optimal 7, ,,, by solving
(31), otherwise allocate %é,m =0;
13: Obtain 7, 5, from (27) and execute it;
14: end for
15: Calculate reward R!;
16: Store transition (s, a’, R!) to the trajectory p;
17 end while
18:  \* Centralized Training Stage. *\
19:  Calculate Advantage function value by (38);
20.  for n € NV in parallel do
21: Update actor network by gradient descent (37);
22:  end for
23:  Update critic network by gradient descent (36);

24: end for

in parallel. Since the upper bound of |\, | is N, assuming the
scaling up factor is S, the complexity of DP becomes O(NS).
Therefore, the overall complexity of the algorithm execution

is the sum of the complexities of each DRL agent and that on
each AP, ie., O(H(2M + 7+ (H +1)K) + NS).

During the training phase, the critic network plays a crucial
role in the learning process. It takes inputs of size N(M + 5)
and produces an output of size 1. Considering a critic network
with J hidden layers, each consisting of L neurons, the compu-
tational complexity can be expressed as O(L(N (M +5)+LJ+
1)). In each training episode spanning C timeslots, several
interactions occur. Since the complexity of the Generalized
Advantage Estimation (GAE) algorithm is proportional to C,
and considering the training process over U episodes, the total
complexity becomes O(U(C + 1)(H(2M + (H + 1)K) +
NS)+ UC + UL(N(M +5) 4+ LJ +1)).

V. EXPERIMENT
A. Experimental Setup

We built a simulated environment using Python 3.9 and
Pytorch 1.12 on a workstation powered by Intel Core i9-
10900K and Quadro RTX 4000. The simulation system
encompasses a square 60m x 60m area. The default settings
include 3 APs and 10 IoTDs uniformly distributed within
the area. During the transmission phase, all IoTDs utilize
a fixed transmit power of 100 mW, and each AP operates
on an orthogonal channel with a bandwidth of 3 MHz. The
parameter Ug representing the CSI estimation error is set
to 0.1, and the transmission rate threshold ath is set to 3.
The path loss associated with transmission distance follows
140.7 + 36.71ogq d. Uniform distributions are employed to
simulate the task data size, required CPU cycles, and latency
requirements. More parameters are listed in Table II.

During the training process, specific training parameters are
configured as follows. Actor networks are designed with three
layers, while the critical network comprises four layers. The
dimension of hidden layers in both networks are set to 128.
Tanh activation function is employed to optimize performance.
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TABLE 11
PARAMETER SETTINGS OF SIMULATION

Notations ~ Descriptions Value
y Task data size 14(0.4,0.5) MB
c Task required CPU cycles U(0.4,0.5) GCycles
q Task delay requirement 4(0.7,0.9) timeslots
pub Capacity of IoTD battery 2]
p Probability of green energy arrivals 0.4
w Amount of harvested energy 0.2]
K Energy coefficient 10—27
v Lyaponov coefficient 1
P2 Target reliable expectation 0.92
fn CPU Frequency of IoTDs 0.8 GHz
fm CPU Frequency of APs 4 GHz
a? Additive white Gaussian noise -114 dBm/MHz
Training Episodes
0 200 400 600 800 1000 1200

Reward

1000 1100 1200

——Lr=1e-3 ——Lr=1e4 Lr=1e-5

Fig. 3.  Convergence analysis for ROMA under different learning rate.
Exponential moving averaging is applied for clearer visualization.

Furthermore, the discount factor ~ is set to 0.98, while the
importance sampling ratio € is assigned a value of 0.2. The
hyper-parameter A of GAE is set to 0.98. The learning rate
is set to le—4. The model is trained for 1200 episodes with
256 timeslots in each episode. The update process is executed
after every 1024 interactions with 10 data reuse times. The
mini-batch size is set to 256. Adam optimizer with ¢ = le—5
is applied. The model with the best performance was tested
with 100 episodes of simulation, and the mean value of each
metric was taken as the final result.

B. Hyperparameter Analysis

In this section, we first analyze the convergence of our
strategy by examining its performance under various learning
rates. We then investigate the impact of different Lyapunov
coefficients v and target reliable expectations 1, on the system
performance.

Learning Rate: Fig. 3 shows the system reward under
three different learning rate settings. Note that the ceiling
is zero in our negative rewarding design. The blue line
corresponds to a high learning rate of le—3 which enables
relatively fast convergence, reaching the plateau at around
200 episodes. However, large learning rates also result in
overshooting and oscillations in subsequent stages, impeding
reliable improvements. Conversely, when the learning rate is
set to le—5 (yellow line), the convergence speed noticeably
decreases and the model gets trapped in a local optimum.
Therefore, in our learning scenario, a learning rate of le—4 is
appropriate to achieve the best performance.

Lyaponov Coefficient: Fig. 4 shows the algorithm’s
performance concerning the grid energy cost of APs and the
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Fig. 5. Grid energy cost and reliability given different long-term reliability

expectation requirements.

achieved reliability under different settings of the Lyapunov
coefficient v. The value controls the trade-off between grid
energy costs and reliability. Intuitively, results show that
higher values of v prioritize grid energy preservation over the
reliability requirement. As v increases from 1 to 20, the overall
reliability degrades from 0.916 to 0.881, whilst the grid energy
cost decreases from 0.673 to 0.576. This is typically achieved
by learning to selectively drop some computation-intensive
tasks. To balance between grid energy costs and reliability, we
suggest adopting a Lyapunov coefficient of v = 1.
Reliability Requirement: Fig. 5 illustrates the impact of
different long-term reliability expectation requirements 1, on
the system. To encourage the optimization of grid energy
costs, the reward function is designed to stop providing
rewards once the reliability reaches the specified required
value. Experimental results confirm the effectiveness of this
design. When the reliability required values are set below 0.92,
the obtained reliability metrics closely approximate the set
value, and significantly reduce system energy costs. However,
for larger required value, the algorithm faces challenges in
effectively improving system reliability due to limitations in
the ability of the simulated edge computing system. As an
example, when the requirement is raised from 0.96 to 1, the
grid energy consumption exhibits a linear increase, reaching
a value of 0.778, while the actual achieved reliability only
experiences a slight improvement, rising from 0.942 to 0.945.
Therefore, we adopt ¥, = 0.92 as the default setting.

C. Performance Evaluation

In this section, we compare and analyze our proposed
method with two widely-used baseline methods and three
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commonly used DRL algorithms under various environment
settings. The baseline methods are specified below:

1) Local Computing: all tasks are executed locally and no
offloading operation is performed.

2) Random: IoTDs make random decisions on task offload-
ing to one of the edge servers or local execution.

3) Independent Q-Learning (IQL): IQL is a decentralized
DRL algorithm in which multiple agents learn inde-
pendently. Each agent maintains its own Q-network to
make decisions based on self-observations. This method
is employed in [38].

4) Q-Mix: Q-Mix follows the CTDE paradigm, where a
centralized mixture network combines individual Q-
values and global states to evaluate actions and guide
updates. It is applied in [19].

5) MADDPG: MADDPG is a CTDE-based DRL algorithm
tailored for multi-agent scenarios. Decentralized agents
learn deterministic policies, which enables agents to
effectively learn continuous actions, facilitating coordi-
nation and cooperation in complex environments. This
method is widely used in the field [39].

Task intensity: We also compare different approaches under
different distributions of task CPU cycles. As shown in Fig. 6,
simple local computing (no offloading), yields poor reliability
that drops from 0.683 to 0.13 as IoTDs constantly get short of
energy in their batteries. Random decision-making somehow
avoids local device energy shortage but still fails to attain
a healthy reliability level due to stochastic failures in trans-
mission. In comparison to other DRL methods, our approach
exhibits lower grid energy costs when tasks require fewer CPU
cycles, while ensuring higher reliability through more rational
scheduling decisions under high load of computation. This
empirically proves that ROMA is energy-efficient to go with
strong reliability promises.

Channel Uncertainty: Fig. 7 visualizes the performance
evaluation under different levels of channel uncertainty rep-
resented by the CSI estimation error rate o2. For fair
comparison, we provide the range of results obtained from
multiple test episodes of our method. Our first observation
is that all DRL-based approaches consistently demonstrate
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significantly better performance, showing ability to learn com-
plex policies. ROMA consistently offers superior reliability
compared to other approaches, even in the worst case (lower
bound of the bars). Our method exhibits the slightest decline
in reliability as the CSI estimation error increases. In ideal
situations where the CSI estimation error rate o2 is small,
both IQL and Q-Mix have similar performance. However, as
the error increases, the performance of IQL drops notably due
to the absence of centralized training in IQL, which limits
the ability of agents to effectively collaborate in complex,
uncertain environments. Besides, we notice that MADDPG
shows the worst performance among DRL-based approaches.
We attribute this to the fact that MADDPG is not designed for
discrete action spaces. After generating action probabilities,
sampling is required. This discrepancy between probability
values and actual actions makes deterministic policy updates
inaccurate, leading to the performance gap.

System Scale: In order to compare different strategies in
environments of varied scales, we experimented in multiple
environments with different numbers of IoTDs. Results in
Fig. 8 indicate that the Local method (overlapped purple
markers) cannot guarantee service reliability, with task suc-
cess rate staying below 0.5. Random offloading exhibits
a sharp decrease of the metric as the number of IoTDs
increases. This boils down to stronger resource contention and
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Fig. 9. Grid energy costs, reliability, and offloading rates under varied

probabilities of renewable energy arrivals. 6 settings of renewable energy
arrival were explored (shown in different marker shapes). Offloading rates for
the Local and Random methods are around O and 0.75 respectively and thus
excluded for clarity.

co-channel interference. In comparison to other DRL methods,
the proposed ROMA shows advantages in the balance between
reliability and energy efficiency at all scale — the performance
of ROMA is consistently on the Pareto frontier with strong
reliability guarantee in all cases. With an increasing number of
I0TDs, the performance points of our method scatter from the
upper left to the upper right, while other strategies experience
notable drop in service reliability. This is because their
insufficiency in learning to avoid both critical low battery and
“risky” offloading decisions, resulting in unreliable decisions,
lower AP utilization, and a significant reliability decrease.

Renewable Energy Supply: Fig. 9 provides the performance
comparison in different conditions of renewable energy avail-
ability, demonstrating the effectiveness of the proposed method
in systems with sufficient and insufficient renewable energy
supply. In the situation where green energy is scarce (e.g.,
p = 0.25), DRL-based algorithms have high task offloading
ratio to minimize local battery usage (shown in the bar
chart). However, the scatter plot shows that popular methods
like IQL and QMix struggle to effectively maintain reliable
transmission, resulting in decreased system reliability that
is approximately 10% to 20% lower than our ROMA. By
contrast, in the cases where renewable energy is relatively
ample, ROMA optimizes the utilization of IoTD batteries and
ensures high reliability without paying the price for more grid
energy consumption.

VI. CONCLUSION

Reliability can be critical in edge computing systems. It is of
great challenge to achieve that with uncertain communication
channel conditions and unstable renewable energy supply. In
this paper, we present ROMA, a reliable approach based
on multi-agent DRL, to ensure high service reliability via
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computation offloading. We first derive the probability of
NOMA transmission failure given imperfect CSI estimation
and combine it with the battery factors to define a comprehen-
sive reliability metric. We employ Lyapunov optimization to
ensure long-term reliability in a discretized space of actions.
Our solution exploits Multi-agent DRL and 0-1 knapsack
problem solving to jointly optimize task offloading and
resource allocation. Experimental results demonstrate that our
proposed approach outperforms various existing algorithms
in terms of reliability and grid energy costs, showing strong
promises in NOMA-based sustainable edge systems where
reliability is a major concern. However, optimizing service
reliability solely through offloading actions is a challenging
task. As part of future work, we plan to explore proactive
methods and consider variable constraints.

APPENDIX
PROOF OF THEOREM 1

Before presenting the proof of the theorem, it is necessary
to provide the following lemma, which offers an estimation of
the weighted sum of random variables with non-central chi-
squared distributions.

Lemma 1: For random variables A, following non-central
chi-squared distributions x3(u?2), the weighted sum S =
Zzzl Cr A, can be approximated as a random variable taking
the form R = oI'(d/2,2) + 3, where I'(-) refers to the gamma
distribution, and

1, C3(2+3ud)
1 CR(2+2u})’
q q 2 2
I CE(2+2u?)
— C.(2 2\ T
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(39)

Proof: According to [40], the approximation S ~ R
is valid if the cumulants K;(S),l = 1,2,..., of S are
equal to the cumulants C;(R) of R = axi + B. From
the cumulants generating function(CGF) of non-central chi-
squared distributions and the properties of cumulants, simple
algebra gives that

q
Ki(s) =21 -1y cj(z + zuz),
r=1

Ki(R) = ad + 8,

Ki(R) =211 = 1)latd, 1=2,3,..., (40)

By letting the first three cumulants of T and R be equal,
ie., Ki(S)=Ki(R),l=1,2,3, a, 3,0 can be determined as
described in (39). Besides, since d is often not an integer, R
can be represented in the form of the gamma distribution, i.e.,
T~R=0al'(d/2,2) +p. [ |
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Defining ¢ = 20"/B _ 1, = (po?)/(1,0?), and
tn, = (2|hn|?)/(02) as described in the theorem, the original

expression can be transformed into the following probability:
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(41)

Under imperfect CSI, as in (2), the actual Rayleigh fading
is represented as the sum of the estimated value and the
estimation error. Referring to the definition of the complex
Gaussian distribution, Ay, izn, and €, can each be decomposed
into their real and imaginary components as

o = B 4 b2,
_ 1, .2
€n = €, + 1€,
hy = L + ih2 = (iz}l +e}l) +z’<ﬁﬁ +e%),
where €l €2 follows N (0,02/2), bl ~ N(hL,02/2), and
h2 ~ N (h%, 02/2). Therefore, we have
2
2/02hnl? = ((V2/aelhh))? + (V2/oe B2)
~ 32/ hnl?).
Similarly, we have 2/02|hs|2 ~ X2(2/a2\izs\2) Obviously,
the left-hand side of the inequality in Pn 77 is a weighted
sum of multiple random variables (2/ 02|hn|2 and 2/02|hs|?)

following the non-central chi-square distribution. Thus, with
Lemma 1, we can simplify (41) into the following expression:

~ Pr{a,I'(dn/2,2) + fBn < ¢}, (42)
where parameters o, 8y, dy, are shown as
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Since oy, € R, after moving «, and (5, to the right-
hand side, the complex probability could be simplified into
the CDF of the gamma distribution I'(d,/2,2). Formally,
the approximation of the transmission outage probability is

represented as
¢7ﬁn>
FF(%?)( an )

L= Py ) (5G0) en <0

where Fp(-) denotes the CDF of the gamma distribution.

dn:

an >0,

PLotg (44)

|

RELIABLE TASK OFFLOADING IN SUSTAINABLE EDGE COMPUTING WITH IMPERFECT CSI

[1]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

(1]

[12]

[13]

[14]

[15]

[16]

(17]

[18]

[19]

[20]

[21]

[22]

6435

REFERENCES

Y. Mao, C. You, J. Zhang, K. Huang, and K. B. Letaief, “A survey
on mobile edge computing: The communication perspective,” [EEE
Commun. Surveys Tuts., vol. 19, no. 4, pp. 2322-2358, Oct. 2017.

J. Du, H. Wu, M. Xu, and R. Buyya, “Computation energy effi-
ciency Maximization for NOMA-based and wireless-powered mobile
edge computing with backscatter communication,” /EEE Trans. Mobile
Comput., vol. 23, no. 6, pp. 6954-6970, Jun. 2024.

L. Zhang, A. Celik, S. Dang, and B. Shihada, “Energy-efficient trajectory
optimization for UAV-assisted IoT networks,” IEEE Trans. Mobile
Comput., vol. 21, no. 12, pp. 4323-4337, Dec. 2022.

T. Park, G. Lee, W. Saad, and M. Bennis, “Sum rate and reliability anal-
ysis for power-domain nonorthogonal multiple access (PD-NOMA),”
IEEE Internet Things J., vol. 8, no. 12, pp. 10160-10169, Jun. 2021.
Y. Liu, M. Derakhshani, and S. Lambotharan, “Outage analysis and
power allocation in uplink non-orthogonal multiple access systems,”
IEEE Commun. Lett., vol. 22, no. 2, pp. 336-339, Feb. 2018.

S. Guo and X. Zhou, “Robust resource allocation with imperfect channel
estimation in NOMA-based heterogeneous vehicular networks,” IEEE
Trans. Commun., vol. 67, no. 3, pp. 2321-2332, Mar. 2019.

J. A. Ansere et al., “Optimal computation resource allocation in energy-
efficient edge IoT systems with deep reinforcement learning,” IEEE
Trans. Green Commun. Netw., vol. 7, no. 4, pp. 2130-2142, Dec. 2023.
B. Kar, W. Yahya, Y.-D. Lin, and A. Ali, “Offloading using traditional
optimization and machine learning in federated cloud—edge—fog systems:
a survey,” IEEE Commun. Surveys Tuts., vol. 25, no. 2, pp. 1199-1226,
2023.

7Z. Zabihi, A. M. Eftekhari Moghadam, and M. H. Rezvani,
“Reinforcement learning methods for computation offloading: a system-
atic review,” ACM Comput. Surveys, vol. 56, no. 1, pp. 1-41, Jan. 2024.
T. Li et al., “Applications of multi-agent reinforcement learning in future
internet: a comprehensive survey,” IEEE Commun. Surveys Tuts., vol. 24,
no. 2, pp. 1240-1279, 2022.

P-Q. Huang, Y. Wang, K. Wang, and Z.-Z. Liu, “A Bilevel optimization
approach for joint offloading decision and resource allocation in coop-
erative mobile edge computing,” IEEE Trans. Cybern., vol. 50, no. 10,
pp. 4228-4241, Oct. 2020.

J. Du, M. Xu, S. S. Gill, and H. Wu, “Computation energy efficiency
Maximization for intelligent reflective surface-aided wireless powered
mobile edge computing,” IEEE Trans. Sustain. Comput., vol. 9, no. 3,
pp. 371-385, May 2024.

J. Bi, H. Yuan, S. Duanmu, M. Zhou, and A. Abusorrah, “Energy-
Optimized partial computation offloading in mobile-edge computing
with genetic simulated-annealing-based particle swarm optimization,”
IEEE Internet Things J., vol. 8, no. 5, pp. 3774-3785, Mar. 2021.

W. Zhan, C. Luo, G. Min, C. Wang, Q. Zhu, and H. Duan, “Mobility-
aware multi-user offloading optimization for mobile edge computing,”
IEEE Trans. Veh. Technol., vol. 69, no. 3, pp. 3341-3356, Mar. 2020.
G. Fragkos, N. Kemp, E. E. Tsiropoulou, and S. Papavassiliou, “Artificial
intelligence empowered UAVs data offloading in mobile edge comput-
ing,” in ICC 2020 - 2020 IEEE Int. Conf. Commun. (ICC), Jun. 2020,
pp. 1-7.

Y.-H. Xu, Q.-M. Sun, W. Zhou, and G. Yu, “Resource allocation
for UAV-aided energy harvesting-powered D2D communications: a
reinforcement learning-based scheme,” AD HOC NETWORKS, vol. 136,
Nov. 2022.

J. Gao, Z. Kuang, J. Gao, and L. Zhao, “Joint offloading scheduling and
resource allocation in vehicular edge computing: a two layer solution,”
IEEE Trans. Veh. Technol., vol. 72, no. 3, 2023.

M. Xue, H. Wu, G. Peng, and K. Wolter, “DDPQN: an efficient DNN
offloading strategy in local-edge-cloud collaborative environments,”
IEEE Trans. Services Comput., vol. 15, no. 2, pp. 640-655, Mar. 2022.
S. Yin and F. R. Yu, “Resource allocation and trajectory design in UAV-
aided cellular networks based on Multiagent reinforcement learning,”
IEEE Internet Things J., vol. 9, no. 4, pp. 2933-2943, Feb. 2022.

Z. Gao, L. Yang, and Y. Dai, “Large-scale computation offloading
using a multi-agent reinforcement learning in heterogeneous multi-
access edge computing,” IEEE Trans. Mobile Comput., vol. 22, no. 6,
pp. 3425-3443, Jun. 2023.

Y. Lyu, Z. Liu, R. Fan, C. Zhan, H. Hu, and J. An, “Optimal computation
offloading in collaborative LEO-IoT enabled MEC: a Multiagent deep
reinforcement learning approach,” IEEE Trans. Green Commun. Netw.,
vol. 7, no. 2, pp. 996-1011, Jun. 2023.

X. Xie, H. Wang, and M. Weng, “A reinforcement learning approach for
Optimizing the age-of-computing-enabled IoT,” IEEE Internet Things
J., vol. 9, no. 4, pp. 2778-2786, Feb. 2022.

Authorized licensed use limited to: SOUTH CHINA UNIVERSITY OF TECHNOLOGY. Downloaded on December 22,2024 at 02:44:42 UTC from |IEEE Xplore. Restrictions apply.



6436

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

(32]

(33]

[34]

[35]

[36]

(371

[38]

[39]

[40]

Authorized licensed use limited to: SOUTH CHINA UNIVERSITY OF TECHNOLOGY. Downloaded on December 22,2024 at 02:44:42 UTC from |IEEE Xplore. Restrictions apply.

IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 21, NO. 6, DECEMBER 2024

T. Long, Y. Ma, Y. Xia, X. Xiao, Q. Peng, and J. Zhao, “A mobility-
aware and fault-tolerant service offloading method in mobile edge
computing,” in 2022 IEEE Int. Conf. Web Services (ICWS). Barcelona,
Spain: IEEE, Jul. 2022, pp. 67-72.

J. Wang, D. Feng, S. Zhang, A. Liu, and X.-G. Xia, “Joint computation
offloading and resource allocation for MEC-enabled IoT systems with
imperfect CS1,” IEEE Internet Things J., vol. 8, no. 5, pp. 3462-3475,
Mar. 2021.

W. He, Y. Xu, D. He, and Y. Guan, “Energy minimization in RIS-assisted
MEC systems with imperfect CSI,” in Proc. IEEE 98th Veh. Technol.
Conf. (VIC2023-Fall). Hong Kong, Hong Kong: IEEE, Oct. 2023,
pp. 1-5.

F. Fang, K. Wang, Z. Ding, and V. C. M. Leung, “Energy-efficient
resource allocation for NOMA-MEC networks with imperfect CSL”
IEEE Trans. Commun., vol. 69, no. 5, pp. 34363449, May 2021.

L. Wang and G. Zhang, “Deep reinforcement learning based joint partial
computation offloading and resource allocation in mobility-aware MEC
system,” China Commun., vol. 19, no. 8, pp. 85-99, Aug. 2022.

X. Zhou, L. Huang, T. Ye, and W. Sun, “Computation bits Maximization
in UAV-assisted MEC networks with fairness constraint,” /EEE Internet
Things J., vol. 9, no. 21, pp. 20997-21009, Nov. 2022.

Z. Wang, B. Lin, Q. Ye, Y. Fang, and X. Han, “Joint computation
offloading and resource allocation for maritime MEC with energy
harvesting,” IEEE Internet Things J., vol. 11, no. 11, pp. 19898-19913,
Jun. 2024.

Y. Hu, X. Deng, C. Zhu, X. Chen, and L. Chi, “Resource allocation
for heterogeneous computing tasks in Wirelessly powered MEC-enabled
IIOT systems,” ACM Trans. Manage. Inf. Syst., vol. 14, no. 1, pp. 1-17,
Mar. 2023.

A. Gao, S. Zhang, Y. Hu, W. Liang, and S. X. Ng, “Game-combined
multi-agent DRL for tasks offloading in wireless powered MEC
networks,” IEEE Trans. Veh. Technol., vol. 72, no. 7, pp. 9131-9144,
Jul. 2023.

X. Jiao et al., “Deep reinforcement learning empowers wireless powered
mobile edge computing: towards energy-aware online offloading,” IEEE
Trans. Commun., vol. 71, no. 9, pp. 5214-5227, Sep. 2023.

X. Wang, E-C. Zheng, P. Zhu, and X. You, “Energy-efficient resource
allocation in coordinated Downlink Multicell OFDMA systems,” I[EEE
Trans. Veh. Technol., vol. 65, no. 3, pp. 1395-1408, Mar. 2016.

D. W. K. Ng, E. S. Lo, and R. Schober, “Energy-efficient resource
allocation in OFDMA systems with large numbers of base station anten-
nas,” IEEE Trans. Wireless Commun., vol. 11, no. 9, pp. 3292-3304,
Sep. 2012.

J. Zhang, J. Du, Y. Shen, and J. Wang, “Dynamic computation
offloading with energy harvesting devices: a hybrid-decision-based deep
reinforcement learning approach,” IEEE Internet Things J., vol. 7, no. 10,
pp. 9303-9317, Oct. 2020.

C. Yu et al., “The surprising effectiveness of PPO in cooperative multi-
agent games,” Adv. Neural Inf. Process. Syst., vol. 35, pp. 24611-24624,
Dec. 2022.

J. Schulman, P. Moritz, S. Levine, M. Jordan, and P. Abbeel, “High-
dimensional continuous control using generalized advantage estimation,”
Oct. 2018.

Van Dat Tuong, W. Noh, and S. Cho, “Delay minimization for NOMA-
enabled mobile edge computing in industrial internet of things,” IEEE
Trans. Ind. Informat., vol. 18, no. 10, pp. 7321-7331, Oct. 2022.

Z. Wang, H. Rong, H. Jiang, Z. Xiao, and F. Zeng, “A load-balanced
and energy-efficient navigation scheme for UAV-mounted mobile edge
computing,” IEEE Trans. Netw. Sci. Eng., vol. 9, no. 5, pp. 3659-3674,
Sep. 2022.

J.-T. Zhang, “Approximate and asymptotic distributions of chi-
squared—type mixtures with applications,” J. of Amer. Statistical Assoc.,
vol. 100, no. 469, pp. 273-285, Mar. 2005.

Peng Peng received the B.S. degree from the School
of Computer Science and Engineering, South China
University of Technology, Guangzhou, China, in
2022, where he is currently pursuing the Ph.D.
degree with the School of Future Technology. He is
also with Pengcheng Laboratory, Shenzhen, China.
His current research interests include edge com-
puting, Internet of Things, and deep reinforcement
learning.

Wentai Wu (Member, IEEE) received the bache-
lor’s and master’s degrees from the South China
University of Technology in 2015 and 2018, respec-
tively, and the Ph.D. degree (Sponsored by CSC) in
computer science from the University of Warwick,
UK., in 2022. He is currently an Associate
Professor with the Department of Computer Science,
College of Information Science and Technology,
Jinan University. He has published over 20 refereed
papers in the domain. His research interests mainly
include distributed systems, federated learning, and
sustainable edge intelligence.

Weiwei Lin (Senior Member, IEEE) received the
B.S. and M.S. degrees from Nanchang University
in 2001 and 2004, respectively, and the Ph.D.
degree in computer application from the South
China University of Technology in 2007. He was
a Visiting Scholar with Clemson University from
2016 to 2017. He is currently a Professor with
the School of Computer Science and Engineering,
South China University of Technology. He has pub-
lished more than 150 papers in refereed journals
and conference proceedings. His research interests

include distributed systems, cloud computing, and Al application technolo-
gies. He has been a reviewer for many international journals, including
IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, IEEE
TRANSACTIONS ON SERVICES COMPUTING, IEEE TRANSACTIONS ON
CLOUD COMPUTING, IEEE TRANSACTIONS ON COMPUTERS, and IEEE
TRANSACTIONS ON CYBERNETICS. He is a Distinguished Member of CCF.

Fan Zhang received the M.S.E. and Ph.D. degrees in
computer science from Northwestern Polytechnical
University, China, in 2003 and 2009, respectively.
He is currently an Associate Research Fellow with
Pengcheng Laboratory. His research interests include
edge computing, real-time operating system, and
embedded software.

Yongheng Liu received the M.Eng. degree in
communication engineering from Xidian University.
He is with the Department of New Network
Technologies, Pengcheng Laboratory and also cur-
rently pursuing the Doctoral degree with the South
China University of Technology. His main research
interests include cloud OS and industrial IoT
resource scheduling optimization.

Keqin Li (Fellow, IEEE) is a SUNY Distinguished
Professor of Computer Science with the State
University of New York. He is also a National
Distinguished Professor with Hunan University,
China. His current research interests include fog
computing and mobile edge computing, energy-
efficient computing and communication, embedded
systems and cyber-physical systems, heterogeneous
computing systems, big data computing, high
performance computing, computer architectures and
systems, computer networking, ML, intelligent, and

soft computing. He has served on the editorial boards of the IEEE
TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, the IEEE
TRANSACTIONS ON COMPUTERS, the IEEE TRANSACTIONS ON CLOUD
COMPUTING, the IEEE TRANSACTIONS ON SERVICES COMPUTING, and
the IEEE TRANSACTIONS ON SUSTAINABLE COMPUTING. He is an AAIA
Fellow. He is also a member of Academia Europaea (Academician of the

Academy of Europe).




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Helvetica-Condensed-Bold
    /Helvetica-LightOblique
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-Italic
    /HelveticaNeueLightcon-LightCond
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-Roman
    /HelveticaNeue-ThinCond
    /Helvetica-Oblique
    /HelvetisADF-Bold
    /HelvetisADF-BoldItalic
    /HelvetisADFCd-Bold
    /HelvetisADFCd-BoldItalic
    /HelvetisADFCd-Italic
    /HelvetisADFCd-Regular
    /HelvetisADFEx-Bold
    /HelvetisADFEx-BoldItalic
    /HelvetisADFEx-Italic
    /HelvetisADFEx-Regular
    /HelvetisADF-Italic
    /HelvetisADF-Regular
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


