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Abstract—The network system deployed in hazardous environments is a key component of hazard-aware cyber-physical systems

(CPSs) and its performance highly depends on surrounding environments. Due to the mobility of network nodes (e.g., portable IoT

devices), frequently changeable network topology and links, as well as other external interferences such as electromagnetic

interference, ensuring adaptivity and reliability of hazard-aware CPSs is of utmost importance. Meanwhile, the timeliness of message

transmission is stringent in hazardous environments because the violation of timing requirements may lead to serious consequences.

Last but not least, portable IoT devices are typically energy limited, thus ensuring a sustainable message transmission is highly

necessary. In this paper, we aim at optimizing the reliability of hazard-aware CPSs while meeting the timing and energy constraints. To

this end, we develop the first hazard-aware CPS model and study the impacts of surrounding environments (i.e., physical side) to the

network infrastructure of a hazard-aware CPS (i.e., cyber side) with respect to reliability. We also propose a new scheme that adaptively

tunes the fault tolerance strategies and admission strategies for real-time messages, to increase the reliability of hazard-aware CPSs

under the energy constraint. Extensive simulation results demonstrate that our proposed scheme is capable of increasing system

reliability by up to 4.21� with a lower deadline miss rate and runtime overhead compared with the state-of-the-art approaches.

Index Terms—Cyber-physical systems (CPSs), hazard-aware CPSs, reliability, real-time messages, sustainability

Ç

1 INTRODUCTION

THE hazardous environments include locations where nat-
ural disasters (e.g., earthquakes, floods, hurricanes) or

man-made hazards (e.g., wars, terrorist attacks, nuclear and
radiation accidents) may exist, as well as special places such
as underground spaces, research laboratory or test centers
thatwould be dangerous for humans towork in. In such envi-
ronments, most of disasters and accidents are usually unpre-
dictable, and their occurrences could induce massive
destruction of infrastructures and loss of human lives [1].
Once disasters or accidents happen, the top priority is to save
the survivors through providing emergency aid. However,
during disasters or accidents, the telecom infrastructure may
very often be totally or partially destroyed, increasing the dif-
ficulty in ensuring connectivity among the rescue teams. As a
result, quickly deploying an emergency network infrastruc-
ture in the affected area to restore connectivity and provide
communication services for rescue workers is crucial to post-
disaster/accidentmanagement [2].

The network system deployed in hazardous environ-
ments is a key component of hazard-aware cyber-physical
systems (CPSs) and its performance highly depends on sur-
rounding environments. Many challenges exist in designing
such a hazard-aware CPS [2], [3], [4]. First, the network
must be adaptive and scalable to cope with unknown
dynamical environments in which the network nodes (e.g.,
portable IoT devices used by humans) are mobile as well as
the network topology and links are frequently changing.
Second, message transmission in hazardous environments
is more vulnerable to transient faults and hence more likely
to suffer a soft error, which may lead to serious cons-
equences. Third, the timeliness of the network system is
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particularly important to real-time message transmission
since the delay may result in unexpected results. Last but
not least, portable IoT devices are typically battery-powered
or energy-harvested, which necessitates an energy-efficient
message transmission for ensuring the sustainability of haz-
ard-aware CPSs. Therefore, this paper aims to tackle the
above challenges through developing an adaptive, reliable,
and sustainable hazard-aware CPS for real-time message
transmission.

Facing these challenges, a great number of studies [1], [5],
[6], [7] have been conducted to build critical network infra-
structure in hazardous environments. However, these studies
ignore the interactions between surrounding environments
and networks. The CPS approaches [8], [9], [10], [11], [12], [13]
could be applied to cope with the interactions. But they are
not specially designed for hazardous environments and do
not consider the reliability of network systems. In this paper,
we focus on maximizing the reliability of CPS network infra-
structure considering hazardous environments and energy
harvesting under energy, utilization, and real-time con-
straints. To formulate the reliability maximization problem,
we develop a hazard-aware CPS model that investigates the
impacts of surrounding environments on the CPS network
infrastructure from the reliability perspective. Based on this
model, we present a new approach that determines the repli-
cation and admission of real-timemessages for increasing the
reliability of hazard-aware CPSs. Our contributions are sum-
marized as follows.

� We develop a hazard-aware CPS model that spe-
cially considers the impacts of hazardous environ-
ments on the network infrastructure. The hazard-
aware CPS uses the ring topology and consists of a
master and multiple slaves. The master and slaves
are all considered as computing nodes and they are
connected by cables and powered by renewable
energy.

� We give the first formulation in the literature for the
energy and deadline-constrained reliability optimi-
zation problem in hazard-aware CPSs. Since the
messages transmitted in hazard-aware CPSs can suf-
fer transient faults at both network nodes and links,
we consider the reliability for both in the problem
formulation. To solve this problem, we propose a
reliability enhancement framework that is designed
based on the proportional-integral-derivative (PID)
feedback control scheme and uses four controllers to
adaptively adjust the number of messages and repli-
cas for accommodating varying environments.

� We perform extensive simulation experiments to
verify the proposed reliability enhancement frame-
work. The experimental results of three message sets
running on two simulated network systems reveal
that our framework can increase system reliability
by up to 4.21� when compared with state-of-the-art
approaches regardless of the scale of network sys-
tems and message sets.

The rest of this paper is organized as follows. Section 2
reviews related work and Section 3 introduces the prelimi-
naries used in this paper. Section 4 presents the details of
the proposed methodology for reliability modeling and

optimization of hazard-aware CPSs. Section 5 describes the
simulation experiments and analyzes the results. A brief
summary of this work and a short discussion on future
work are given in Section 6.

2 RELATED WORK

Considerable research efforts have been directed toward
establishing critical network infrastructure in hazardous
environments. Li et al. [5] attempted to solve the emergency
communication problem in the hazardous scenario and they
concentrated on the problem of maximizing the data traffic
throughput of wireless mesh networks under limited energy
and link capacity constraints and formulated it as a mixed
integer linear programming problem. Zhang et al. [1] investi-
gated the network performance gains derived through
deploying two cooperative unmanned aerial vehicles as base
stations to serve those vehicles for disaster response. Device-
to-device communication is a promising backup solution for
a network failure or disaster since in such a network, mobile
devices can connect to each other directly without using a
base station to tackle and route the traffic. Hourani et al. [6]
quantified the disaster alleviation benefits of device-to-device
communication. In [7], the authors developed a vehicle-
assisted resilient network system with the objective of com-
pleting as many sensing, data collection, and message dis-
semination tasks as possible for post-disaster management.
Although the above approaches are useful to help establish
network infrastructure in hazardous environments, they do
not consider the interactions between surrounding environ-
ments and networks.

On the other hand, there are numerous CPS methodolo-
gies that have been successfully deployed to handle the
interactions. For example, Lima et al. [8] introduced a new
approach to defend against man-in-the-middle attacks in
the sensors and the network channels of CPSs. Gai et al. [9]
focused on resource management in CPSs to minimize task
execution costs by assigning computing resources to hetero-
geneous clouds. Kawamoto et al. [10] proposed a mobility-
aware CPS method to enhance connectivity and reduce the
power consumption of mobile ad-hoc networks. A percep-
tion-oriented scheme is presented in [11] to quantify the
trustworthiness of networked CPSs from the aspects of
ability, benevolence, and integrity. Zhou et al. [12] designed
a decomposition-based task scheduling algorithm for
addressing the security-energy trade-off optimization prob-
lem in mobile CPSs. Burg et al. [13] summarized the proper-
ties and requirements of wireless communication from
CPSs’ connectivity perspective and reviewed the state-of-
the-art approaches toward designing secure CPSs. How-
ever, these CPS approaches are not specially designed for
hazardous environments and they in general neglect the
reliability of network systems. There exists a latest work
[14] that develops a framework to conduct an automated
hazard analysis for CPS security and safety. Again, CPS reli-
ability is not taken into account.

3 PRELIMINARIES

This paper focuses on optimizing the reliability of an
energy-harvesting hazard-aware CPS suffering transient
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faults. We introduce the preliminaries including the models
of network infrastructure in CPS, energy supply, energy
consumption, and the problem definition as follows. Our
modeling of a hazard-aware CPS’s reliability is presented in
Section 4.

3.1 Network System

Consider a network in CPS that adopts the ring topology and
consists of one master node and n slave nodes connected by
the cable, as shown in Fig. 1. During the communication pro-
cess, the master cyclically sends a frame to all slaves, which is
formed with multiple sub-telegrams (or called messages) in a
standard structure. Concretely, each slave distinguishes the
message sent to itself, completes an operation (read, process
and/or write data) specified by command parameters without
buffering the frame, and finally forwards othermessages in the
frame. Once the last slave sends the frame back to the master,
the next transmission cycle starts again. For simplicity, we do
not consider the non-IT components of the master and slaves.
Thus, themaster and slaves in the network are all referred to as
computing nodes, represented by fC1; C2; . . . ; Cnþ1g. The nþ
1 computing nodes are heterogeneous since their processing
elements demonstrate varying computing capability. In other
words, the time of computing nodes processing a message in
unit length, denoted by fT1; T2; . . . ; Tnþ1g, are different.

The independent messages transmitted in the network
can be represented by a set M ¼ fM1;M2; . . . ;Mgg. Each
message Mi ð1 � i � gÞ is modeled as a triple ðPi;Di; LiÞ
where Pi, Di, and Li represent the period, relative deadline,
and length of message Mi. Let T ðMi; CkÞ be the processing
time of message Mi on computing node Ck ð1 � k � nþ 1Þ.
The message processing time is expressed as

T ðMi; CkÞ ¼ Li � Tk: (1)

To satisfy the constraint of real-time transmission, the mes-
sage processing time should be less than the relative deadline,
i.e., T ðMi; CkÞ � Di. Let �miss denote the deadline missing
rate (DMR) that is derived as the ratio between the number of
messages violating their deadline constraints and the total
number ofmessages transmitted in the network.

3.2 Energy Supply

The computing nodes in the CPS all contain an energy
source module that automatically scavenges renewable gen-
eration (e.g., solar energy), which is then converted into
electrical energy. There is also an energy storage module
(i.e., battery) and an energy dissipation module that pro-
cesses messages. Let PowharvðtÞ represent the harvesting
power and Eharvðt1; t2Þ represent the energy harvested from
the environment in time interval ½t1; t2�, then we have

Eharvðt1; t2Þ ¼
Z t2

t1

PowharvðtÞdt: (2)

The energy source and storage modules both can supply the
energy to the dissipation module. Let Esupðt1; t2Þ be the
energy available during time interval ½t1; t2� and Estoreðt1Þ be
the energy stored into the storage module at time instance
t1, then we can derive the energy supply as

Esupðt1; t2Þ ¼ Eharvðt1; t2Þ þEstoreðt1Þ: (3)

3.3 Energy Consumption

The energy consumption of the dissipation module for proc-
essing messages is the product of power consumption and
processing time. Let EconsðMi; CkÞ denote the energy con-
sumed by the dissipation module of computing node Ck for
processing messageMi, then it is formulated as

EconsðMi; CkÞ ¼ PowconsðMi; CkÞ � T ðMi; CkÞ; (4)

wherePowconsðMi; CkÞ is the power consumed by nodeCk for
processingMi. The power consumed by a CMOS-based com-
puting node is the sum of static power and dynamic power.
Static power is usually deemed as a processor-dependent con-
stant since it is independent of the switching activities of cir-
cuits. On the contrary, the dynamic power is not constant. It is
highly related to circuits’ charging and discharging activities
and it can be formulated as a function of processor voltage
and frequency. Details on the calculation of power consump-
tion can be found in the literature [15].

3.4 Problem Definition

Consider a scenario that real-time messages transmitted in
an energy-harvesting hazard-aware CPS are periodic and
independent as well as forward error control and replica-
tion techniques are adopted in the network to ensure fault
tolerance. Assuming that the network in CPS follows a ring
topology containing nþ 1 nodes (one master node and n
slave nodes) and the characteristics of g messages to be
transmitted are known, our objective is to determine the
number of admitted messages in the network system and
the number of replicas for each message so that the network
system’s reliability is maximized under the energy, dead-
line, and utilization constraints. We formulate the studied
problem as

max Rsys (5)

s.t. Econs � Esup (6)

�miss � � (7)

Unet � 1: (8)

Fig. 1. An illustration of the network topology.
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Rsys given in Eq. (5) is the system’s overall reliability that will
be detailedly described in the next section. Eqs. (6), (7), and (8)
denote the constraints that should be satisfied by the network
system. The 1st constraint indicates that system energy con-
sumption Econs cannot exceed supply energy Esup. The 2nd
constraint1 requires the messages’ DMR�miss during a sched-
uling period should be less than a pre-defined threshold �.
The last constraint ensures that the network utilization Unet of
processing and transmitting these messages should be lower
than 1. The network utilization is determined by the number
of messages and replicas transmitted through the communi-
cation channel such that it can be also called channel utiliza-
tion. We use network utilization and channel utilization
interchangeably in the following sections.

4 THE PROPOSED METHODOLOGY

This paper focuses on solving the reliability optimization
problem of energy-harvesting hazard-aware CPSs. Our objec-
tive is to design a fault-tolerant message transmission scheme
for optimizing the overall reliability of the CPS powered by
harvested energy under various constraints. Fig. 2 shows the
high-level overview of our proposed scheme for solving this
reliability optimization problem. The proposed scheme first
quantifies the impacts of surrounding environments on the
hazard-aware CPS for estimating system reliability through a
fault propagation model. The proposed scheme then maxi-
mizes system reliability under the energy, timing, and utiliza-
tion constraints by using a feedback control approach which
decides the number of messages and replicas adaptively. In
the following, we describe our modeling of hazard-aware
CPSs’ reliability and discuss our proposed reliability-aware
feedback control scheme in detail.

4.1 Reliability of Hazard-Aware CPSs

Since messages transmitted in the CPS may suffer from
faults at both nodes and links, we model the reliability for
both considering the impacts of the surrounding environ-
ment on the fault rate.

4.1.1 Reliability Model of Computing Nodes

Transient faults may cause errors that appear shortly and
then disappear without damaging the device or shortening
its lifetime [16]. Thus, the resultant errors are called soft

errors that may prevent tasks from completing successfully.
Approximately 95% of the particles at the Earth’s surface
capable of inducing transient faults are energetic neutrons
[17]. For an electronic device, neutrons could hit its transis-
tors and hence generate an electrical charge. When the accu-
mulated charge exceeds a threshold, the transistor would be
activated, leading to unexpected results (e.g., single-event
upsets [18]). The errors produced at the circuit level would
propagate from the circuit level to the component level and
further to the system level, especially in hazardous environ-
ments. The modeling of fault propagation and reliability is
described as follows.

Hazucha et al. [19] propose an environment-oriented
fault model that especially considers the impacts of the
environment (i.e., geographic locations) on fault rate, to esti-
mate the raw fault rate at the circuit level. The raw fault rate
is calculated as

fcir ¼ a� F �A� e#; (9)

where a is a circuit technology-dependent constant, F is the
flux of neutrons determined by geographic locations (i.e.,
altitude, latitude, longitude) of the environment, A is a
circuit’s area sensitive to faults, and # is a ratio of the
circuit’s critical charge to the charge collection efficiency.

As reported in [20], the fault rate at the component level
can be derived approximately using key components such
as SRAM cells, latches, and logic gates. Using the approxi-
mate approach [20], the fault rate of a basic component is
then calculated as

fcom ¼ a0 � F �A0 � e#
0
; (10)

where a0 is a constant depending on the component type, F is
the flux of neutrons depending on geographic locations, A0 is
the component’s area sensitive to faults, and #0 is a ratio of the
component’s critical charge to the charge collection efficiency.
The fault rate at the system level is determined by the fault
rates at different components. Let fsys represent the system
level fault rate and then it is expressed as

fsys ¼
XM
j¼1

rj � Vj � fcom;j; (11)

whereM denotes the number of components in the system, rj
denotes the ratio between the number of components of type
j and the total number of components, Vj is the vulnerability
(i.e., the probability that a transient fault ultimately results in

Fig. 2. An overview of our proposed scheme.

1. This is a soft real-time constraint that allows a small portion of
messages to miss their deadlines.
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a failure at the system level) of components of type j, and
fcom;j denotes the fault rate of components of type j.

An exponential distribution that characterizes the
average fault rate is in general utilized to model soft
error [15]. Let f be a computing node’s average fault
rate that captures the expected number of failure occur-
rences per unit of time. The fault rate of computing node
Ck is derived as

fðCkÞ ¼ fk � eð�’k�skÞ

¼ fk � e
ð�’k� 1

Tk
Þ
; (12)

where fk is the fault rate of node Ck evaluated by Eq. (11), ’k
is a node dependent constant, and sk is node Ck’s processing
speed that is derived as 1

Tk
. The reliability, which is defined

as the probability that no faults occur on node Ck when
processing messageMi, can be written as

RðMi; CkÞ ¼ e �fðCkÞ�T ðMi;CkÞð Þ; (13)

where fðCkÞ is the fault rate of node Ck and T ðMi; CkÞ is the
time of processing messageMi on node Ck. Given the prob-
ability of successfully processing message Mi on a node,
the probability of successfully processing message Mi on
all nodes is derived by

RnodeðMiÞ ¼
Yn
k¼0

RðMi; CkÞ: (14)

Plugging Eqs. (4) and (12) into Eq. (14), we have

RnodeðMiÞ ¼
Yn
k¼0

RðMi; CkÞ

¼
Yn
k¼0

e �fðCkÞ�T ðMi;CkÞð Þ

¼
Yn
k¼0

e
�fk�e

ð�’k� 1
Tk

Þ�Li�Tk

� �
: (15)

4.1.2 Reliability Model of Links

To provide fault-tolerance capacity for the CPS, we adopt a
forward error control technology [21] that sends and pro-
cesses the original and replicated messages simultaneously,
rather than simply re-sending messages when a failure
occurs. During the transmission, messages may suffer bit
errors caused by noise and interference. Suppose that the
transmission time of message Mi through all the links is tti
and the probability of transmitting message Mi over links
successfully is RlinkðMiÞ. According to the links’ bit error
model [22], we have

RlinkðMiÞ ¼ eð�v�ttiÞ; (16)

where v is the constant bit error rate.

4.1.3 System Overall Reliability

Although reliability modeling on the nodes and links has
been studied before as described above, this work gives the

first model on system overall reliability of a hazard-aware
CPS. Let RðMiÞ denote the probability of processing and
transmitting message Mi successfully in the CPS network
without using replicated messages for fault tolerance, and it
is formulated as

RðMiÞ ¼ RnodeðMiÞ �RlinkðMiÞ: (17)

A message’s reliability is typically defined as the probability
that the message is successfully processed by the slaves and
transmitted back to the master through the links within the
consideration of transient faults and bit errors. Supposing
there are $i replicas for message Mi, the reliability of mes-
sageMi is enhanced and it is expressed as

RðMi; $iÞ ¼ 1� 1�RðMiÞð Þ$iþ1: (18)

The system reliability, which depends on the successful
processing and transmission of all messages in the network,
can be therefore derived as

Rsys ¼
Yg
i¼1

RðMi; $iÞ: (19)

Plugging Eqs. (15), (16), (17), and (18) into Eq. (19), we have

Rsys ¼
Yg
i¼1

RðMi; $iÞ

¼
Yg
i¼1

1�
�
1�RðMiÞ

�$iþ1

¼
Yg
i¼1

1�
�
1�RnodeðMiÞ �RlinkðMiÞ

�$iþ1

¼
Yg
i¼1

1�
�
1�

Yn
k¼0

e

�
�fk�e

ð�’k� 1
Tk

Þ�Li�Tk

�

� eð�v�ttiÞ
�$iþ1

: (20)

4.2 Feedback Control for Reliability Optimization

As a powerful general technique, control theory is widely
adopted in various applications of computing systems and
communication networks. In contrast to open-loop control
which requires knowing everything accurately to work
right, feedback (close-loop) control does not need to know
everything and allows estimation and prediction errors [23].
In this sense, feedback control is more suitable for managing
systems that deeply interact with uncertainty in environ-
ments. Therefore, we attempt to use feedback control to
optimize the reliability of hazard-aware CPSs. There are a
few feedback control-based schemes [24], [25] proposed for
reliability optimization. However, these approaches cannot
be directly applied to this work due to the inherent differ-
ence in problem natures.

In this article, we design a feedback control technique
termed reliability enhancement framework (REF) that incre-
mentally solves the optimization problem in Eqs. (5), (6),
(7), and (8) through exploiting the history of system states
in the previous profiling window. As illustrated in Fig. 3,
REF mainly consists of five components and two queues: a
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main controller, a proportional-integral-derivative (PID)
controller, a message access (MA) controller, a message
backup (MB) controller, an earliest deadline first (EDF)
scheduler, an accepted (ACC) queue, and a waiting (WAT)
queue. These controllers are utilized to monitor and adjust
the network system state as well as decide the schedule and
replication policy of messages. Specifically, the PID control-
ler periodically captures the messages’ DMR �miss and
sends the channel utilization control action DU to the main
controller. DU is the amount of channel utilization that
should be adjusted (i.e., increased when DU > 0 or
decreased when DU < 0) from the system and it depends
on the system’s current DMR. The accommodation of chan-
nel utilization is realized by the MB and MA controllers.
Concretely, the MB controller is first utilized to accommo-
date the channel utilization by adding or reducing the repli-
cas of messages in the ACC queue. If the MB controller is
not able to accomplish the required DU , the MA controller
is then utilized to accommodate the rest of DU by control-
ling the messages allowed to enter the ACC queue. DUMA

and DUMB represent the channel utilization accommodation
assigned to MA and MB controllers respectively and hold
for DUMA þ DUMB ¼ DU . The EDF scheduler is in charge of
scheduling the admitted messages along with their replicas
and dispatching the messages to the master for transmission
and processing. Since EDF scheduling [27] is a well-known
scheduling algorithm, we do not elaborate on the EDF
scheduler in the paper. The details on the above-mentioned
controllers are presented in the followings.

4.2.1 PID Controller

The PID controller is a popular feedback-based control loop
mechanism to enhance the robustness of a control process,
which continuously computes the difference between an
estimated variable and a measured process variable as well
as deploys the procedure based on proportional, integral,
and derivative terms to minimize this difference [26]. Fol-
lowing this philosophy, we design our PID control algo-
rithm whose pseudo-code is presented in Algorithm 1.

The input to Algorithm 1 is a pre-defined threshold � used
for controlling messages’ DMR. The algorithm first samples
the messages periodically to derive the DMR �miss (line 1).

When�miss exceeds the threshold �, i.e.,�miss > � (line 2), the
algorithm then derives the control variable DU (i.e., the chan-
nel utilization control action) via the basic PID control formula
[27] (line 3) and sends the obtained DU to the main controller
(line 4). The PID control formula is expressed as

DU ¼ �QP � EðtÞ �QI �
X
TW1

EðtÞ �QD

� EðtÞ � Eðt� TW2Þ
TW2

; (21)

Algorithm 1. The PID Control Algorithm

Require: The threshold � for controlling DMR �miss;
Ensure: The channel utilization DU to be accommodated;

1: sample messages in the system to obtain DMR �miss;
2: while �miss > � do
3: derive the control variable DU using Eq. (21);
4: send the DU to the main controller;
5: sample messages in the system to obtain DMR �miss

when the next sampling window comes;
6: end while

where EðtÞ ¼ ���miss is the difference between the threshold
and the current DMR. QP ;QI ;QD; TW1; TW2 are tunable
parameters of the PID controller. Specifically, QP ;QI ;QD are
coefficients, TW1 is the time window used to sum the errors,
and TW2 is the timewindow of derivative errors. After obtain-
ing the control variable DU , the algorithm sends DU to the
main controller which in turn assigns it to the MB and MA
controllers for accommodating the channel utilization. Here
we use DUMA and DUMB to represent the channel utilization
accommodation assigned to MB and MA controllers respec-
tively, which hold for DUMA þ DUMB ¼ DU . If DU > 0, indi-
cating the channel utilization needs to be increased, then
more messages and/or replicas are allowed to enter the sys-
tem. Otherwise, channel utilization needs to be decreased by
removing messages and/or replicas from the system. After
sending out the DU for accommodation, the algorithm sam-
ples messages in the system to obtain (new) DMR when the
next sampling window comes (line 5). The above process
repeats until the DMR is controlled below the threshold.

Fig. 3. Reliability enhancement framework REF.
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Finally, the algorithm outputs the channel utilizationDU to be
accommodated by theMB andMAcontrollers.

4.2.2 MB Controller

The MB controller is used to increase/decrease channel utiliza-
tion by adding/reducing replicas for messages transmitted
through the communication channel. The reliability of amessage
can bederived byEq. (18) once the number of themessage’s rep-
licas is determined. Since the value of each message’s reliability
is positive,we canderive an inequality that is expressed as

RðM1;$1Þ þRðM2;$2Þ þ � � � þRðMg;$gÞ
g

� �g

� RðM1;$1Þ �RðM2;$2Þ � � � � �RðMg;$gÞ ¼ Rsys: (22)

The equality holds iff RðM1; $1Þ ¼ RðM2; $2Þ ¼ � � � ¼
RðMg;$gÞ. Clearly, the system reliability Rsys is optimized
if all the messages’ reliabilities are equal and maximal.
Based on this observation, we design the MB controller
algorithm as shown in Algorithm 2.

Algorithm 2. The MB Control Algorithm

Require: The channel utilization DU to be accommodated;
Ensure: The channel utilization accommodation DUMB assigned

toMB controller and the number of replicas for messages;
1: DUMB ( 0;
2: calculate the mean value Rmean of messages’ reliabilities

in the ACC queue;
3: derive the number of messages whose reliability is lower

or higher than Rmean, represented by nL and nH ;
4: if DU > 0 then
5: sort the nL messages whose reliability is lower than

Rmean in the non-decreasing order of their reliability;
6: i ( 1;
7: while DUMB < DU do
8: if adding a replica for message Mi would not violate

the energy constraint given in Eq. (6) then
9: add a replica for messageMi;
10: end if
11: update DUMB by DUMB ( DUMB þ DUðMi; 1Þ where

DUðMi; 1Þ is derived by Eq. (23);
12: i ( iþ 1;
13: if i ¼¼ nL þ 1 then
14: i ( 1;
15: end if
16: end while
17: else
18: sort the nH messages whose reliability is higher than

Rmean in the non-decreasing order of their reliability;
19: i ( nH ;
20: while DUMB > DU do
21: remove one backup for messageMi;
22: update DUMB by DUMB ( DUMB � DUðMi; 1Þ where

DUðMi; 1Þ is derived by Eq. (23);
23: i ( i� 1;
24: if i ¼¼ 0 then
25: i ( nH ;
26: end if
27: end while
28: end if

The input to Algorithm 2 is the channel utilization DU
to be accommodated by the MB and MA controllers. For
the MB controller, the algorithm first initializes DUMB to
0 (line 1), calculates the mean value Rmean of messages’
reliabilities in the ACC queue (line 2), and uses nL and
nH to record the number of messages whose reliability is
lower or higher than Rmean respectively (line 3). Then
depending on the value of DU , the algorithm derives the
channel utilization DUMB accommodated by the MB con-
troller. Specifically, when DU > 0, the algorithm sorts
the nL messages whose reliability is lower than Rmean in
the non-decreasing order of their reliability (line 5) and
iteratively adds a replica for messages under the energy
constraint (lines 8-12). Once a replica is added, DUMB is
updated by DUMB ( DUMB þ DUðMi; 1Þ where DUðMi; 1Þ
is the utilization increment by adding a replica. The utili-
zation increment by adding X replicas is

DUðMi; XÞ ¼
Pnþ1

j¼1 T ðMi; CkÞ þ zi

� �
ðX þ 1Þ

Pi
; (23)

where X is the number of replicas added to message Mi,
T ðMi; CkÞ is the time of processing message Mi on node
Ck, and zi is the time of transmitting message Mi over
the network. Using Eq. (21), DUðMi; 1Þ can be readily
derived by setting X to 1. If all the nL messages have
been added with a replica (line 13) and DU is not used up
yet, i.e., DUMB < DU , the algorithm will go back to the
first message (line 14) and repeat the above accommoda-
tion process until DUMB � DU . The operation process of
the other case (DU � 0, lines 17-28) is similar to that of
the case DU > 0 (lines 4-16). The difference is that for the
nH messages whose reliability is higher than Rmean, the
algorithm iteratively reduces messages’ replicas for
decreasing channel utilization. As a result, Algorithm 2
outputs the channel utilization accommodation DUMB to
be realized by the MB controller and the updated number
of replicas for messages.

Algorithm 3. The MA Control Algorithm

Require: The channel utilizationDUMA to be accommodated by
MAcontroller and the numberNACC ofmessages in theACC
queue;

1: if DUMA > 0 then
2: while DUMA > 0 do
3: sort messages in the WAT queue following the EDF

rule;
4: for head in the WAT queue do
5: if DUMA � DUðMi; 0Þ > 0 then
6: dequeue the head of the WAT queue and enqueue

it to the ACC queue;
7: NACC ( NACC þ 1;
8: DUMA ( DUMA � DUðMi; 0Þ;
9: end if
10: end for
11: end while
12: else
13: reject newly submitted messages and keep them in the

WAT queue;
14: end if
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4.2.3 MA Controller

If the MB controller cannot afford to realize all the channel
utilization accommodation DU , then the MA controller is
used to help complete the rest of DU by controlling the mes-
sage flow into the network system. The pseudo-code of our
MA control algorithm is presented in Algorithm 3. The
input to the algorithm is the channel utilization accommo-
dation DUMA (DUMA ( DU � DUMB) left to the MA control-
ler and the number of messages in the ACC queue. Given
the required channel utilization accommodation DUMA, the
algorithm first checks the value of DUMA. If DUMA > 0, indi-
cating the required channel utilization accommodation can
be realized by admitting newly submitted messages (with
no replicas) into the ACC queue (line 1). Thus, the algorithm
first sorts messages in the WAT queue following the EDF
policy, then iteratively dequeues the head message of the
WAT queue and enqueues it to the ACC queue if DUMA �
DUðMi; 0Þ > 0 holds, and finally updates NACC and DUMA

(lines 2-11). If DUMA � 0, indicating there is no need to
admit new messages into the ACC queue, then the algo-
rithm rejects the newly submitted messages and keeps them
in the WAT queue (lines 12-14).

Algorithm 4. The Main Control Algorithm

Require: ThemessagesM ¼ fM1;M2; . . . ;Mgg to be processed
and transmitted;
1: forMi 2 M do
2: initialize the number of replicas of Mi under the

energy constraint (see Eq. (6)) via the approach [28];
3: end for
4: derive the total channel utilization accommodation DU

using the PID control algorithm (i.e., Algorithm 1);
5: derive the channel utilization accommodation DUMB

using the MB control algorithm (i.e., Algorithm 2);
6: compute the channel utilization DUMA accommodated by

the MA controller as DU � DUMB;
7: if DUMA 6¼ 0 then
8: call the MA control algorithm (i.e., Algorithm 3) to

accommodate the channel utilization DUMA;
9: end if
10: schedule messages using the EDF policy;

4.2.4 Main Controller

The main controller is the core of our proposed reliability
enhancement framework REF since it integrates the PID,
MB, and MA controllers to construct a closed feedback loop

which ensures a robust control process. The details on the
main controller are presented in Algorithm 4. The main con-
trol algorithm takes the messages M ¼ fM1;M2; . . . ;Mgg
to be processed and transmitted as input. It first initializes
the number of replicas for all messages under the energy
constraint (see Eq. (6)) using the approach [28] (lines 1-3). It
then computes the total channel utilization accommodation
DU using the PID control algorithm (line 4) and takes DU as
input of the MB control algorithm to derive the channel uti-
lization accommodation DUMB and the updated number of
replicas for messages (line 5). After obtaining DUMB, the
channel utilization DUMA accommodated by the MA con-
troller can be readily obtained as DU � DUMB (line 6). If
DUMA 6¼ 0, the MA controller needs to accommodate the
channel utilization DUMA (lines 7-9). Finally, the algorithm
schedules the messages using the EDF policy (line 10).

5 EXPERIMENTS

We carry out numerous simulation-based experiments to ver-
ify the proposed reliability enhancement framework REF.
This section first introduces the simulation setups and then
presents the experimental results and analysis in detail.

5.1 Experimental Setup

To evaluate the proposed framework REF, in the experiments
we compare REF with three state-of-the-art approaches NFT,
ART, and EA with respect to system reliability and DMR. The
three approaches used in the comparison are described as
follows.

� NFT (No-Fault-Tolerance) is a baseline method that
does not take any extra fault-tolerant techniques
when transient faults occur.

� ART (Automatic-Repeat-Transmission) is an auto-
matic repeat transmission mechanism that re-sends
messages when transient faults occur.

� EA (Evolutionary Algorithm) is a generic popula-
tion-based meta-heuristic [29] which utilizes a series
of evolution-inspired operations to search for the
optimum solution in the solution space.

We implement the simulation experiments on a computer
that is equipped with a 3.2GHz Intel i5 quad-core processor
and 24GB DDR4 memory. The simulation experiments are
written in Java and run on a Mac OS. We use an extensible
andmodular simulator, OMNeT++ [30], to build two network
systems (see Fig. 4) with different ring topologies for validat-
ing the proposed framework REF. The first network system

Fig. 4. The topology of two simulated network systems where transient faults may occur.
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consists of 1 master and 8 slaves while the second network
system consists of 1 master and 16 slaves. For the message
transmission, three message sets with different scales (con-
taining 5, 10, and 20messages, respectively) are considered to
be handled by the two network systems. During the transmis-
sion of messages at nodes and links, transient faults may
occur due to the hazardous environment (see Fig. 4). For the
environment-related parameters, we use the simulator SPICE
to sample the data of neutron flux, supply voltage, and critical
charge. For example, the neutron flux F takes the value from
the range of ð0; 550�cm�2s�1. We consider three types of com-
ponents in the experiment. Referring to [32], the vulnerability
Vj of three components (i.e., SRAM, latch, and logic gate) are
set to 0.1, 0.15, and 0.08, respectively. The ratio of the number
of components SRAM, latch, and logic gate to the total num-
ber of components are respectively set as 0.775, 0.025, and 0.2.
We use the same parameters (i.e., QP , QI , QD, TW1, TW2) [31]
of PID controller in the simulation, the values of which are
listed in Table 1. The relative deadline (in time units) and the
length (in bytes) of messages are derived by a generator, in
the range of [0.5,1] and [300,800], respectively. The DMR
threshold � varies for different simulation cases but it keeps
the same value for different approaches in the same simula-
tion case. Specifically, its value becomes higher alongwith the
increase in the number of messages and slaves in the network
system. For example, the value of � is set as 10%, 20%, and
40% for three message sets, respectively. We select solar
energy as the renewable generation. Similar to [33], the har-
vesting power trace is derived using

PowharvðtÞ ¼ kðtÞ � cos
� t

70p

�
� cos

� t

100p

�����
����;

where kðtÞ is a normally distributed random variable.

5.2 Experimental Results

Since our objective is to optimize system reliability, we first
compare the system reliability achieved by the approaches
NFT, ART, EA [29] and our proposed framework REF. As the
results are clearly shown in Fig. 5, no matter which topology
and message setting is adopted, our proposed framework
REF always has the highest system reliability among the four
methods. To be specific, when compared to the approaches
NFT, ART, EA, the increase in system reliability realized by
REF can be up to 2.49� in the case of 5messages and 16 slaves;
the increase in system reliability realized by REF can be up to
3.82� in the case of 10 messages and 16 slaves; the increase in
system reliability realized by REF can be up to 4.21� in the
case of 20messages and 16 slaves. In addition, we can observe
that the larger the system scale, the higher the reliability
improvement can be achieved by our framework REF. The
efficacy of our REF in increasing system reliability benefits
from its consideration of both node and link failures aswell as
its reliability-aware feedback controllers.

Figs. 6 and 7 compare the DMR �miss and channel utiliza-
tion Unet of the approaches NFT, ART, EA [29] and our pro-
posed framework REF, respectively. As can be seen from
Fig. 6, for given messages, the DMR of 16-slave systems is
higher than that of 8-slave systems. This is due to the
increased time used for transmitting messages over more
slaves in the network. The results also indicate that ART has
the highest DMR among the four methods. This is because
that ART automatically re-sends messages when transient
faults occur and it does not judiciously determine the num-
ber of replicas for messages. Our proposed framework REF
is effective in controlling the DMR since in most cases of 16
slaves, the DMR of our REF is lower than that of NFT, ART,
and EA. Fig. 7 shows the channel utilization of FT, ART,
EA, and our REF. Obviously, our REF has the highest chan-
nel utilization among the four approaches regardless of net-
work topology and message set. The reason is that our REF
sends replicas for messages to improve system reliability
while other approaches do not. We can also find that the
channel utilization of all methods becomes higher along
with the increase in the number of messages.

TABLE 1
The Values of PID Controller Parameters

QP QI QD TW1 TW2

Value 0.5 0.005 0.1 100 1

Fig. 5. The system reliability Rsys achieved by NFT, ART, EA [29] and our
proposed framework REF in the case of (a) 5 messages (b) 10 mes-
sages and (c) 20 messages.
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Table 2 presents the CPU runtime (unit: ms) of the
approaches NFT, ART, EA [29] and our proposed frame-
work REF. The results show that the CPU runtime of these
methods all grows with the increase in the number of mes-
sages and slaves. Among the four methods, EA always has
the largest CPU runtime which becomes a few seconds for
large-scale systems. This is because EA has a large number
of time-consuming search operations. Although the runtime
overhead of our proposed framework REF is higher than
NFT and ART, it is still acceptable since even within the
largest system scale (i.e., 20 messages and 16 slaves), the
REF’s CPU runtime is less than 0.5s.

6 CONCLUSION

In this article, we developed the first hazard-aware CPS
model and presented a reliability enhancement framework
that focuses on optimizing system reliability under energy,
utilization, and timing constraints. Our framework is
designed based on the PID feedback control technique to
determine the message transmission and admission strate-
gies used in hazard-aware CPSs. Extensive experiments

were implemented to validate the efficacy of the proposed
framework. The simulation results show that the proposed
framework is effective in increasing reliability and decreas-
ing the deadline miss rate of CPS network systems, with an
acceptable runtime overhead. Compared to the three alter-
native approaches, the reliability improvement achieved by
our framework can be up to 4.21�.

Inspired by [34], in the future we will extend our pro-
posed methodologies to solve the lifetime reliability issue of

Fig. 6. The deadline miss rate �miss of NFT, ART, EA [29] and our pro-
posed framework REF in the case of (a) 5 messages (b) 10 messages
and (c) 20 messages.

Fig. 7. The channel utilization Unet of NFT, ART, EA [29] and our pro-
posed framework REF in the case of (a) 5 messages (b) 10 messages
and (c) 20 messages.

TABLE 2
CPU Runtime (Unit:Ms) of NFT, ART, EA [29] and the Proposed

Framework REF

NFT ART EA REF

5 messages, 8 slaves 40.0 41.0 283.0 53.0
5 messages, 16 slaves 66.0 42.0 500.0 87.0
10 messages, 8 slaves 75.0 54.0 456.0 99.0
10 messages, 16 slaves 123.0 84.0 774.0 169.0
20 messages, 8 slaves 221.0 150.0 1316.0 295.0
20 messages, 16 slaves 367.0 245.0 2210.0 483.0
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non-IT components in hazard-aware CPSs. This is because
these non-IT components such as batteries may be a key
part of CPS devices and they also may be prone to wear out
in a hazardous environment due to their accelerated aging.
The cross-layer control latency optimization problem con-
sidered in [35] is worth studying for CPSs. Therefore, we
also plan to model and solve the latency optimization prob-
lem when deploying hierarchical control of CPSs.
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