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An Optimal Image Storage Strategy for
Container-Based Edge Computing
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Abstract—Edge computing provides efficient and low-latency
computing services for Internet of Things applications. Container
virtualization technology is widely used as an indispensable key
technology in edge computing. However, the creation of the con-
tainer requires reading the corresponding image file. If the image
file is not stored locally, it will take a lot of time to download,
which increases the user’s extremely high service delay. Aiming
at decreasing the download time of image files, we develop a
two-stage optimization storage strategy of image files to decrease
its download time based on edge computing. This strategy opti-
mizes the image file placement in the initialization stage and the
runtime stage, respectively. In the initialization stage, we propose
a pseudo-polynomial time algorithm to filter all image files and
select the image file combination, which best meets the capacity of
the edge node for placement. In the runtime stage, we continue to
optimize the local image repository based on the historical access
records of the edge node. This operation can reduce the number
of downloads of image files, thereby further reducing the user’s
service delay. In addition, we created a real data set according
to the service requirements and the structure of image files on
the smart factory and the access records on the DockerHub. A
large number of experiments are carried out based on the data
set. Experimental results show that the two-stage optimization
storage strategy can greatly reduce the download time of image
files, thus reducing the service delay of edge nodes and improving
the service quality of edge nodes.

Index Terms—Container, Docker, edge computing, resource
management, virtualization.

I. INTRODUCTION

A. Background

ACCORDING to the Cisco Internet Business Solutions
Group, 50 billion devices will be connected in 2025.

With the rapid development of Internet of Things (IoT), global
data center IP traffic will reach 15.3 ZB [1]. According to the
Cisco Global Cloud Index, 45% of the data need to be stored,
processed, and analyzed at the edge of the network by 2025.
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TABLE I
CONTAINER VERSUS VIRTUAL MACHINE

Faced with such an ocean of data, the centralized comput-
ing model of the cloud data center can no longer meet the
requirement of delay-sensitive applications.

To address this issue, Cisco proposed the concept
of fog computing in 2012. In addition, the European
Telecommunications Standards Institute proposed the basic
framework for mobile-edge computing (MEC) in 2016 [2].
These computational models have the same features, which
are based on cloud computing and put part of computing
resources to the edge of the network, thereby reducing data
transmission delay. In this article, we will use edge computing
to express these similar concepts. Edge computing is similar
to cloud computing, which requires virtualization technology
to implement service requests for multiple users. However,
unlike cloud computing, edge computing needs to serve more
users and more delay-sensitive services, which proposes higher
demands on virtualization technology. The current virtualiza-
tion technologies are mainly divided into two types, namely,
virtual machine technology and lightweight container technol-
ogy. Compared with virtual machines, containers are more
suitable for edge computing [3]. Sollfrank et al. [4] eval-
uated the performance of Docker containers in industrial
automat and claimed that the container virtualization tech-
nology can meet the soft real-time requirements of industrial
automation. Containers are characterized by fast bootup speed,
dynamic resource quota adjustment, and low system over-
head. Containers are slightly weaker than virtual machines,
but the gap is only approximately 20 µs [5], the detail shows
in Table I.

B. Motivation

Currently, cloud service providers, such as Amazon and
Alibaba Cloud, provide containers as a basic service to users.
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Fig. 1. Smart factory scenario.

A growing number of open-source projects are focused on
containers. Docker is currently the most popular application
container engine. Therefore, we use Docker as an example
in this article. Docker containers and virtual machines have
essential differences.

First, the isolation mechanism of Docker containers is dif-
ferent from that of virtual machines. Containers implement
user isolation through Cgroups rather than the hypervisor used
by virtual machines. Therefore, the allocated resource quota
of a container can be modified when it is running, which
means that containers can dynamically adjust the resource
quota according to the current resource loading.

Second, containers are strongly associated with image files.
An image file contains the required file system structure and
contents for the corresponding container to boot up. The cre-
ation of a container must depend on their image file. If no
corresponding image file exists, then Docker Daemon (a pro-
gram for managing Docker containers) cannot be created,
whereas virtual machines can be created without an image
file.

Owing to these differences, the service process of edge com-
puting based on containers (ECBCs) is also different from
that of edge computing based on virtual machines. Virtual
machines require higher overhead compared to containers. It
greatly reduces the performance of the server. And in practice,
smart factory application services require a specific execution
environment. Although virtual machines can be replicated by
virtual machine snapshots for the execution environment, but
the image files of containers occupy less storage space than
the environment replication of virtual machines, which makes
containers more suitable for deployment on the edge nodes.

Fig. 1 shows the service process of the ECBC in smart fac-
tory scenarios. For reducing energy consumption and increas-
ing computing efficiency, some computing and storage tasks
need to be offloaded to powerful external computing devices,
that is, edge nodes. After receiving the task requests of these

devices, edge nodes will create isolated operating environ-
ments according to the requests on the basis of security and
efficiency considerations for ensuring parallel execution. As
mentioned before, the creation of containers must depend on
its image file. Therefore, if the corresponding image files are
not stored locally, then the edge node needs to download the
image file from the remote cloud image repository (CIR) or
DockerHub. The process of downloading image files causes
considerable delay. As a result, edge nodes will require several
storage resources for storing image files.

A large-scale analysis of the image repository was carried
out, and a total of 355 319 image files were analyzed, with a
total size of 167 TB [6]. The author found that only 3% of
the files in the image repository are unique, whereas other files
are redundant file copies. The storage of image files is related
to the storage structure of image files. Container’s image files
use another union file system (AUFS), which is a union FS
that combines different directories into one directory to make
a virtual file system. Two techniques are used by AUFS in
file management, which are stack-level management and copy-
on-write. Write-time replication uses sharing and replication
techniques, and only one copy is kept for the same image file.
All operations access this file. When an operation needs to
modify or add the file, the operating system will copy this
part of the data to a new place and then modify or add it.
By comparison, other operations still access the original file,
which saves the storage space of images and speeds up system
startup time.

However, although the AUFS can help edge nodes to save
some storage space, but DockerHub [7], which is the most
popular registry, currently storing almost 4 million public
image repositories comprising approximately 20 million lay-
ers. Even though edge nodes have stronger computing and
storage capabilities relative to IoT devices, their computing
and storage capacity is not comparable to that of the data
center, which is not possible to store all image files on the
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edge node. Therefore, how to store image files of containers,
so as to reduce users image download time as much as pos-
sible, is a key problem in ECBC. Owing to the complexity
of the storage structure of image files, this problem is not
a simple combinatorial optimization problem. The traditional
combination optimization method is aimed at a single object,
and no association exists between individuals. When consider-
ing how to optimize the placement of image files, the storage
of image files also needs to consider the nesting relationship
of the image files to maximize the utility of storage resources
of edge nodes.

C. Contributions

This article aims to improve the resource utilization of edge
nodes in smart factory by solving the storage problem of image
files. The main contributions are listed as follows.

1) An image file usually needs to be backtracked up
multiple levels to calculate its size. By decoupling the
nested relationship between image nodes, we propose a
novel computing model for image file storage in edge
computing and verify the correctness of the comput-
ing model in a real scene. The computing model can
simplify the calculation process of image file size.

2) Considering the limited storage capacity of edge nodes,
we propose a two-stage optimization strategy of image
files for edge nodes. First, in the initialization stage,
we proposed a minimum transmission volume algorithm,
which is a pseudo-polynomial time algorithm to resolve
the optimal placement problem of image files at edge
nodes, the algorithm makes full use of the nested struc-
ture of image files and reduces the downloaded amount
of image files. Second, in the runtime stage, a run-
time update mechanism of LIR is proposed. Edge nodes
can adjust image files in LIR according to the number
of downloads, further optimize the file combination of
the image repository, and reduce the download time of
image files.

3) We have created test data of image files and service
request according to the real smart factory scenario.
We selected the most commonly used 37 image files
from DockerHub and analyzed the structure of them
by Microbagger. Simulation experiments based on the
data sets show that the two-stage optimization strategy
can reduce transmission volume and download time by
20%. We publicize the data set for research and objective
performance evaluation.

The remainder of this article is organized as follows.
Section II summarizes the related work. II Section III intro-
duces our system model. Section IV presents the optimal
image storage strategy. Section V discusses the conducted
experiments, the results of which verify the effectiveness of
our proposal. Finally, Section VI concludes our work.

II. RELATED WORK

There are many existing work on resource management and
task scheduling of edge computing. Zeng et al. [8] considered

a software-defined embedded system based on fog comput-
ing. They addressed task scheduling and resource management
problems in fog computing. Mao et al. [9] developed online
joint radio and computing resource management algorithms for
multiuser MEC systems with the goal of minimizing long-term
average weighting and power consumption of mobile devices
and MEC servers, subject to task buffer stability constraints.
In addition, Mao et al. [10] studied a green MEC system with
energy harvesting equipment, and an effective computational
offloading strategy was designed. A low-complexity online
algorithm, which was called dynamic computing unloading
algorithm based on Lyapunov optimization, was proposed.
Xiao et al. [11] proposed a framework called CAME to
enhance the computing power of the system, and they designed
workload scheduling to balance the tradeoff between system
delay and cost. Xiao and Krunz [12] proposed a new collabo-
ration strategy called offload forwarding. In this strategy, each
fog node did not always rely on the cloud data center to han-
dle the unprocessed workload; it can also handle some or all
of the unprocessed workload.

For the Docker container, a service placement algorithm
based on the location of the image file was proposed to
maximize the number of user services in [13]. Given that
the image file can be shared by multiple services, it can
be placed according to the location of the image file when
the service was placed, thereby reducing download time and
improving storage efficiency. However, the article did not
consider that the optimized placement of the image file has
been dynamically updated. To address the problem of task
scheduling and resource management for smart manufacturing,
a container-based task scheduling algorithm was proposed to
reduce service delay in [14]. In addition, the authors proposed
a resource redistribution algorithm that can dynamically update
the resource quota of the current task according to the task
number of the current node and improve the node utilization
rate. However, this article was aimed at the scheduling algo-
rithm of a single edge node and did not consider the task
scheduling of multinode cooperation.

The container as a highly efficient and lightweight virtu-
alization technology has been studied by a large number of
scholars [15], [16], [17]. For the resource management of con-
tainers, Bhimani et al. [15] developed a new docker controller
for scheduling containers of different types of applications.
The controller determined the best batch of containers run-
ning at the same time to minimize the total execution time
and maximize the utilization of resources. However, this arti-
cle did not consider the characteristics of container image files
on edge nodes.

Xie et al. [18] proposed a hybrid model by combination
ARIMA and triple exponential smoothing. It can accurately
predict the linear and nonlinear relationships in the container
resource load series. In order to handle the dynamic docker
container resource load, the weight values of two single mod-
els in the hybrid model were selected according to the sum of
squares of their prediction errors over a period of time. The
author also designed and implemented a real-time prediction
system, which included collecting, storing, and predicting
docker container resource load data, meanwhile scheduling
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Fig. 2. System model.

and optimizing the usage of CPU and memory resources based
on the predicted value.

Abdullah et al. [19] presented a new method to automati-
cally allocate the best CPU resources to the container based
on deep learning. The author utilized the diminishing returns
to determine the optimal number of CPU pins of the container,
thus maximizing the number of concurrent jobs and obtaining
maximum performance. However, the author did not consider
the impact of image files on containers.

Despite several studies on container resource management,
knowledge on image placement and service migration is insuf-
ficient. Thus, this article proposes an optimized placement
strategy for the placement of image files in Docker containers
in edge computing. The strategy improves edge node utiliza-
tion and reduces service delays between terminal devices and
edge nodes.

III. SYSTEM MODEL

Fig. 2 shows the service model of a single edge node.
Multiple IoT devices send service requests to the edge node,
and the edge node creates a corresponding container after
accepting a request. The Docker, which is an application con-
tainer engine, runs in the edge node. Docker Daemon is a
process of Docker container, which receives requests from a
client on the server and is responsible for container creation
and resource management. When Docker Daemon accepts a
request, it retrieves the LIR first. If the corresponding image
file is not found in the LIR, then the edge node needs to access
the CIR to download the image file. The CIR is similar to
the Gits code repository for storing and managing image files
uploaded by developers. Currently, Docker’s official repository
is DockerHub [7] at present, which stores more than 1 000 000
of image files. In our system model, there are two image sets,
the CIR IC and the LIR IL, respectively. LIR is a subset of
CIR, that is, IL ⊆ IC.

A. Models of Image and LIR

In Dockers image storage mechanism, each image file con-
sists of multiple image layers. The layers are stacked from the
bottom to the top to form the root file system of the container.
Dockers storage driver is used to manage these image layers

Fig. 3. Image file structures of Redis and MySQL.

and provides a single file system to the outside. The size of a
single image file is the cumulative sum of the file size of each
layer. Other images can be created based on an image, and
their own files can be added. Fig. 3 shows the level file struc-
ture of Redis and MySQL. The total size of Redis is 33.6 MB.
The Debian, which is bottom-level, is the base image of Redis
and MySQL. The total size of Debian is 21.4 MB.

A single image file consists of three parts: 1) bootfs;
2) base_image; and 3) level_file. The size of an image file
Si can be calculated as

Si = bootfs+ base_imagei + level_filei (1)

where bootfs is the lowest boot file system of the Docker
image, including the bootloader and the operating system
kernel. Given that bootfs takes up a small amount of space, it
can be ignored in the calculation. The base_image is the base
image of the image i. An image can only have one base image
but it can be used as a base image by multiple images. The
level_file denotes the level files of the image i. The level files
of images cannot be stored separately, and it must be stored
as a complete image file. When calculating the storage space
of an image file, we use the base image and the file size other
than itself to calculate the size of the image file. This approach
simplifies the complexity of the model. The size Si of the ith
image can be calculated as

Si =
{

Li, if the imgi without base_image
Sj + Li, if the imgi based on imgj

(2)

where Li represents the size of the level files of the image
i. We can use the command “docker history 〈ImageID〉” to
view the content and corresponding size of each layer of an
image.

The LIR is used to store image files. Owing to the stack
layer management of AUFS, accumulating the storage space
of all image files is not a simple task when calculating the size
of the LIR. We test the LIR of the Docker container. The test
images in the LIR contain several base images and application
images, and some test images are created by ourselves. The
test images are composed of the five image files generated by
Ubuntu 16.04 and Ubuntu 14.04 and combined with a test.zip
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TABLE II
INSTANCES OF IMAGE FILES

file. The image names are Test, Test 2, Test 3, Test 4, Test 5,
and Test 6. The size of test.zip is 210 MB. Table II shows the
structure and storage space of each image file.

As shown in Table II, regardless of whether the base image
is local or not, the size of a single image file in the image
repository is actually the size of its layer file. A single image
file in the LIR exists as a layer file. The nested structure of
these layer files is stored in an XML file. Docker reads the
XML file and then forms the entire image when creating the
container. When calculating the storage space of an image file,
the storage space is usually the layer file of the image file.
However, using the layer file to calculate the storage space of
the image repository is difficult to associate with the image.
Therefore, we build the image file into a tree structure, and the
value of each node is the actual occupied space of the image
file. Note that Si in (2) only indicates the size of the image
file and cannot represent the actual occupied storage space of
the image file i. The image repository of the edge node is a
forest that is composed of multiple trees. When calculating
the storage space of the image repository, it iterates the size
of all nodes.

The LIR consists of N image files, denoted by IL =
{img1, img2, img3, . . . , imgn}. We denote the storage space of
LIR of the edge node by C. The storage space of the image
repository in the edge node can be calculated as

C =
N∑

i=1

Si −
N∑

i=1

Chi × Si =
N∑

i=1

Li (3)

where Chi represents the number of all child nodes of the
node, including the child nodes of the child nodes.

B. Transmission Model

As shown in Fig. 2, when a user needs the service from an
edge node, it first sends a request to the edge node. The con-
tent of the request includes the service data, delay constraints,
and the image file needed by this service. After receiving the
request, the edge node retrieves its LIR. If the requested image
file is stored locally, then it immediately creates a container.
If the requested image file is not stored locally, the edge node
needs to download the image file from the CIR. When down-
loading the image file, the request needs to be suspended to
wait for the completion of the download. After the image file

is downloaded, the container is created by Docker Daemon.
The storage space of the LIR is allocated by the edge node
according to its own storage resources.

In this article, we conducted an extensive experiment to
build a container image transmission model. Ubuntu 14.04 was
not stored in the LIR at the beginning. When the user needs
to create the test container in which its image file is based on
Ubuntu 14.04, the LIR needs to download the basic image
of Ubuntu 14.04. After the download is complete, Docker
Daemon only starts to create the container. The transmission
size of a single image file is not equal to the size of the image
file. We assume that a service request corresponds to an image
file, then the size of the image file to be downloaded for a
request is the transmission size. The transmission size of image
i can be calculated by the following:

S̃i =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0, if the base_image and level_files are
exist in the repository;

Li, if the base_image is exist in the repository
S̃j, if the level_files are exist in the repository
S̃j + Li, if the level_files and base_image are

not exist in the repository.

(4)

Correspondingly, the transmission time of a service request
can be calculated as follows:

T(i) = S̃i

BW
(5)

where BW represents the bandwidth allocated by the edge
node. Generally, the bandwidth between the edge node and
CIR is constant, therefore minimizing the transmission time is
to minimize the transmission size of an image file.

IV. PROBLEM FORMULATION AND ALGORITHMS

Containers are different from virtual machines. Virtual
machines can be created directly without operating system
images, whereas Docker containers must be created on the
basis of image files. If no image files exist, then Docker
Daemon cannot create containers. Edge nodes have limited
storage resources which cannot store all the image files. This
limitation will cause IoT devices to wait for the image to
download when accessing the local image, which will cause
service delay. Thus, the purpose of this article is to maximize
the utilization of storage resources at the edge node and
optimize the image storage solution. To reduce the transmis-
sion delay of an image file, we consider reducing service
completion time and improving the quality of service. We
divide the optimization storage problem of an image file into
two stages for optimization. The first stage is the initial place-
ment stage of image files. The second stage is the dynamic
update stage at run time.

A. Initial Placement Stage

In the initial placement stage, the optimal image file place-
ment combination is selected according to the storage capacity
of the edge node, thereby reducing the download time of the
image file. Generally, we hope that many image files can be
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stored in the LIR as much as possible, which can reduce down-
load time substantially. By selecting the optimal combination,
the most commonly used image will be stored on the edge
node, which can effectively reduce the number of image file
downloads, thereby reducing the average download time in
the entire process. However, owing to the absence of a down-
load record in the initial placement stage, the frequency of
use of an image file cannot be obtained. Therefore, in this
stage, we assume that the access probability of all image files
is the same. Therefore, the higher the number of child nodes,
the higher the probability that the image is downloaded. If the
image file is downloaded in the LIR, then its parent node must
also be downloaded.

The download probability P(i) of the image i can be
calculated as

P(i) = Chi + 1∑
i∈IC Chi + 1

. (6)

However, when selecting image file placement, the edge
node cannot always choose the basic image to store, it needs
to take the size of the node itself and the number of child
nodes into account comprehensively. Therefore, we define a
scalar quantity called the expectation of transmission volume
of a service request. The expectation of transmission volume
of a service request represents the expectation amount of data
that needs to be transferred from the CIR to the LIR when the
edge node completes a request. The expectation of transmis-
sion volume E(R) of a service request R can be calculated by
the following:

E(R) =
∑
i∈IC

P(i)× S̃i. (7)

Owing to the limited storage space of the node, the edge
node may be overwritten by the newly downloaded image file.
Therefore, the worst case needs to be considered in the ini-
tial placement stage, which means that the image file will be
redownloaded each time when the image file is requested. As
shown in (4), the smaller the transmission size, the shorter the
average user waiting time.

In the initial placement stage, the optimization goal is to
minimize the expectation of transmission volume of service
requests. Let xi be a binary variable to indicate whether the
ith image file is selected and put into the LIR, that is

xi =
{

0, if imgi ∈ IL

1, if imgi /∈ IL.
(8)

The goal function can be expressed as follows:

P1 : min E(R)

s.t.
∑
i∈IC

xi × Li ≤ C. (9)

We can see from the optimization objective function that
P(i) is the download probability of each image in the CIR,
which is generally a fixed value. S̃i is the placement combi-
nation of image files. This problem is a bin packing problem,
which means that it is an NP-hard problem. To find the optimal
placement combination of the image file, we propose an algo-
rithm called image placement based on transmission volume,

which is a pseudo-polynomial time algorithm to solve the
problem. Given the nested structure between the image files
in the container image placement problem, when placed in an
image file, the operation will affect the value of other image
files which is based on this image file. Moreover, it causes the
image placement problem without optimal substructure.

To provide the optimal substructure characteristics for this
problem, we define the transmission function of an image file.
The nested structure of the image files is decoupled so as to
achieve the purpose of decoupling between image files. The
transmission function can be expressed as

Tran(i) = (Chi + 1)× Li. (10)

The transmission function takes into account the impact of
all child nodes. With Tran(i), whether the child node is placed
will not affect the value of its parent node. Therefore, we
can minimize the objective function by optimizing Tran(i).
The optimization objective function of this problem can be
transformed into the following:

P2 : min
∑
i∈IC

xi × Tran(i)

s.t.
∑
i∈IL

xi × Li ≤ C. (11)

To find the optimal substructure, let Tran(i) be the transmis-
sion volume of the ith image. When the node storage capacity
remains j, the all transmission volume corresponding to the
best combination of the first i images is V(i, j). At the begin-
ning of the calculation, V(i, j) is the total transmission volume
when all images are stored. At this point, two cases need to
be considered.

1) The remaining capacity of the LIR is smaller than the
image and cannot be stored. The total transmission vol-
ume at this time is the same as the transmission volume
of the first i− 1, that is

V(i, j) = V(i− 1, j). (12)

2) The capacity to store the image is not enough, but it does
not necessarily reach the current optimal value when
installed. Thus, the best strategy between storage and
nonstorage must be selected, that is

V(i, j) = min{V(i− 1, j), V(i− 1, j− Li)− Tran(i)}
(13)

where V(i− 1, j) indicates that the transmission volume
of image i is not stored, V(i−1, j−Li)−Tran(i) indicates
that the ith image is stored, the LIR capacity is reduced
by Li, but the transmission volume is reduced by Tran(i).
Therefore, its recursive expression is as follows:

V(i, j) = min{V(i− 1, j), V(i− 1, j− Li − Tran(i))}.
(14)

The pseudocode of the placement algorithm in the ini-
tialization stage is shown as follows. Obviously, the time
complexity of the initialization stage placement algorithm is
O(imageList.size× C).
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Algorithm 1 Initialization Stage Placement Algorithm
Input: imageList, C;
Output: optImageList;

1: Initialize totalTransw[], v[], V[][];
2: Calculate the total transmission volume by using Eq. (3);
3: Set totalTrans← the value calculated by Eq. (3);
4: for k = C to 0 do
5: V[0][k]← totalTrans;
6: end for
7: for i = 0 to imageList.size do
8: V[i][0]← totalTrans;
9: end for

10: for k = C to 0 do
11: for i = 1 to imageList.size do
12: if k ≤ w[i] then
13: V[i][k]← V[i− 1][k];
14: else
15: V[i][k]← min{V[i− 1][k], V[i− 1][k−w[i]−

v[i])};
16: end if
17: end for
18: end for
19:

20: Use V[][] to find the best image combination
optImageList;

21: Return optImageList;

B. Runtime Optimization Stage

Owing to the diversity of users served by edge nodes, for
popular application services, the use frequency of the image
is bound to be higher. As a result, the placement frequency
of image files in the node image repository will also change.
The edge node needs to periodically analyze the access to the
previous period and update the image repository in real time,
thereby further reducing the download time of the image file.

In the runtime stage, the edge node periodically updates the
image file of the LIR according to the user request received
by the node and stores the commonly used image files locally.
For the optimization of the LIR in the runtime stage, designing
and updating its trigger mechanism first is necessary. In the
runtime stage, the edge node will be able to obtain the request
habits of the user of the node so that the usage of the image file
can be analyzed. Therefore, the edge node needs to calculate
the download volume of the current period after completing a
certain number of service requests, which is

downr =
I′∑

i=1

S̃i ×
⎛
⎝fi +

∑
fk∈CHi

fk

⎞
⎠ (15)

where I′ represents the image collection that has been down-
loaded and is not stored locally. r is the current round number,
the number of child nodes of image i, and CHi represents the
collection of child nodes of image i, fi represents the number
of downloads of image i in this round. Given that the base
image is also downloaded when the image is downloaded,

Fig. 4. Forest of the image repository.

counting the access times of all its child nodes is necessary
when calculating the transmission volume.

After obtaining the download volume of the current round,
the edge node compares the download volume of the current
round with the download volume of the previous round. If
the download volume of the previous round is less than the
download volume of the current round, that is downr−1 <

downr, then the LIR update is performed; otherwise no update
is made. When performing the update operation, the LIR is
updated while the edge node is providing services. If the LIR
needs to download a large number of image files, then it will
cause an excessive network burden. Thus, the LIR needs to
consider the download volume caused by updating.

After the update mechanism is triggered, the LIR needs to
select the deleted image and the newly added image file. When
updating the image file in the LIR, the LIR not only saves the
image file blindly with the highest download number; it also
needs to consider the cost of saving the image. Fig. 4 shows
the Ubuntu 16.04 subtree as an example. Assume that the num-
ber of downloads of node 1 is 2, the number of downloads
of node 2 is 10, the number of downloads of node 3 is 3,
and the number of downloads of node 4 is 5. The capacity of
nodes is 250 MB, if storage node 1, the download volume is
10×210+0×3+5×210 = 3150, if storage node 2, the down-
load volume is (2+10+3+5)×84+3×0+5×210 = 2730.
Obviously, node 2 should be selected. The download volume
is less than the download volume by stored node 1. Therefore,
for the image file replacement strategy at runtime, comprehen-
sively considering the number of downloads and the amount
of downloads are necessary to reduce the number of users
download time.

When choosing to update the image, first, we calculate the
download volume Dr

i of each image file in I′ in the current
round, that is, the download volume that may be reduced when
storing the image

Dr
i = S̃i ×

⎛
⎝fi +

∑
fk∈CHi

fk

⎞
⎠ ∀i ∈ I′. (16)

When selecting the deleted image file, for minimizing the
impact on other images after deleting the image, only the layer
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Algorithm 2 Runtime Update Algorithm
Input: downedImageList;
Output: optImageList;

1: Calculate the transfer volume of each image file in this
round of request;

2: Generate two sets, one sets is a sets of images stored
locally imgLocal and the other is a sets of images that
have been downloaded but not stored locally imgCloud;

3: Initialize optImageList = {},il ← imgLocal.size, ic ←
imgCloud.size

4: Sort the two sets from large to small;
5: for i = 0 to il do
6: for j = ic to 0 do
7: Replace the first image that is not stored locally

with the last image collection locally;
8: if The transmission volume after replacement is

smaller than that of the previous round and can be put in
then

9: Update the transmission volume of the last
round to the one after replacement;

10: else
11: Break;
12: end if
13: end for
14: end for
15: Output the LIR of the next round optImageList;
16: Return optImageList;

file of the image will be deleted, and the basic image will
not be deleted. As for the image stored locally, calculating
the number of downloads that may increase after deletion is
necessary, that is

Dr
j = Lj ×

⎛
⎝fj +

∑
fk∈CHi

fk

⎞
⎠ ∀j ∈ I. (17)

Given that only the layer file of the image file is deleted,
the download times of other image files based on the image
need to be counted. When choosing to replace, we also need
to consider the replacement income. The replacement income
refers to the reduction ratio of download volume to reduced
storage capacity

revenuer
i,j =

Dr
i − Dr

j

S̃i − Lj
∀i ∈ I′ ∀j ∈ I. (18)

This means how many units of download volume will be
reduced for each additional unit of storage capacity.

V. SIMULATION EXPERIMENTS

In this section, we use the Java development simulation
environment to test the proposed image file placement strategy.
The data set used in the test comes from DockerHub, which
is currently the world’s largest image file library. This arti-
cle makes a statistical analysis of the most commonly used
image files in DockerHub, collects the 37 most commonly
used image files, and uses MicroBadger [20] to analyze the

Fig. 5. Transmission volume during initialization with 500 MB of Data 1.

Fig. 6. Transmission volume during initialization with 1000 MB of Data 1.

image file hierarchy. Among them, 12 basic images and a
maximum of four layers of embedded images set of struc-
tures are selected. In addition, this article uses two sets of
user request data sets, including the generation of 1100 user
requests. Data 1 allocated 1100 requests to an average of 37
images, whereas Data 2 allocated 1100 requests according to
the real user data on DockerHub.

A. Initial Placement Stage

This article uses the image file transmission volume and the
number of image file downloads to judge the performance of
different placement strategies. In the initialization placement
stage, the comparison of placement strategies is as follows.

1) Max-Image: Place as many images as possible.
2) Max-CH-Image: Select the images with the most child

nodes to place.
3) Max-Size: Select the images with the largest storage

space to place.
We first use data set Data 1 to compare the image transfer

volume when the nodes LIR capacity is 500 and 1000 MB.
Fig. 5 shows the experimental result of the LIR with a capac-
ity of 500 MB, and Fig. 6 shows the experimental result of
the LIR with a capacity of 1000 MB. As shown in the fig-
ure, whether the capacity is 500 or 1000 MB, the algorithm
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Fig. 7. Transmission volume during initialization with 500 MB of Data 2.

proposed in this article can significantly reduce the trans-
mission volume compared with other algorithms. Although
the Max-Image strategy selects the most image file place-
ment, it can reduce the download probability of the image
file. However, most of the stored images are images with
less resource overhead, and those images that take up more
resources need to be downloaded. As a result, for some of the
images, the base image is downloaded more times, leading to
increased transmission volume.

The Max-CH-Image strategy has less transmission than
Max-Image and Max-Size, because Max-CH-Image consid-
ers the nested structure of the image file and stores the basic
image file with a large download probability locally to avoid
too many repeated downloads. Thus, its transmission volume
is better than that of Max-Image and Max-Size. Moreover, the
nested structure is important for the placement of the image
file, and the selection of the image file needs to be combined
with its basic image for screening. However, the Max-CH-
Image strategy does not consider that when the occupied space
of the basic image is small, the transmission volume will not
be increased too much. As a result, the transmission volume
is greater than the strategy proposed in our strategy.

The Max-Size strategy has the largest transmission volume,
because the Max-Size strategy only stores images with the
largest resource consumption locally, that is, it does not con-
sider that the download probability of the base image is greater
than that of the nonbase image, nor does it consider how to
reduce the number of downloads. This feature leads to an
excessively high throughput.

Compared with the other three strategies, the proposed strat-
egy has the lowest transmission volume. This is because the
strategy proposed in this article looks for the optimal combi-
nation of transmission volume and fully considers the impact
of the nested structure of the image file. This feature provides
several advantages. First, the repeated downloading caused by
not storing the basic image is avoided. Second, the strategy
fully considers how high the basic image with less resource
consumption will not affect the transmission volume.

Similarly, we use data set Data 2 to compare the amount
of the transmission when the LIR capacity of the node is 500

Fig. 8. Transmission volume during initialization with 1000 MB of Data 2.

and 1000 MB. The results are shown in Figs. 7 and 8. A com-
parison of the results of Data 1 and Data 2 shows that when
the LIR capacity is 500 MB, the gaps between the strate-
gies proposed in this article, Max-Image, Max-CH-Image, and
Max-Size are 18.934, 9.675, 14.392, and 6.649 MB, respec-
tively. When the LIR capacity is 1000 MB, the gaps between
the strategies proposed in this article, Max-Image, Max-CH-
Image, and Max-Size are 12.32, 11.575, 8.744, and 12.315
MB, respectively. After analysis, the transmission volume of
Data 2 is smaller than the transmission volume of Data 1,
because Data 2 is smaller than Data 1 in the total transmis-
sion volume. However, the gap between Data 1 and Data 2 is
not large, because the optimal image placement combination
is selected on the premise that the access probability of all
image files is the same in the initialization stage. Moreover,
whether the number of image requests is evenly distributed
has little effect on the experimental results.

B. Runtime Stage

This section mainly compares the experimental results at
the runtime stage. Given that the Max-Image, Max-CH-Image,
and Max-Size strategies only select the image file to be placed
during the initialization stage, the performance of the runtime
stage is not affected. Therefore, no comparison is made at
runtime, and the optimal placement strategy proposed in this
article is used by default. This article takes the LIR capacity
of 500 MB as an example and checks whether an update is
required every 100 requests in the runtime stage.

Figs. 9 and 10 are the transmission volume and download
times, respectively, generated by Data 1 in the runtime stage
after each round of update of the requested data set. First, we
compare the amount of transmission per round in Fig. 9. In
the experimental results of Data 1, in the first round and the
second round, the transmission volume of the two is the same,
that is, 9.5 and 10.4 MB, respectively. In the next round, in
rounds 3, 9, and 10, the update mechanism is slightly higher
than the transfer volume by approximately 100–300 kB with-
out the update mechanism. In the 4th, 5th, 6th, 7th, 8th, and
11th rounds, the update mechanism is lower than the transfer
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Fig. 9. Each round of Data 1 transmission volume during runtime.

Fig. 10. Number of downloads per round of Data 1 at runtime.

volume by approximately 100–500 kB without the update
mechanism.

Fig. 10 shows the total number of downloads per round in
the runtime stage. According to the analysis of the results, the
update mechanism can only slightly reduce the transmission
volume and the number of downloads for the evenly distributed
data set. This is due to the fact that in the placement algo-
rithm in the initialization stage, the transmission volume of
the image file is calculated according to the consistent access
probability of all images. Therefore, in the runtime stage, when
the number of requests for each image is the same, the update
mechanism cannot bring about a large change. Thus, compared
with the nonupdate mechanism, the transmission volume and
the number of downloads are not much different.

The previous paragraph compares the transmission volume
and download times of the evenly distributed data set Data 1
in the runtime stage. The experimental results show that the
effect of the update mechanism is not significant when the
number of requests for each image is the same. However,
the experimental results of Data 2 show that the effect of
the update mechanism is due to the nonupdate mechanism.
Fig. 11 shows the transmission volume of Data 2 in each
round. In the first round, the update mechanism is not trig-
gered; thus, the transmission volume of the update mechanism

Fig. 11. Each round of Data 2 transmission volume during runtime.

Fig. 12. Number of downloads per round of Data 2 at runtime.

and that of the nonupdate mechanism are 7.8 MB. In the sec-
ond round, the difference between the two is approximately
400 kB. In the third round, the gap between the update mech-
anism and the nonupdate mechanism has gradually increased,
and the maximum gap is approximately 1200 kB.

Fig. 12 shows the total number of downloads for each round
of data set Data 2 during the runtime stage. According to the
result analysis, when using DockerHubs request data set, the
transmission volume difference in the previous update round
is not large. However, in the later rounds, the update mecha-
nism can greatly reduce the required transmission volume and
download times with continuous optimization. This is because
when the users request reaches a certain amount, the update
mechanism can well identify the user habits of the node.
Storing frequently used image files in LIR can avoid many
unnecessary downloads efficiently. Edge nodes without the
update mechanism increase the average transmission volume
by approximately 20% per round. The result of this experi-
ment proves that the dynamic optimization strategy proposed
in the runtime stage can effectively reduce the transmission
volume of image files.

VI. CONCLUSION

This article deeply analyzes the container image file stor-
age mechanism and constructs the image file storage model
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on the basis of edge computing. According to the hierarchi-
cal structure of the image file, a two-stage storage strategy
of the image file is designed. In the initialization stage, the
optimal image file combination that meets the storage space
of the node is selected. In the runtime stage, the file combina-
tion of the local image repository is constantly adjusted. The
simulation results show that the two-stage storage strategy of
image file proposed in this article can make efficient use of
the storage space of nodes and improve the utilization of stor-
age resources. In the runtime stage, the update mechanism can
continuously optimize the image storage strategy according to
the service characteristics of different nodes and user habits,
so as to reduce the download delay of image files.

However, we only optimize the image file storage for a sin-
gle edge node in this article, which has some limitations. It is
usually stored collaboratively by multiple nodes in real scenar-
ios, and this approach can better improve the storage efficiency
of image files. In the future, we will optimize the collaborative
storage of multiple edge nodes using multiintelligent reinforce-
ment learning methods. Moreover, we will further optimize the
image file storage updated strategy in the runtime stage.
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