An online and generalized non-negativity constrained model for large-scale sparse tensor estimation on multi-GPU
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ABSTRACT

Non-negative Tensor Factorization (NTF) models are effective and efficient in extracting useful knowledge from various types of probabilistic distribution with multi-way information. Current NTF models are mostly designed for problems in computer vision which involve the whole Matricized Tensor Times Khatri–Rao Product (MTTKRP). Meanwhile, a Sparse NTF (SNTF) proposed to solve the problem of sparse Tensor Factorization (TF) can result in large-scale intermediate data. A Single-thread-based SNTF (SSNTF) model is proposed to solve the problem of non-linear computing and memory overhead caused by large-scale intermediate data. However, the SSNTF is not a generalized model. Furthermore, the above methods cannot describe the stream-like data from industrial applications in mainstream processors, e.g., Graphics Processing Unit (GPU) and multi-GPU in an online way. To address these two issues, a Generalized SSNTF (GSSNTF) is proposed, which extends the works of SSNTF to the Euclidean distance, Kullback–Leibler (KL)-divergence, and Itakura-Saito (IS)-divergence. The GSSNTF only involves the feature elements instead of the entire factor matrices during its update process, which can avoid the formation of large-scale intermediate matrices with convergence and accuracy promises. Furthermore, GSSNTF can merge the new data into the state-of-the-art built tree dataset for sparse tensor, and then online learning has the promise of the correct data format. At last, a model of Compute Unified Device Architecture (CUDA) parallelizing GSSNTF (CUGSSNTF) is proposed on GPU and Multi-GPU (MCUGSSNTF). Thus, CUGSSNTF has line computing complexity and space requirement, and linear communication overhead on multi-GPU. CUGSSNTF and MCUGSSNTF are implemented on 8 P100 GPUs in this work, and the experimental results from real-world industrial data sets indicate the linear scalability and 40X speedup performances of CUGSSNTF than the state-of-the-art parallelized approaches.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

With the rapid development of the Internet and the variety of information collection approach, i.e., spatio-temporal, optic, thermology, vibration, and voice, multi-way data has gradually become a major representation form for information, and arises in many applications, e.g., dimension reduction, clustering, recommender systems, social network, and modeling on wireless communication networks, smart city and Internet of Things (IoT), etc. [1]. These type of data is represented by tensor whose number of dimensions is greater than three. Tensor preserves the interactive information for each dimension. The more the amount of information a system has, the higher the dimension a tensor has; however, in addition to having high dimensions, the data is highly sparse, and the reason for data missing is that the systems are time-varying and it’s hard to obtain the full information in real-time [2]. We observe that the scenes that a system misses information are common in reality, e.g., information networks, recommender systems, and Quality of Service (QoS), etc. In medical image processing communities, to obtain a more clear Magnetic Resonance Imaging (MRI) of a human organ, the doctor should increase the radiation dose; however, over-radiation will damage the health. A solution is that the researcher can recover a clear MRI image from the obscured and sparse one, which is obtained by the low radiation dose MRI
An estimation way for the missing data is via TF, which takes advantage of the low-rank structure of the data [4]. Due to the high efficiency and low computing complexity, Canonical Polyadic Decomposition (CPD) becomes the most popular factorization method [5]. Because of the low-rank and non-negativity essence of many data, NTF has become one of the most popular approaches in CPD communities [6,7]. Meanwhile, something should be observed that the MTTKPP is deduced from gradient descent (GD) which involves in the manipulation of unfolding tensor with Khatri-Rao product of $N \times 1$ matrices [8–12]. Due to explosive increased space and computational overhead, MTTKPP is a computational bottleneck of CPD [8–12].

Due to the powerful processing ability for fine-grained and stream-like tasks, GPU has become a popular processor in industrial application, and in cloud platforms, i.e., Fink and Spark, etc, GPU gradually plays a role as a core processor [13]. However, SNFT suffers the following computing problems on the GPU: (1) The sparsity will add extra computing burdens. The update process for each feature vector of Dense NTF (DNTF), which is designed to computer vision and the image and video present a dense style [14,15], shares the same Hessian matrix, which only needs a Khatri-Rao product of $N \times 1$ matrices. However, the update process for each feature vector of SNFT don’t share the same Hessian matrix, which only need $N$ Khatri-Rao product of $N \times 1$ matrices; (2) Due to memory limitation, GPU cannot process frequent large-scale matrices manipulation and store non-linear increased intermediate matrices without tuning the update approach of DNTF; (3) The intermediate Hessian matrices need square communication costs. SSNTF [16] is proposed to solve these problems which are caused by large-scale intermediate matrices based on Euclidean distance. However, it is not applied to the generalized distance, e.g., KL-divergence and IS-divergence, etc. Thus, it is also not a generalized model. What’s more, the above methods cannot describe the stream-like data from industrial applications in mainstream processors, e.g., GPU and multi-GPU in an online way.

The GSSNTF is proposed to perfect the theoretic flaw on large-scale industrial data. The matrix manipulations will be transformed into the needed multiplication and summation operations of feature vector elements. At the same time, our method benefits from its more generalized model and its online processing. The main contributions of our study are as follows:

1. **Algorithm Analysis.** The GSSNTF model is derived theoretically, which obeys various common probabilistic styles, e.g., Gaussian, Poisson, and Exponential distribution styles, and fine-grained parallelization inherence. And GSSNTF represents a more generalized update rule for factor matrices. (see Sections 4.1 and 4.2).

2. **CUDA Parallelization and Multi-GPU.** CUGSSNTF harnesses local memory more instead of increasing the global memory overhead of the GPU, and CUGSSNTF has linear scalability of computation and space overhead (see Section 4.3.1). MCUGSSNTF adopts a multi-GPU model with mode scalability for tensor data. GSSNTF and CUGSSNTF have linear time and space complexities. (see Section 4.3.2).

3. **Online Learning.** The stream-like computing style of the single-thread-based model gives the GSSNTF an online learning ability. Online learning and high efficient CUDA parallelization are the two byproducts of the single-thread based model. (see Section 4.4).

The rest of this paper is organized as follows. Section 2 presents related works. Section 3 lays out the problem formulation and GPU computing. Section 4 introduces the GSSNTF model, CUGSSNTF, MCUGSSNTF and online learning. The experimental results and discussion on future works are presented on Sections 5 and 6, respectively.

2. Related work

Matrix can represent two-way and single modal data [17], i.e., image, text, and video, etc. However, due to abundant information collection equipment, in the industrial era, the source of modern data comes from heterogeneous and multi-modal information. Thus, a real dataset from industrial applications may comprise of audio, video, and image, etc, and matrix cannot be competent to the representation ability. However, tensor can represent those data types [18,19]. Matrix Factorization (MF) and TF can extract the latent information for matrix and tensor respectively, and then, the latent information can approximate the original matrix and tensor. Meanwhile, non-negative MF (NMF) and NTF can keep the non-negative and inherent latent information for matrix and tensor respectively. NTF has been drawn wide attention, and NTF is a generalized factor analysis method for multi-way data, and it is an extension of NMF, which can only represent 2-way matrix data [20,21]. NMF is a useful tool for low-rank representation, which can be used as K-means based image clustering [22], subspace based clustering [23, 24]. NMF suffers the non-negative and low-rank features of big data, which is a preparation step for K-means methods [22]. Subspace clustering can search the clusters in different dimension [23], and NMF for low-rank representation plays a great role in subspace segmentation [24]. When high-dimension data and feature have intrinsic manifold structure, NMF can cooperate with the manifold information with graph regularization [30]. Furthermore, NMF can unmix the blended information of the satellite obtained a hyperspectral image, which can take advantage of low-rank structure [31]. However, the NMF only consider 2-dimension information and cannot fuse the extra information, e.g., Spatio-temporal dynamics information, etc [32]. NTF can make up the disadvantage of NMF by introducing low-rank feature matrices and tensor algebra manipulation [33,34].

It can be observed that research on NTF is mainly reflected in small and dense data sets in the field of computer vision, i.e., [14,15]. Thus, the formation of the update rules can follow the matrices operations regardless of memory limitation. However, in real-world industrial applications, in addition to having high dimensions, the data is highly sparse, and direct matrix manipulations will result in redundant time and space overhead. For example, the prior works on SNFT of Euclidean distance [15], the construction of the intermediate Gram matrices during their process, which cannot be shared by each row feature vector of a factor matrix in SNFT, will result in increased time and space overhead. Thus, space and computational time overheads will increase sharply. Meanwhile, there are three research topics on accelerating tensor factorization: (1) Mathematical optimization for basic optimization methods [33]; (2) Compressive data structure [8–10]; (3) Parallel and distributed algorithm designing for basic optimization methods [11,12].

The formation of the update rules for the KL- and IS-divergence involves the formation of the whole approximation tensor, and the element is redundant, the position of which is the corresponding zero elements of the target sparse tensor. Furthermore, the generalized NTF model can extract the low-rank inherence of a dataset;
however, when the generalized NTF faces the sparse datasets, the following 3 real application problems should be solved: (1) How to distinguish the unevenly distributed non-zero and zero values; (2) How to reduce the computing and memory overheads for the distinguishing mechanism; (3) How to keep the parallelism. Kim et al. [39] and Choi et al. [36] introduced a weight tensor strategy. The strategy used the weight tensor to distinguish the zero and non-zero values in a sparse tensor; however, the memory overhead of the weight tensor may overwhelm the amount of non-zero values and the unevenly distributed non-zero values limit the usage of the weight tensor.

The modern computer has the linear access model. Thus, a tensor with 3 or more ways needs vectorization on computer memory hardware. Furthermore, sparse tensor from industrial applications has an uneven distribution of non-zero value. Thus, high efficient access and vectorization should be considered for sparse tensor data on computer hardware. Chen et al. [37], proposed a probabilistic distribution based combinational approach, which can combine several data structures for compressive sparse matrix by probabilistic statistical style. This combination model cannot solve the problem of uneven distribution for non-zero elements of a sparse tensor and sparse tensor transformation. Smith et al. [8], proposed a Compressed Sparse Fiber (CSF) structure for compressive preservation of a sparse tensor, and Li et al. [38], designed an efficient sparse tensor transformation method.

Alternative Least Square (ALS) and Cyclic Coordinate Descend (CCD) are two common optimization algorithms for unconstraint minimization optimization. ALS needs to consider the relationship between elements within a feature vector. Due to the $O(R^3)$ cubic computational complexity for Hessian matrix inverse operations, ALS is unscalable with the rank $R$. CCD neglects the relations between elements within a feature vector. Then, CCD has $O(R)$ complexity. However, CCD has a slow convergence rate [11]. Stochastic Gradient Descent (SGD) is a simple optimization method. SGD can transform the whole needed parameters of the GD into the part and randomized choice [39–41]. However, the over-writing problems of SGD on MF and TF make it hard to parallelize [39–41]. Hogwild! is a parallelization method for SGD [40], in which multi-threads select the non-overwriting points with convergence proof, and Hogwild! converges fast. However, the Hogwild! cannot make a promise of accuracy. Shin et al. [11] proposed a scalable algorithm for tensor factorization, which combines with the high convergence rate of ALS and fine-grained parallelization of CCD, which is to approximate the original Hessian matrix by a diagonal blocked matrix and the inverse operations save more cost. However, this method needs the inverse operations of the block matrix which cannot make a promise of linear scalability of the communication and computational overheads with the rank $R$. Chakarvarthy et al. [10] proposed distributed a distributed Tucker Decomposition method; however, the generalized styles are not involved. Since the entire factor matrix is involved in each iteration, these methods are not scalable for memory requirements. Smith et al. proposed medium-grained [8,9] and fine-grained parallelization methods [42], which need to consider the entire factor and Hessian matrices and the computational overhead of hyper-graph partitioning is expensive. Some works are proposed to accelerate 3-way DNTF for image processing [43]. However, for multi-way SNTF, there are few studies to effectively reduce the computation and memory overhead. GSSNTF is a fine-grained algorithm for generalized NTF. CUGSSNTF takes advantage of the powerful CUDA parallelization; meanwhile, the compressive method for sparse tensor data can be used.

### Table 1

<table>
<thead>
<tr>
<th>Full name</th>
<th>Acronym</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compressed Sparse Fiber</td>
<td>CSF</td>
</tr>
<tr>
<td>Stochastic Gradient Descent</td>
<td>SGD</td>
</tr>
<tr>
<td>Alternative Least Square</td>
<td>ALS</td>
</tr>
<tr>
<td>Cyclic Coordinate Descend</td>
<td>CCD</td>
</tr>
<tr>
<td>Kullback-Leibler divergence</td>
<td>KL-divergence</td>
</tr>
<tr>
<td>Itakura-Saito divergence</td>
<td>IS-divergence</td>
</tr>
<tr>
<td>Matrix Factorization</td>
<td>MF</td>
</tr>
<tr>
<td>Non-negative Matrix Factorization</td>
<td>NMF</td>
</tr>
<tr>
<td>Tensor Factorization</td>
<td>TF</td>
</tr>
<tr>
<td>Non-negative Tensor Factorization</td>
<td>NTF</td>
</tr>
<tr>
<td>Dense Non-negative Tensor Factorization</td>
<td>DNTF</td>
</tr>
<tr>
<td>Sparse Non-negative Tensor Factorization</td>
<td>SNTF</td>
</tr>
<tr>
<td>Single-thread-based SNF</td>
<td>SSNTF</td>
</tr>
<tr>
<td>Generalized SNF</td>
<td>GSSNTF</td>
</tr>
<tr>
<td>Compressed Unified Device Architecture</td>
<td>CUDA</td>
</tr>
<tr>
<td>Graphics Processing Unit</td>
<td>GPU</td>
</tr>
<tr>
<td>CUDA parallelizing GSSNTF</td>
<td>CUGSSNTF</td>
</tr>
<tr>
<td>Multi-GPU CUGSSNTF</td>
<td>MUCUGSSNTF</td>
</tr>
</tbody>
</table>

### 3. Problem formulation

Some related notations and definitions of NTF are presented in Sections 3.1 and 3.2, respectively. Then, the preliminary of NTF is illustrated in Section 3.3. Computing theory on GPU is discussed in Section 3.4.

#### 3.1. Related notations

To make the notations more clear, the full names and acronyms are presented in Table 1 and the main notations are presented in Table 2.

#### 3.2. Definition

**Definition 1 (Tensor Approximation).** Fig. 1 shows that a $N$-order tensor $X^{(r)} \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ can be approximated by $\hat{X}^{(r)} \in \mathbb{R}^{I_1 \times \cdots \times I_N}$, as well as a $N$-order residual tensor $\mathcal{E}^{(r)} \in \mathbb{R}^{I_1 \times \cdots \times I_N}$. The low-rank approximation problem is defined as

$$X^{(r)} = \hat{X}^{(r)} + \mathcal{E}^{(r)},$$

where $\hat{X}$ denotes a low-rank tensor.

**Definition 2 (Tensor Factorization).** The low-rank tensor $\hat{X}$ can be obtained via CP decomposition and the decomposition is represented as

$$\hat{X}^{(r)} = \sum_{r=1}^{R} X^{(r)} = A^{(1)} \odot \cdots \odot A^{(N)},$$

where $\hat{X}^{(r)} = \sum_{r=1}^{R} a^{(1)} \odot \cdots \odot a^{(N)}$, and the nth mode matrix unfolding format is denoted by $X^{(r)} = (A^{(N)} \odot \cdots \odot A^{(n+1)} \odot A^{(n-1)} \odot \cdots \odot A^{(1)})^{T} \in \mathbb{R}^{I_1 \times \cdots \times I_N}$, and $X_{i_1,\ldots,i_N} = \sum_{r=1}^{R} a_{i_1}^{(r)} \cdots a_{i_N}^{(r)}$ contains the tensor element $X_{i_1,\ldots,i_N}$ at the position in the unfolding matrix. The detail for tensor unfolding is presented in Fig. 2 of $X$ and the row index $i_1$ and column index $j$ of the $X$ is given by $j = 1 + \sum_{k=1,n \neq k}^{N} (I_k - 1) \prod_{l=1,m \neq l}^{n} I_m$. More details about TF are shown in Fig. 3.

**Definition 3 (Sparse Tensor Approximation).** Given $N$ entity sets $(I_1,\ldots,I_N)$, $X$ is a tensor whose element $x_{i_1,\ldots,i_N}$ describes certain relationship between $N$ entities $(I_1 \leq i_1 \leq I_N)$. Let $\Omega$ and $\Xi$ be the known and unknown elements sets, where $|\Omega| \ll |\Xi|$. The relationship of sparse tensor approximation is to obtain $\hat{X}$ and $\mathcal{E}$ can approximate the unknown elements in $X$. 
The rank-
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Khatri-Rao product

the i-th row of a matrix $A$

the i-th entry of a vector $a$

the set of indices of observable entries in a sparse tensor $\mathcal{X}$.

the entry indexes subset of $n$th mode.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{X}$</td>
<td>input tensor $(\in \mathbb{R}^{I_1 \times \cdots \times I_N}, \mathbb{N} \in {1, \ldots, N})$</td>
</tr>
<tr>
<td>$\hat{\mathcal{X}}$</td>
<td>the approximation tensor $(\in \mathbb{R}^{\hat{I}_1 \times \cdots \times \hat{I}_N}, \mathbb{N} \in {1, \ldots, N})$</td>
</tr>
<tr>
<td>$\mathcal{X}^{(n)}$</td>
<td>the $n$th mode tensor unfolding matrix format $\mathbb{R}^{I_1 \times \cdots \times \hat{I}_n \times \cdots \times I_N}$ for approximation tensor</td>
</tr>
<tr>
<td>$\hat{\mathcal{X}}^{(n)}$</td>
<td>the $n$th mode tensor unfolding matrix format $\mathbb{R}^{\hat{I}_1 \times \cdots \times \hat{I}_n \times \cdots \times \hat{I}_N}$ for approximation tensor</td>
</tr>
<tr>
<td>$\mathbf{A}$</td>
<td>factor matrix $(\in \mathbb{R}^{I_1 \times R})$</td>
</tr>
<tr>
<td>$\mathbf{A}^{(k)}$</td>
<td>$k$th factor matrix</td>
</tr>
<tr>
<td>$\mathbf{a}$</td>
<td>vector</td>
</tr>
<tr>
<td>$\mathbf{T}$</td>
<td>matrix transform operation</td>
</tr>
<tr>
<td>$\odot$</td>
<td>Kronecker product where $\mathbf{C} = \mathbf{A} \odot \mathbf{B} \in \mathbb{R}^{N_1 \times J_1}$, $a_{ij} = b_{ij}$</td>
</tr>
<tr>
<td>$\circ$</td>
<td>element-wise (Hadamard) product</td>
</tr>
<tr>
<td>$\div$</td>
<td>element-wise multiplication/element-wise division</td>
</tr>
<tr>
<td>$\sigma_{i,j}$</td>
<td>$i$th column of $\mathbf{A}$</td>
</tr>
<tr>
<td>$\alpha_{ij}$</td>
<td>$i$th row of $\mathbf{A}$</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>$\mathbf{a}$th entry of $\mathbf{a}$</td>
</tr>
<tr>
<td>$\Omega^{(n)}$</td>
<td>the entry indexes subset of $n$th mode.</td>
</tr>
</tbody>
</table>

**Definition 4** (Sparse Non-negative Tensor Factorization). If the low rank tensor has non-negative constraint, the tensor $\mathcal{X}$ is obtained by

$$
\arg \min_{\mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(N)}} d(P_{\Omega}(\mathcal{X})\|P_{\Omega}(\hat{\mathcal{X}})),
$$

s.t. $\mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(N)} \succeq 0$,

where $P_{\Omega}$ is the projection operator on the index set $\Omega$.

The non-negative $\mathcal{X}$ can be formalized via $\mathcal{X} = \sum_{i=1}^{R} \mathbf{a}^{(1)} \odot \mathbf{a}^{(N)}$ where $R \ll I_1, \ldots, I_N$ with $N$ non-negative factor matrices limitation, $\mathbf{A}^{(1)} = [\mathbf{a}^{(1)}_1, \ldots, \mathbf{a}^{(1)}_R] \in \mathbb{R}^{I_1 \times R}, \ldots, \mathbf{A}^{(N)} = [\mathbf{a}^{(N)}_1, \ldots, \mathbf{a}^{(N)}_R] \in \mathbb{R}^{I_N \times R}$.

**3.3. Preliminary**

A probabilistic interpretation of NTF is to take $x_{i_1, \ldots, i_N}$ as an observation from a distribution view. In the following, we briefly review the likelihood maximization problems of the three
most popular probabilistic distribution, i.e., \textit{Gaussian}, \textit{Poisson}, and \textit{Exponential}. When we take \( x_{i_1, \ldots, i_N} \sim \text{Gaussian}(\bar{x}_{i_1, \ldots, i_N}, \sigma^2) \), \( x_{i_1, \ldots, i_N} \sim \text{Poisson}(\bar{x}_{i_1, \ldots, i_N}) \), and \( x_{i_1, \ldots, i_N} \sim \text{Exponential}(\bar{x}_{i_1, \ldots, i_N}) \) maximizing the likelihood of observing \( \mathbf{X} \) and \( \{ \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(N)} \} \) \cite{44-46}, and the three likelihood maximum problems become the following:

\[
\begin{align*}
\arg\min_{\mathbf{A}^{(n)}, \ldots, \mathbf{A}^{(N)}} & \mathcal{D}_{E_{a}}(\mathbf{X} \| \hat{\mathbf{X}}) = \| \mathbf{X} - \hat{\mathbf{X}} \|^2; \\
\arg\min_{\mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(N)}} & \mathcal{D}_{KL}(\mathbf{X} \| \hat{\mathbf{X}}) = \sum (\hat{\mathbf{X}} - \mathbf{X} \log (\hat{\mathbf{X}}) ) \\
\arg\min_{\mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(N)}} & \mathcal{D}_{IS}(\mathbf{X} \| \hat{\mathbf{X}}) = \sum (\frac{\mathbf{X}}{\hat{\mathbf{X}}} + \log(\hat{\mathbf{X}})).
\end{align*}
\]

respectively, with non-negativity constraints \( \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(N)} \geq 0 \).

The \( \mathcal{D}_{E_{a}} \), \( \mathcal{D}_{KL} \), and \( \mathcal{D}_{IS} \) are the Euclidean distance, KL-divergence, and IS-divergence, respectively. The low-rank tensor \( \hat{\mathbf{X}} \) comprises of the Khatri–Rao product of \( N \) low-rank factor matrices. Thus, the optimization problems in (3) are not convex for the \( N \) low-rank factor matrices. If a factor matrix is treated as a list of variables, and the others are fixed, the original optimization problems in (3) can be transformed into a convex optimization.

The update rules are given as follows:

\[
\begin{align*}
\mathbf{A}_{l_{r}, t}^{(n)} & \leftarrow \mathbf{A}_{l_{r}, t}^{(n)} \frac{(\mathbf{X}^{(n)} \mathbf{S}^{(n)})_{l_{r}, t}}{(\mathbf{A}^{(n)} \mathbf{S}^{(n)})_{l_{r}, t}}; \\
\mathbf{A}_{l_{r}, t}^{(n)} & \leftarrow \mathbf{A}_{l_{r}, t}^{(n)} \frac{(\mathbf{X}^{(n)} \mathbf{S}^{(n)})^{\top}_{l_{r}, t}}{(\mathbf{E}^{(n)} \mathbf{S}^{(n)})_{l_{r}, t}}; \\
\mathbf{A}_{l_{r}, t}^{(n)} & \leftarrow \mathbf{A}_{l_{r}, t}^{(n)} \frac{(\mathbf{X}^{(n)} \mathbf{S}^{(n)})_{l_{r}, t}}{(\mathbf{E}^{(n)} \mathbf{S}^{(n)})_{l_{r}, t}}.
\end{align*}
\]

respectively, where \( \mathbf{E}^{(n)} \in \mathbb{R}_+^{h_1 \times \cdots \times h_{n-1} \times h_{n+1} \times \cdots \times h_N} \), \( \mathbf{E}^{(n)} = 1 \), and \( \hat{\mathbf{X}}^{(n)} = \mathbf{A}^{(n)} \mathbf{A}^{(n)} \odot \cdots \odot \mathbf{A}^{(N+1)} \odot \mathbf{A}^{(N-1)} \odot \cdots \odot \mathbf{A}^{(1)} \). \( \mathbf{A}^{(n)} \), \( \mathbf{X}^{(n)} \), and \( \mathbf{S}^{(n)} \) are the \( n \)th order matricized tensor and \( \mathbf{S}^{(n)} \) is the \( n \)th Khatri–Rao product. \( \{\mathbf{E}^{(n)} \mathbf{S}^{(n)}, \hat{\mathbf{X}}^{(n)} \mathbf{S}^{(n)}\} \) are the MTTKRP.

Fig. 4 illustrates the computational process of MTTKPP. A small example is shown to make more illustrations. We take

\[
\begin{align*}
\mathbf{X}^{(1)} &= \begin{bmatrix}
3 & 2 & 4 & 3 & 4 & 5 \\
3 & 5 & 3 & 2 & 2 & 1 \\
2 & 1 & 4 & 2 & 1 & 2 \\
3 & 2 & 3 & 4 & 5 & 3
\end{bmatrix}, \quad \mathbf{A}^{(2)} = \begin{bmatrix}
1 & 1 \\
2 & 2 \\
3 & 3
\end{bmatrix}, \\
\mathbf{A}^{(3)} &= \begin{bmatrix}
1 & 2 \\
2 & 2
\end{bmatrix}.
\end{align*}
\]

The Khatri–Rao product matrix and MTTKRP are

\[
\mathbf{A}^{(3)} \odot \mathbf{A}^{(2)} = \begin{bmatrix}
1 & 1 \\
2 & 2 \\
3 & 3 \\
4 & 4 \\
5 & 5 \\
6 & 6
\end{bmatrix}, \quad \mathbf{X}^{(1)} (\mathbf{A}^{(3)} \odot \mathbf{A}^{(2)}) = \begin{bmatrix}
71 & 71 \\
40 & 40 \\
36 & 36 \\
80 & 80
\end{bmatrix}.
\]

respectively.

The difference between MF and TF is presented in Fig. 5. As shown in Fig. 5, MF can be approximated by two low-rank matrices manipulation, and 3-way tensor can be approximated by three low-rank matrices manipulations. Meanwhile, TF involves the Khatri–Rao product of \( N - 1 \) factor matrices and is equivalent to MF when \( N = 2 \). We observe that the compression effect of TF about \( \frac{\sum_{i} \sum_{j} \sum_{k} R_{i,j,k}^2}{\sum_{i} \sum_{j} \sum_{k} R_{i,j,k}^2} \) is much better than MF about \( \frac{\sum_{i} \sum_{j} \sum_{k} R_{i,j,k}^2}{\sum_{i} \sum_{j} \sum_{k} R_{i,j,k}^2} \). Thus, due to more related parameters for TF, the update rule and online learning for incremental data between MF and TF have a huge distinction to train the factor matrices. Meanwhile, after introducing the intermediate matrix of the Khatri-Rao product results \( \mathbf{S}^{(n)} \), we observe that the update rules in (4) present a little similarity in a form with NMF; however, there are several major differences as following:

1. NMF only involves two factor matrices and matrix product; however, NTF with \( N \) modes has Khatri–Rao product for \( N - 1 \) factor matrices and matrix product;
2. NTF needs more time and space complexities to building the intermediate matrix \( \mathbf{S}^{(n)} \) than NMF;
3. NTF can represent multi-way data; however, NMF can only represent two-way data.

The difference between sparse TF and dense TF is that the nonzero data determine the involved feature elements. Thus, the update rule of each feature vector within a feature matrix \( \mathbf{A}^{(n)} \) of dense TF shares the same Hessian matrix. However, the update rule of each feature vector within a feature matrix \( \mathbf{A}^{(n)} \) of sparse TF cannot share the same Hessian matrix. The difference is illustrated in Fig. 6. Based on the difference between dense TF and sparse TF, the update rule of SNTF is introduced. The update rules in (4) only involve dense matrices operations; however, in real industrial applications, the tensor data is very sparse. Thus, the update rules in (4) cannot be applied in real low-rank representation for industrial data. Thus, the update rules in (4) cannot be used to generate SNTF without appropriate adjustments. Consequently, the update rules in (4) should be revised. The state-of-the-art solvents for SNTF with appropriate adjustments of DNTF are presented as follows:

1. A solvent is proposed by for image processing and computer vision \cite{43-45}. The time complexity of each intermediate matrix \( \mathbf{S}^{(n)} \) is \( O((\Omega(N-1)R) \), and the space require-
2. The other solvent [47] for $\mathbf{X}^{(n)}\mathbf{S}^{(n),T}\mathbf{S}^{(n)}$ is proposed for (3) to the update rules in (4). The update rules of DNTF refer to all row indexes of $\mathbf{A}^{(n)}$, and $G^{(n)}_{hi} = \mathbf{S}^{(n),T}\mathbf{S}^{(n)}$ is shared by $[G^{(n)}_{hi}]_{h = 1}^{H}$. However, the composite of $\mathbf{S}^{(n)}$ and $\mathbf{S}^{(n),T}\mathbf{S}^{(n)}$ in update rules (4) cannot follow the sparsity pattern of $\mathbf{X}^{(n)}$. Thus, the update rules (4) should be adjusted. The time complexity to building each Gram matrix $G^{(n)} = \mathbf{S}^{(n),T}\mathbf{S}^{(n)}$ is $O(|\Omega| |R|^2)$ and $O(|\Omega| NR^2)$ for a full SSNTF iteration. $[G^{(n)}_{hi}]_{h = 1}^{H}$ need $O(|\Omega| R^2)$. The time complexity of element division and multiplication operations are $O(2lR)$, and the space requirement for intermediate matrices of nominator and denominator is $O(2lR^2)$. The time complexity and space requirement of a full SSNTF are linear with $O(R^2)$, which are not scalable linearly.

SSNTF[16] can solve the problem of non-linear time and space overhead that due to large-scale intermediate data. However, SSNTF concentrates mainly on the work of Euclidean distance and it is not applied to the KL-divergence and IS-divergence. SSNTF is not a generalized solvent for that problem. Thus, a generalized single-thread-based model GSSNTF is proposed to solve the GPU computing obstacles on large-scale industrial data. At the same time, our method benefits from online processing.
3.4. GPU based computing

GPU is a highly efficient processor for data-intensive tasks, e.g., matrix operations, image processing, and graph mining, etc. For large-scale sparse tensor computing, there are the following superiorities: (1) Hardware: inside a GPU, each Stream Multi-processor (SM) which concludes several Stream Processor (SP) can access the global memory via high-speed bus. The faster the access speed, the faster running speed the GPU has; (2) Programming: kernels, thread, and thread block are the basic terms in CUDA programming, kernels are functions that are executed on GPU. A kernel function is executed by a batch of threads. These threads are organized into blocks of threads to form grids, and the blocks are mapped to SMMs. In a thread block, 32 threads are organized into a group to form a warp to execute the same instructions on the processor synchronously. Furthermore, CUDA provides abundant libraries, which help the users to perform Matrix Operations, Fast Fourier Transform (FFT), etc, fluently. Meanwhile, in CUDA programming communities, many pioneers have optimized the common approaches, e.g., vector product, Sparse Matrix and Vector Multiplication (SPMV), etc; (3) Communication and load balance: when a GPU cannot provide enough space for data, a multi-GPU system is a natural choice. The most important thing for sparse tensor computing is how to divide parallelization tasks in a load-balanced way, and map those tasks to threads and thread blocks in kernel in a fine-grained way. Multi-GPU system can simultaneously perform data transmission between the devices and hosts, and it provides synchronization instructions.

4. A generalized single-thread-based model, CUGSSNTF and MCUGSSNTF, and online model

The GSSNTF is presented in this section, and the needed elements follow the sparsity model of sparse tensor $\mathcal{X}$. The update rules of GSSNTF model with $L_2$ norm regularization are shown in Sections 4.1. Algorithm is analysed in Section 4.2. In Section 4.3, CUGSSNTF and MCUGSSNTF are presented. At last, in Section 4.4, the online learning model is illustrated, which includes an online learning algorithm and data merging.

4.1. Generalized single-thread-based model

The probabilistic distribution priors, i.e., Gaussian, Poisson, and Exponential, are common assumptions in machine learning communities. We present the update rules based these three probabilistic distribution without $L_2$ norm regularization in Section 4.1.1, the $L_2$ norm regularized model in Section 4.1.2. Meanwhile, we represent the generalized update rules in Section 4.1.3.

4.1.1. Without $L_2$ norm regularization

The distance measurement tools, i.e., $D_{Eu}$, $D_{KL}$, and $D_{SE}$, for the original $\mathcal{X}$ and the approximation $\hat{\mathcal{X}}$ with non-negative constraints, are given as

$$\begin{align*}
\arg \min_{A^{(n)\in\mathcal{A}(1\ldots N)}} d_{Eu} &= \| P_2(\mathcal{X}) - P_2(\hat{\mathcal{X}}) \|^2; \\
\arg \min_{A^{(n)\in\mathcal{A}(1\ldots N)}} d_{KL} &= \sum_{i} \left( P_2(\hat{\mathcal{X}})_i - P_2(\mathcal{X})_i \right) \log \left( \frac{P_2(\hat{\mathcal{X}})_i}{P_2(\mathcal{X})_i} \right); \\
\arg \min_{A^{(n)\in\mathcal{A}(1\ldots N)}} d_{SE} &= \sum_{i} \left( \frac{P_2(\hat{\mathcal{X}})_i}{P_2(\mathcal{X})_i} \right) + \log \left( \frac{P_2(\hat{\mathcal{X}})_i}{P_2(\mathcal{X})_i} \right),
\end{align*}$$

(5)

where $A^{(1)}, A^{(2)}, \ldots, A^{(N)} \geq 0$. Supposing that $A^{(n)}$ is fixed, all entries in $\Omega$ and their approximation are considered in (5). This problem can be split into multiple independent parts, i.e., $d = \sum_{l=1}^{\nu} d_{Eu}^{(l)}$, $I_{l} \in \{ I_1, I_2, \ldots, I_{\nu} \}$, where

$$\begin{align*}
(d_{Eu}^{(n)})_{l} &= \sum_{(i,j)\in\Omega_{l}} \left( x_{i,j}^{(n)} - \hat{x}_{i,j}^{(n)} \right), \\
(d_{KL}^{(n)})_{l} &= \sum_{(i,j)\in\Omega_{l}} \left( x_{i,j}^{(n)} \log \left( \frac{x_{i,j}^{(n)}}{\hat{x}_{i,j}^{(n)}} \right) \right), \\
(d_{SE}^{(n)})_{l} &= \sum_{(i,j)\in\Omega_{l}} \left( \frac{x_{i,j}^{(n)}}{\hat{x}_{i,j}^{(n)}} \right) + \log \left( \frac{x_{i,j}^{(n)}}{\hat{x}_{i,j}^{(n)}} \right).
\end{align*}$$

The above decomposition analysis for the optimization problems (5) brings out the following truths: (1) the alternative optimization method which is that fixes $N-1$ factor matrices and optimizes a factor matrix can be decomposed into $I_{l}$ parallel parts; (2) non-negative constrained optimization problems should be solved by determining the training step of gradient descent to maintain the monotonically decreasing and non-negative nature of the factor matrices. For $d_{Eu}^{(n)}$, its form of gradient descent is given
as
\[ a_{u,r}^{(n)} \leftarrow a_{u,r}^{(n)} + \eta_{u,r}^{(n)} \left( -\frac{\partial d_{EU}^{(n)}}{\partial a_{u,r}^{(n)}} \right), \]  
(6)

where
\[ \frac{\partial (d_{EU}^{(n)})_{i,r}}{\partial a_{u,r}^{(n)}} = \sum_{(i,j) \in \mathcal{D}_{Eu}^{(n)}} \left( \tilde{x}_{i,j} - x_{i,j} \right) S_{i,j}^{(n)}, \]
\[ \frac{\partial (d_{KL}^{(n)})_{i,r}}{\partial a_{u,r}^{(n)}} = \sum_{(i,j) \in \mathcal{D}_{KL}^{(n)}} \left( 1 - \frac{x_{i,j}}{\tilde{x}_{i,j}} \right) S_{i,j}^{(n)}, \]
\[ \frac{\partial (d_{IS}^{(n)})_{i,r}}{\partial a_{u,r}^{(n)}} = \sum_{(i,j) \in \mathcal{D}_{IS}^{(n)}} \left( \frac{1}{\tilde{x}_{i,j}} \frac{x_{i,j}}{\tilde{x}_{i,j}^2} \right) S_{i,j}^{(n)}, \]

and
\[ S_{i,j}^{(n)} = \prod_{k=1}^{n \in \mathcal{K}} a_{k,i}^{(n)}, \]
(8)

\[ \tilde{x}_{i,j}^{(n)} \] and \[ a_{u,r}^{(n)} \] can be obtained from Definition 2. The three expressions that appear in all the formulas below are also obtained in this way.

Set
\[
\begin{align*}
\eta_{EU}^{(n)}_{u,r} &= \sum_{(i,j) \in \mathcal{D}_{Eu}^{(n)}} \frac{a_{u,r}^{(n)}}{S_{i,j}^{(n)}}, \\
\eta_{KL}^{(n)}_{u,r} &= \sum_{(i,j) \in \mathcal{D}_{KL}^{(n)}} a_{u,r}^{(n)}, \\
\eta_{IS}^{(n)}_{u,r} &= \sum_{(i,j) \in \mathcal{D}_{IS}^{(n)}} \frac{a_{u,r}^{(n)}}{\tilde{x}_{i,j}^{(n)}},
\end{align*}
\]
(9)

where \( \{ A^{(1)}, \ldots, A^{(N)} \} \) is initialized non-negatively. Since the negative item \([-\tilde{x}_{i,j}^{(n)} S_{i,j}^{(n)}, -\tilde{x}_{i,j}^{(n)} S_{i,j}^{(n)}, -\tilde{x}_{i,j}^{(n)} S_{i,j}^{(n)}] \) in \(-\frac{\partial d_{EU}^{(n)}}{\partial a_{u,r}^{(n)}} \) of update rules (12) can be eliminated, the update rules for optimization problems (5) are reformulated into

\[
\begin{align*}
a_{u,r}^{(n)} &\leftarrow a_{u,r}^{(n)} + \sum_{(i,j) \in \mathcal{D}_{Eu}^{(n)}} \frac{a_{u,r}^{(n)} S_{i,j}^{(n)}}{\tilde{x}_{i,j}^{(n)}}, \\
a_{u,r}^{(n)} &\leftarrow a_{u,r}^{(n)} + \sum_{(i,j) \in \mathcal{D}_{KL}^{(n)}} \frac{x_{i,j}}{\tilde{x}_{i,j}} S_{i,j}^{(n)}, \\
a_{u,r}^{(n)} &\leftarrow a_{u,r}^{(n)} + \sum_{(i,j) \in \mathcal{D}_{IS}^{(n)}} \frac{x_{i,j}}{\tilde{x}_{i,j}^2} S_{i,j}^{(n)},
\end{align*}
\]
(10)

respectively. A single-thread-based model for GSSNTF can be obtained by the strategy with auto modified learning step, which can keep non-negativity with non-negative and original \( N \) factor matrices. \( L_2 \) norm regularization can make a more smooth and accurate result and can avoid the over-fitting problem. Thus, in Section 4.1.2, the \( L_2 \) norm regularization method is presented.

4.1.2. \( L_2 \) Norm regularization

With \( L_2 \) norm regularization, the optimization problem for Gaussian, Poisson, and Exponential distribution styles can be writ-
respectively. For weighted $L_2$ norm regularization, the update rules are presented as

\[
\begin{align*}
    a_{ht}^{(n)} &\leftarrow a_{ht}^{(n)} + \lambda_{ht}^{(n)} \\ 
    a_{ht}^{(n)} &\leftarrow a_{ht}^{(n)} + \lambda_{ht}^{(n)} \\ 
    a_{ht}^{(n)} &\leftarrow a_{ht}^{(n)} + \lambda_{ht}^{(n)} \\ 
    a_{ht}^{(n)} &\leftarrow a_{ht}^{(n)} + \lambda_{ht}^{(n)} \\ 
\end{align*}
\]

(16)

4.1.3. Generalized update rules

Then, a generalized formulation is presented to merge these update rules-based in a generalized way, which can drastically simplify the formulas and analysis. Let the intermediate parameters $\{p_{ht}^{iu}, p_{ht}^{kl}, p_{ht}^{ks} \}$ denote $\{s_{ht}^{iu}(n) = \sum_{i \in n} x_{ht}^{iu}(n), s_{ht}^{kl}(n) = \sum_{k \in n} x_{ht}^{kl}(n), s_{ht}^{ks}(n) = \sum_{s \in n} x_{ht}^{ks}(n) \}$, respectively, and let the intermediate parameters $\{\hat{p}_{ht}^{iu}, \hat{p}_{ht}^{kl}, \hat{p}_{ht}^{ks} \}$ denote $\{\hat{s}_{ht}^{iu}(n) = \sum_{i \in n} \hat{x}_{ht}^{iu}(n), \hat{s}_{ht}^{kl}(n) = \sum_{k \in n} \hat{x}_{ht}^{kl}(n), \hat{s}_{ht}^{ks}(n) = \sum_{s \in n} \hat{x}_{ht}^{ks}(n) \}$, respectively. Thus, the generalized forms for the update rules (15) and (16) are reformulated into

\[
\begin{align*}
    a_{ht}^{(n)} &\leftarrow a_{ht}^{(n)} + \sum_{i \in n} x_{ht}^{iu}(n) p_{ht}^{iu} \\ 
    a_{ht}^{(n)} &\leftarrow a_{ht}^{(n)} + \sum_{i \in n} x_{ht}^{kl}(n) p_{ht}^{kl} \\ 
    a_{ht}^{(n)} &\leftarrow a_{ht}^{(n)} + \sum_{i \in n} x_{ht}^{ks}(n) p_{ht}^{ks} \\ 
\end{align*}
\]

(17)

respectively. Algorithm 1 describes a complete iterate to analyze the serial version of single-thread-based GSSNTF, which alternately updates $a_{ht}^{(n)}$, $n \in \{1, \ldots, N\}$. The generalized parameters $\{p_{ht}^{iu}, p_{ht}^{kl}, p_{ht}^{ks} \}$ of NTF are similar to that of NMF in [17]. We observe that NTF involves $N \geq 3$ factor matrices. However, the updated parameters of NMF only involves 2 factor matrices. Meanwhile, due to $N$-way data presentation of tensor, the form of the incremental data matrix may present different forms, which can obtain the same conclusion with Section 3.3. In this work, we only present dynamic form in one way data of online learning for incremental data.

4.2. Theoretical analysis

The time complexity and space requirement of GSSNTF will be analyzed next.

Theorem 1 (Time complexity and space overhead of GSSNTF). The time complexity of (17), to a full GSSNTF are $O(\Omega(N^2R + 2\Omega(NR + 2\sum_{n=1}^{N} l_n R)) + O(\Omega(N^2R + 2\Omega(NR + 2\Omega(N + 2\sum_{n=1}^{N} l_n R))$, and the space requirement is $O(3\sum_{n=1}^{N} l_n R)$, on a full iteration.

Theorem 2 (Space overhead of CUGSSNTF). The memory overhead of CUGSSNTF is $O(3\sum_{n=1}^{N} l_n R)$.

Normally, since $N \ll R$, the time complexity $O(\Omega(N^2R + 2\Omega(NR + 2\sum_{n=1}^{N} l_n R))$ of (17) is less than $O(\Omega(N^2R + 2\sum_{n=1}^{N} l_n R))$, and the space requirement $O(3\sum_{n=1}^{N} l_n R)$ is less than $O(1\sum_{n=1}^{N} l_n R + \sum_{n=1}^{N} l_n R) + O(\sum_{n=1}^{N} l_n R + \sum_{n=1}^{N} l_n R)$, respectively. Thus, GSSNTF has linear time complexity and space requirements relative to rank $R$.

4.3. CUDA parallelization approach

CUGSSNTF is presented in Section 4.3.1, then MCUGSSNTF is presented in Section 4.3.2.

4.3.1. Parallelization approach

As shown in Fig. 7, CSF has the hierarchy and fiber-centralization features; meanwhile, CSF can save memory cost and improve addressing efficiency for CUGSSNTF. Thus, CSF is an efficient sparse compressive format. In CUGSSNTF, a thread block can update $a_{ht}^{(n)}$ by $(a_{ht}^{(n)}(a_{ht}^{(n)})^T)$, and the fids and vels store index $(i_1, \ldots, i_k)$ and $v_{ht}^{(n)}$, $v_{ht}^{(n)}$, in order, respectively. Thus, by sequentially accessing the element in $ftrs$, fids, and vels, multiple thread blocks update the nth feature matrix, and a thread block updates a feature vector; meanwhile, a thread within the thread block updates a feature element within the feature vector (Lines 3 - 13, Algorithm 1). Supposing that there are $Tb$ thread blocks, $a_{ht}^{(n)}$, $ht \in \{1, \ldots, l_n\}$ can be updated by the $Tb$ thread blocks in parallel, and the thread block mod$(ht, Tb)$ can update $\mathcal{A}_{ht}^{(n)}$ without contention for resources or interlocks.

4.3.2. Multi-GPU parallelization

When a GPU cannot load a real dataset, the multi-GPU is an appropriate substitute choice. These GPUs make up a $(j_1 \times \ldots \times j_k)$ array for processing the tiled $\mathcal{X}$ and its tiled corresponding factor matrix $\mathcal{A}^{(n)}$. The sub-tensor and factor sub-matrices $\{\mathcal{X}_{j_1,\ldots,\ldots,\ldots,j_k}^{(n)}, \mathcal{A}_{j_1,\ldots,\ldots,\ldots,j_k}^{(n)}\}$ is distributed to GPU $(j_1, \ldots, j_k)$, $j_n \in \{1, \ldots, j_k\}$, and $n \in \{1, \ldots, N\}$. The communication strategy is derived from the tiling strategy, and the communication group is defined by the alternative update rule of GSSNTF. Then, GPU $(j_1, j_k)$ broadcasts local nominator and denominator to other GPUs, while updating its local $\mathcal{A}_{j_1,j_k}^{(n)}$. At last, GPU $(j_1, j_k)$ broadcasts $\mathcal{A}_{j_1,j_k}^{(n)}$ to other GPUs within the same group. Fig. 8 shows a toy example, 8 GPUs (a $2 \times 2 \times 2$ GPU array) update $\mathcal{A}_{1,1,1}$, 8 GPUs are divided into two groups. GPUs $\{\{1, 1, 1\}, \{1, 2, 1\}, \{1, 1, 2\}, \{1, 2, 2\}\}$ update $\mathcal{A}_{1,1}$, respectively.
\( A^{(1)}_{1,2}, A^{(1)}_{2,1} \), GPUs \{ (2, 1, 1), (2, 2, 1), (2, 2, 2), (2, 1, 2) \} update \{ A^{(1)}_{1,2}, A^{(1)}_{2,2}, A^{(1)}_{2,3} \}. The space overhead is \( O(\frac{6}{l_{in}} + 6 \sum_{i=1}^{N} \frac{l_{in} l_{out}}{R}) \) of a GPU, which consists of \{ \{ \bar{A}_{ij} \}_{j=1}^{N}, \{ \bar{A}^{(n)}_{j} \}_{j=1}^{N}, \{ \bar{A}^{(m)}_{j} \}_{j=1}^{N} \} \), and the cache area for \{ \{ \bar{A}^{(n)}_{j} \}_{j=1}^{N}, \{ \bar{A}^{(m)}_{j} \}_{j=1}^{N} \} \), and the communication overhead is \( O(3N \sum_{i=1}^{N} \frac{l_{out}}{l_{in} l_{out}}) \), which consists of the communication cost for \{ \{ \bar{A}^{(n)}_{j} \}_{j=1}^{N}, \{ \bar{A}^{(m)}_{j} \}_{j=1}^{N} \} \), and \( n \in \{ 1, \ldots, N \} \). The space requirement and communication overhead scale with the rank \( R \) linearly.

### 4.4. Data merging and online learning

In this section, online learning for the incremental data processing is presented. Tree storage structure for sparse tensor has higher access efficiency than the common data structure styles, e.g., COO, etc. Furthermore, in large-scale data systems, online learning for GSSNTF should cooperate with the incremental building process of a tree storage structure for sparse tensor. Thus, an efficient online approach should include:

1. How to update the factor matrices in an online and real-time way and keep high accuracy? (Sections 4.4.1–4.4.3);
2. How to merge the newly arrived data into the built data structure? (Section 4.4.4).

Online learning is used to track the low-rank style of incremental data.

#### 4.4.1. Online learning algorithm

The single-thread-based processing style gives the GSSNTF the ability of first-coming-first-computing. In this section, online learning for stream-like sparse tensor data is presented, which is derived from the single-thread-based processing style \([17,48]\).

First, Supposing that the length of the \( N \)th \( (N \geq 3) \) dimension grows over time, which follows the assumption in. Some notions about online learning are introduced. An online sparse tensor \( \mathcal{X} \in \mathbb{R}_{+}^{I_{1} \times \cdots \times I_{N} \times I_{2}} \) comprises of \( \mathcal{X}^{t} \in \mathbb{R}_{+}^{I_{1} \times \cdots \times I_{N} \times I_{2}} \) and \( \mathcal{X}^{t+1} \in \mathbb{R}_{+}^{I_{1} \times \cdots \times I_{N} \times I_{2}} \), which represents the built tensor in \( t_{1} \) time and new data in \( t_{2} \) time, respectively. \( \{ \Omega_{in,t1}, \{ \Omega_{in,t1}^{n} | n \in \{ 1, \ldots, N - 1 \} \} \} \) and \( \{ \Omega_{in,t2}, \{ \Omega_{in,t2}^{n} | n \in \{ 1, \ldots, N - 1 \} \} \} \) are the corresponding index for \( \mathcal{X}^{t} \in \mathbb{R}_{+}^{I_{1} \times \cdots \times I_{N} \times I_{2}} \) and \( \mathcal{X}^{t+1} \in \mathbb{R}_{+}^{I_{1} \times \cdots \times I_{N} \times I_{2}} \), respectively. In real online systems, the data scale in \( t_{2} \) is much smaller than the scale in \( t_{1} \). Thus, we assume that \( I_{2}^{t} \ll I_{1}^{t} \) and \( |\Omega_{in,t2}^{N}| < |\Omega_{in,t1}^{N}| \).

The online GSSNTF finds the temporal factor matrix \( \mathcal{A}^{(n)}_{t} \) for the time parameter \( t_{2} \), which are based on the following data \{ \( [\mathcal{X}^{(n)}, \mathcal{A}^{(n)}_{t}] | [\mathcal{A}^{(n)}_{t}] | n \in \{ 1, \ldots, N - 1 \} \} \). The update process for temporal factor vectors is obvious; Because the update process should consider the changes of the temporal data, the update process for the un-temporal factor vectors is more complex than...
the temporal conditions. Thus, the approximation problem is give by $D(\mathbf{X}^{(n)} || \hat{\mathbf{X}}^{(n)}) = D(\mathbf{X}^{(n),1} || \hat{\mathbf{X}}^{(n),1}) + \eta D(\mathbf{X}^{(n),2} || \hat{\mathbf{X}}^{(n),2})$, \(n \in \{1, \ldots, N-1\}\), where $\eta$ is a coefficient and it can represent the effect of the incoming elements at time $t_2$.

4.4.2. Update temporal factor matrix $\mathbf{A}^{(N)}$

By fixing the non-temporal factor matrices $\{\mathbf{A}^{(n)}|n \in \{1, \ldots, N-1\}\}$, if the divergence $D(\mathbf{X}^{(n),1} || \hat{\mathbf{X}}^{(n),1})$ is minimized, then the factor matrices $\{\mathbf{A}^{(n)}|n \in \{1, \ldots, N\}\}$ are updated. Thus, the problem of updating $\mathbf{A}^{(N),j_2}$ is equivalent to minimize $D(\mathbf{X}^{(N),j_2} || \hat{\mathbf{X}}^{(N),j_2})$. By appending the projection $\mathbf{A}^{(N),j_2}$ of $\mathbf{X}^{(n),j_2}$ via loading the factor matrices $\{\mathbf{A}^{(n),j_2}|n \in \{1, \ldots, N\}\}$ of the previous time step, $\mathbf{A}^{(N),j_2}$ is updated. The update rule for $\mathbf{A}^{(N),j_2}$ is given as

$$
\begin{align*}
\mathbf{a}^{(1)}_{h,t} &\leftarrow \mathbf{a}^{(1)}_{h,t} + \frac{1}{N} \sum_{j_2=1}^{N} \mathbf{p}^{(j_2)}_{h,i,j} \frac{\partial \mathbf{X}^{(n),j_2}}{\partial \mathbf{a}^{(1)}_{h,t}} \\
\mathbf{a}^{(2)}_{h,t} &\leftarrow \mathbf{a}^{(2)}_{h,t} + \frac{1}{N} \sum_{j_2=1}^{N} \mathbf{p}^{(j_2)}_{h,i,j} \frac{\partial \mathbf{X}^{(n),j_2}}{\partial \mathbf{a}^{(2)}_{h,t}} \\
\mathbf{a}^{(N),j_2} &\leftarrow \mathbf{a}^{(N),j_2} + \frac{1}{N} \sum_{j_2=1}^{N} \mathbf{p}^{(j_2)}_{h,i,j} \frac{\partial \mathbf{X}^{(n),j_2}}{\partial \mathbf{a}^{(N),j_2}}
\end{align*}
$$

(18)

respectively.

4.4.3. Update non-temporal factor matrix $\{\mathbf{A}^{(n)}|n \in \{1, \ldots, N-1\}\}$

The online problem is rewritten as

$$
\arg \min_{\mathbf{A}^{(n)}} D(\mathbf{X}^{(n)} || \hat{\mathbf{X}}^{(n)}) = D(\mathbf{X}^{(n),1,1} || \hat{\mathbf{X}}^{(n),1,1}) + \eta D(\mathbf{X}^{(n),2,1} || \hat{\mathbf{X}}^{(n),2,1}).
$$

(19)

Applying GD to minimize the error $\hat{d}_{j}(h_{j})$ can be written as

$$
\mathbf{a}^{(n)}_{h,t} \leftarrow \mathbf{a}^{(n)}_{h,t} + \gamma \mathbf{w} \left( \frac{\partial D(\mathbf{X}^{(n)} || \hat{\mathbf{X}}^{(n)})}{\partial \mathbf{a}^{(n)}_{h,t}} + \eta \frac{\partial D(\mathbf{X}^{(n),2} || \hat{\mathbf{X}}^{(n),2})}{\partial \mathbf{a}^{(n)}_{h,t}} \right).
$$

(20)

The update rules of non-temporal factor matrix $\{\mathbf{A}^{(n)}|n \in \{1, \ldots, N-1\}\}$ in element-wise and weighted form are given as

$$
\begin{align*}
\mathbf{a}^{(1)}_{h,t} &\leftarrow \mathbf{a}^{(1)}_{h,t} + \frac{1}{N} \sum_{j_2=1}^{N} \mathbf{p}^{(j_2)}_{h,i,j} + \gamma \sum_{j_2=1}^{N} \mathbf{p}^{(j_2)}_{h,i,j} \\
&\quad + \eta \sum_{j_2=1}^{N} \mathbf{p}^{(j_2)}_{h,i,j} + \lambda \mathbf{A}^{(n),j_2} \mathbf{a}^{(2)}_{h,t}
\end{align*}
$$

(21)

and

$$
\begin{align*}
\mathbf{a}^{(1)}_{h,t} &\leftarrow \mathbf{a}^{(1)}_{h,t} + \frac{1}{N} \sum_{j_2=1}^{N} \mathbf{p}^{(j_2)}_{h,i,j} + \gamma \sum_{j_2=1}^{N} \mathbf{p}^{(j_2)}_{h,i,j} \\
&\quad + \eta \sum_{j_2=1}^{N} \mathbf{p}^{(j_2)}_{h,i,j} + \lambda \mathbf{A}^{(n),j_2} \mathbf{a}^{(2)}_{h,t}
\end{align*}
$$

(22)

respectively.

4.4.4. Data merging

CSF structure has more access efficiency than COO format; however, when the new data arrive in the system, the original CSF can hardly adopt the data immediately. OnCSF can process the stream-like data, and transform the online COO data into the built CSF data structure. In this section, the OnCSF is introduced, which includes the details about building the new CSF data structure in a real-time and online way. Fig. 9 shows the principle of OnCSF. As shown in Fig. 9, the 1th mode tensor unfolding matrix $\mathbf{X}^{(1),2}$ and
The learning: respectively.

The Table (\(\text{Table} \) I) follows:

<table>
<thead>
<tr>
<th>Data set</th>
<th>Movielens3D</th>
<th>Movielens4D</th>
<th>Netflix</th>
</tr>
</thead>
<tbody>
<tr>
<td>(l_1)</td>
<td>71,567</td>
<td>71,567</td>
<td>480,189</td>
</tr>
<tr>
<td>(l_2)</td>
<td>10,681</td>
<td>10,681</td>
<td>17,770</td>
</tr>
<tr>
<td>(l_3)</td>
<td>1,038</td>
<td>169</td>
<td>2,150</td>
</tr>
<tr>
<td>(l_4)</td>
<td>-</td>
<td>24</td>
<td>-</td>
</tr>
<tr>
<td>(\gamma_{\text{Train}})</td>
<td>9,301,274</td>
<td>9,301,274</td>
<td>99,072,112</td>
</tr>
<tr>
<td>(\gamma_{\text{Test}})</td>
<td>698,780</td>
<td>698,780</td>
<td>1,408,395</td>
</tr>
</tbody>
</table>

\(X^{(1,1)}\) follows the \(X^{(1,2)} = \begin{bmatrix} 0 & 0 & 5 & 2 & 3 & 0 & 0 & 4 & 2 \\ 2 & 2 & 0 & 0 & 1 & 0 & 0 & 0 \\ 3 & 0 & 3 & 0 & 0 & 1 & 3 & 1 \end{bmatrix} \),
\(X^{(1,3)} = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 3 & 0 \\ 2 & 0 & 0 \end{bmatrix} \).

respectively. The \(\text{Figs} \) 9 reveals the following 3 features of online learning:

1. As the \(\text{Figs} \) 9 (2) and (3) show, the merged CSF data structure can only has small modification compared with original CSF data structure. The amount of newly arrived data is much less than the amount of the existed data. However, the time cost of rebuilding the CSF data structure cannot satisfy the real-time requirement;

2. Meanwhile, if only one mode is dynamic, e.g., time \((t)\), the modification scope is limited in three arrays in 1th mode unfolding pattern, e.g., \(fptr[1], fids[2],\) and \(val[\]. The pointer array \(fptr[1]\) should change the values in \(\{fptr[1][6], \ldots, fptr[1][11]\}\). The identity array \(fids[2]\) should change the values \(\{fids[2][5], fids[2][9], fids[2][12]\}\). The value array \(val[\] should change the values \(\{val[5], val[9], val[12]\}\). The time cost of OnCSF is much less than the rebuilding a new CSF data structure;

3. In \(\text{Figs} \) 9, we observe that the merging process do not be illustrated for the unfolded matrix of the sparse tensor in the 2nd and 3rd mode. We conclude that the reasons are that (1) the merging process styles of the CSF data structure for 2nd and 3rd mode sparse tensor are similar; (2) As shown in the \(\text{Figs} \) 9 (3b), the OnCSF for the time mode (3rd mode) only involves in building a new sub-tree with the vertex labelled by 3, and the pointer arrays, e.g., \(fptr[0], fptr[1]\) and the identity arrays \(\{fids[0], fids[1], fids[2], val\}\) only need add elements in the tail.

5. Experiments

Multiple sets of experiments will be constructed to analyze the following issues: (1) Memory scalability with the value of rank and computing time scalability (Section 5.2); (2) Convergence analysis and the performances on multi-GPU and online learning (Section 5.3).

5.1. Experimental settings

The accuracy of tensor factorization is evaluated by Root Mean Square Error (RMSE)[47], which is defined as

\[
\text{RMSE} = \sqrt{\frac{\sum_{(i_1, \ldots, i_k) \in \Phi} (X(i_1, \ldots, i_k) - \hat{X}(i_1, \ldots, i_k))^2}{|\Phi|}}
\]

where \(|\Phi|\) denotes the amount of the non-zero entries in test sets. In order to evaluate the experimental performances, we
We adopt two data sets to demonstrate the performances of tensor factorization, e.g., MovieLens\textsuperscript{1}, Netflix\textsuperscript{2}, which is shown in Table 3. We conduct our experiments and comparison codes on 8 P100 GPUs, each of them has 56 SMs and OpenMP. On each GPU, there are 128 SPs per SM, and each NVIDIA Tesla P100 GPU works at a 1.33 GHz clock rate. OpenMP platform has two 16 cores CPUs. The global memory, bandwidth and memory clock rate are 16 GB, 4096 bits and 715 MHz, respectively. For simplification, we use GSSNTF\textsubscript{EIR}, GSSNTF\textsubscript{KL} and GSSNTF\textsubscript{IS} to denote the GSSNTF approach on Euclidean distance, KL- and IS-divergence, respectively, and we use CUGSSNTF\textsubscript{EIR}, CUGSSNTF\textsubscript{KL} and CUGSSNTF\textsubscript{IS} to denote the responding CUDA parallelization approaches. We compare the accuracy of GSSNTF\textsubscript{EIR}, GSSNTF\textsubscript{KL} and ALS on 3-way tensor data (1000 × 1000 × 100 with sparsity 0.1%) with Poisson distribution which is generated by MATLAB and we compare the accuracy of GSSNTF\textsubscript{IS}, GSSNTF\textsubscript{LS} and ALS on 3-way tensor data (1,000 × 1,000 × 100 with sparsity 0.1%) with Exponential distribution which is generated by MATLAB. We use simulation datasets of Poisson and Exponential distribution styles to test the accuracy of GSSNTF\textsubscript{IS}, GSSNTF\textsubscript{KL} and ALS [49]. Meanwhile, we use the corresponding MATLAB code of [49] for tensor operations which are proposed on Section 3.3. We test the scalability with the rank of feature matrices. Thus, we set the rank value \( R \) as [32, 64, 128, 256, 512, 1024] for scalability test, which is the multiple of the warp. We choose uniform distribution as the initial value for factor matrices \([A^{[i]}][i \in [1, \ldots, N]]\), which are the same as the comparison approaches.

5.2. Scalability and parameter selection

We test the scalability for computational time and space overhead on this section. The scalability performances of computational time on CPU for GSSNTF\textsubscript{EIR}, GSSNTF\textsubscript{KL} and GSSNTF\textsubscript{IS} are presented on Figs. 10(a), 11(a) and 12(a), respectively. The scalability performances of space overhead on CPU for GSSNTF\textsubscript{EIR}, GSSNTF\textsubscript{KL} and GSSNTF\textsubscript{IS} are presented on Figs. 10(b), 11(b) and 12(b), respectively. The scalability performances of computational time on GPU for CUGSSNTF\textsubscript{EIR}, CUGSSNTF\textsubscript{KL} and CUGSSNTF\textsubscript{IS} are presented on Figs. 10(c), 11(c) and 12(c), respectively. The scalability performances of space overhead on GPU for CUGSSNTF\textsubscript{EIR}, CUGSSNTF\textsubscript{KL} and CUGSSNTF\textsubscript{IS} are presented on Figs. 10(d), 11(d) and 12(d), respectively. With the rapid increasing of web data, processing scalability becomes a core index. Scalability in the research communities of tensor factorization includes time scalability and memory scalability. Time scalability comprises of: (1) The scalability performance with the scale of a data set; (2) The scalability with the value of \( R \). The choice of \( R \) can influence the approximation degree. The small value of \( R \) cannot approximate the original tensor appropriately; However, a big value of \( R \) may make an over-fitting problem due to more number of training parameters. In this work, only the scalability performance of tensor factorization is considered, and the \( R \) is selected as [32, 64, 128, 256, 512, 1024] or \( \log_2(R) \in [5, 6, 7, 8, 9, 10] \).

The testing results of time scalability (Figs. 10(a), 11(a) and 12(a)) on CPU show that GSSNTF is scalable. However, we found that the results of time scalability (Figs. 10(c), 11(c) and 12(c)) on GPU are not scalable between \( R = 64 \) and \( R = 128 \). We conclude the reason is that when GPU is running on \( R = \{32, 64\} \), the SPs are more idle than the GPU runs on \( R = \{128, 256, 512, 1024\} \). From

---

the results of time scalability (Figs. 10(a), 11(a) and 12(a)) on CPU and the results of time scalability (Figs. 10(c), 11(c) and 12(c)) on GPU, the running time of GSSNTF$\_G$ is longer than GSSNTF$\_KL$. Meanwhile, the running time of GSSNTF$\_G$ is longer than GSSNTF$\_KL$. Because more number of parameters need longer time of data fetching, the running results support that more parameters output more computational time. The Figs. 10(b), 11(b) and 12(b) show that the memory requirement on CPU for GSSNTF is increased linearly with $R$. Meanwhile, the Figs. 10(d), 11(d) and 12(d) show that the memory requirement on GPU for CUGSSNTF is increased linearly with $R$.

Table 4 shows the speedup. Table 4 demonstrates that GSSNTF has linear scalability with $R$. Meanwhile, we observe that, due to the computational process of the intermediate Hessian matrix $G$ with the discussion on Section 3.3, the computational overhead of NTF and SPLATT for NT$F$ on Euclidean Distance is scalable with $O(R^2)$.

5.3. Convergence, multi-GPU and online learning

We compare the convergence performances of CUGSSNTF, NTF [11], Hogwild! [40] and SPLATT [8,9]. From the results on Fig. 13 (a-c), CUGSSNTF has the same convergence performances with NTF and SPLATT, and CUGSSNTF$\_Eu$ can converge to the same RMSE value as NTF, and SPLATT. Hogwild! is a framework of parallelization SGD, which can avoid the over-writing problem with convergence promise and initial parameters sensitivity. However, Hogwild! cannot obtain the same accuracy level as NTF, SPLATT, and GSSNTF. We conclude the reason is that we choose the original version of Hogwild! and don’t consider other information. In the future, we may improve this condition. The Fig. 13 (a-c) illustrate that: 1) Three prior assumption styles, i.e., Gaussian, Poisson, and Exponential, present different accuracy results; 2) CUGSSNTF$\_Eu$ has the best RMSE performance result. We conclude the result is that the data follow the Gaussian. Meanwhile, we found that in the discussion of [50], if we carefully choose the distance styles for a matrix data, the methods of non-negative and low-rank factor for matrix data on Poisson and Exponential may obtain higher accuracy performance than the matrix data on Gaussian. In this work, we not only explore the linear scalability improvement for the generalized algorithm but also conduct the further explorations for the detail performance. From the experimental results, because the accuracy results demonstrate the convergency performance of GSSNTF, the proposed GSSNTF is correct and linear scalable. Thus, the GSSNTF can be adopted by large-scale industrial data for low-rank analysis of tensor data. At last, CUGSSNTF runs faster than the NTF and SPLATT. We conclude the reason is that CUGSSNTF can avoid frequent matrix manipulations and the formations of intermediate matrices.

Due to the higher sparsity of MovieLens4D than MovieLens3D, the RMSE of CUGSSNTF on MovieLens4D obtains a somewhat higher value than the RMSE of CUGSSNTF on MovieLens3D, which means that CUGSSNTF on MovieLens4D obtains somewhat
higher accuracy than CUGSSNTF on MovieLens3D. We observe that the sparsity on MovieLens3D is $(9, 301, 274/\{71, 567 \times 10, 681 \times 1.038\})=0.0017\%$ and the sparsity on MovieLens4D is $(9, 301, 274/\{71, 567 \times 10, 681 \times 169 \times 24\})=0.0004\%$. However, the number of training parameters of CUGSSNTF on MovieLens4D $(71, 567 \times 10, 681 \times 169 \times 24 \times R)$ is much larger than the number of training parameters of MovieLens3D $(71, 567 \times 10, 681 \times 1, 038 \times R)$. Although the higher sparsity results in the decreasing of accuracy, 4-way tensor factorization present more robust than 3-way tensor factorization in the condition of information missing.

We compare GSSNTF\textsubscript{Eu}, GSSNTF\textsubscript{KL} and GSSNTF\textsubscript{IS} on Poisson and Exponential distribution styles. As shown in Fig. 14(a), the accuracy performance of GSSNTF\textsubscript{Eu} outperforms the accuracy performance of GSSNTF\textsubscript{Eu} and ALS on Poisson distribution style. Meanwhile, as shown in Fig. 14(b), the accuracy performance of GSSNTF\textsubscript{IS} outperforms the accuracy performance of GSSNTF\textsubscript{Eu} and ALS on Exponential distribution style. The results demonstrate the versatility of the proposed generalized model. From the illustration of Fig. 14(a) and Fig. 14(b), ALS runs faster than GSSNTF\textsubscript{Eu}, GSSNTF\textsubscript{KL} and GSSNTF\textsubscript{IS}. However, ALS involves the inversion operations of Hession matrix and the computational complexity is $O(R^3)$. 

**Fig. 13.** RMSE versus computational time on a 32-cure shared memory system for NTF, SPLATT, and Hogwild!. A P100 GPU for CUGSSNTF (Time on Seconds (s)).

**Fig. 14.** RMSE vs training epoches for ALS, GSSNTF\textsubscript{Eu} and GSSNTF\textsubscript{KL} are tested on Poisson simulation data (Fig. 14(a)). RMSE vs training epoches for ALS, GSSNTF\textsubscript{Eu} and GSSNTF\textsubscript{IS} are tested on Exponential simulation data (Fig. 14(b)).
MCUGSSNTF is the multi-GPU version of CUGSSNTF. MCUGSSNTF considers the data with 3-way and 4-way. As shown in Fig. 15, due to the sparsity of Movielens and Netflix data sets, there is load unbalance within each GPU. Thus, MCUGSSNTF on 4 and 8 GPU can only obtain the $[3.78X, 3.68X, 3.76X]$ on 4 GPUs for Movielens$_{3D}$, Movielens$_{4D}$, and Netflix, respectively, and $[7.4X, 7.2X, 7.41X]$ on 8 GPUs for Movielens$_{3D}$, Movielens$_{4D}$, and Netflix, respectively. MCUGSSNTF defines more complex communication pattern on 4-way data than on 3-way data. Thus, the speedup performance of MCUGSSNTF on Movielens$_{4D}$ is lower than the speedup performance of MCUGSSNTF on Movielens$_{3D}$.

The results of online learning performance reveal the real-time performances and parameter influences. In Table 5, $\eta$ represents the weight of the new data, which is used in Formulas (21) and
(22); Columns 2 to 3 represent the total time cost for GSSNTF\textsubscript{EM} and SPLATT\textsuperscript{8} to process new and old data without an online way, respectively; Columns 4 to 7 represent the time cost required for GSSNTF\textsubscript{EM} to process new data under different values of η in an online way. It can be observed that GSSNTF\textsubscript{EM} has less time cost than SPLATT. As described in sections III and IV, GSSNTF\textsubscript{EM} and SSNTF have the same time cost as GSSNTF\textsubscript{EM} inherits the advantages of SSNTF based on single thread method. Obviously, if we use our online processing algorithm, it takes very little time to process new data according to Columns 4 to 7. And the parameter η influences the time cost of GSSNTF\textsubscript{EM} for online version. Meanwhile, we extend the work of online processing to the KL-divergence, and IS-divergence. We perform the same experiment on GSSNTF\textsubscript{IS} and GSSNTF\textsubscript{IS}, and the experimental results can also draw similar conclusions as shown in Tables 6 and 7. From the results of Tables 5–7, the strategy of online learning for GSSNTF is workable.

6. Conclusion and future work

This paper is an extension of our previous work\textsuperscript{16} from a single Euclidean distance to generalized divergence styles, and the main works are presented as follows:

1. We analyze that the main computing bottlenecks for SSNTF are frequent matrix manipulation and large-scale intermediate matrices;
2. The GSSNTF model is discussed, which can reduce to linear time complexity and space requirement with convergence promise. And we present a more generalized update rule for factor matrices;
3. An online model for GSSNTF is presented, which includes data merging for built data structure and newly arrived data and online learning algorithm;
4. When the SSNTF faces a large-scale dataset, a CUDA parallelization model for GSSNTF is presented on GPU (CUGSSNTF) and multi-GPU (MCUGSSNTF).

CUGSSNTF and online learning approach are the deep extensions of the GSSNTF. Experimental results demonstrate the perfect performances of the CUGSSNTF and the online learning approach of the GSSNTF.

In the future works, we will mine the further performance of the parallelization features on cloud platforms, i.e., Flink, Spark and so on. We will combine the accelerating approach, i.e., Alternative Direction Method (ADM) to improve the convergence rate. Meanwhile, we will explore how to combine the manifold learning and NTF to improve the accuracy and we will extend the MCUGSSNTF to the sparse data styles with 5 or more modes. Furthermore, deep learning is a new perspective that can capture the inherent information via a neural network. Thus, in the future, we explore how to combine deep learning and tensor learning.

Authors’ Contributions

Non-negative Tensor Factorization models (NTF) are effective and efficient in extracting useful knowledge from various types of probabilistic distribution with multi-way information. Current NTF models are mostly designed for problems in computer vision which involve the whole Matrixized Tensor Times Khatri - Rao Product (MTTKRP). Meanwhile, a Sparse NTF (SNNT) proposed to solve the problem of sparse Tensor Factorization (TF) can results in large-scale intermediate data. A model of Single-thread-based SSNTF (SSNTF) is proposed to solve the problem of non-linear time and space overhead caused by large-scale intermediate data. However, the SSNTF is not a generalized model. Furthermore, the above methods cannot describe the stream-like data from industrial applications in mainstream processors, e.g., Graphics Processing Unit (GPU) and multi-GPU in an online way. To address these two issues, a Generalized SSNTF (GSSNTF) is proposed, which extends the works of SSNTF to the Euclidean distance, KullbackLeibler (KL)-divergence, and Itakura-Saito (IS)-divergence. The GSSNTF only involves the feature elements rather than on the whole factor matrices, and can avoid the formation of large-scale intermediate matrices with convergence and accuracy promises. Furthermore, GSSNTF can merge the new data into the state-of-the-art built tree dataset for sparse tensor, and then the online learning has the promise of correct data format. At last, a model of Compute Unified Device Architecture (CUDA) parallelizing GSSNTF (CUGSSNTF) is proposed on GPU and Multi-GPU (MCUGSSNTF). Thus, CUGSSNTF has linear computing complexity and space requirement, and linear communication overhead on multi-GPU. We implement CUGSSNTF and MCUGSSNTF on 8 P100 GPUs, and the experimental results from real-world industrial data sets demonstrate the linear scalability and 40X speedup performances of CUGSSNTF than the state-of-the-art parallel and distributed methods.

The main contributions of our study are as follows:

(1) Algorithm analysis. The GSSNTF model is derived theoretically, which obeys various common probabilistic styles, e.g., Gaussian, Poisson, and Exponential distribution styles, and fine-grained parallelization inheritance. And GSSNTF represents a more generalized update rule for factor matrices.

(2) CUDA Parallelization and Multi-GPU. CUGSSNTF harnesses local memory more instead of increasing the global memory overhead of the GPU, and CUGSSNTF has linear scalability of computation and space overhead. MCUGSSNTF adopts a multi-GPU model with mode scalability for tensor data. GSSNTF and CUGSSNTF have linear time and space complexities.

(3) Online Learning. The stream-like computing style of the single-thread-based model gives the GSSNTF the online learning ability. Online learning and high efficient CUDA parallelization are the two byproducts of the singlethread-based model.
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