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Abstract—Mobile devices are becoming increasingly capable of
delivering intelligent services by leveraging deep learning archi-
tectures such as deep neural networks (DNNs). However, due
to the compute-intensive nature of these tasks, mobile devices
often struggle to handle them independently, leading to the explo-
ration of collaborative inference as a promising solution for
achieving low-latency mobile intelligence. Despite its potential
benefits, many challenges need to be addressed in realizing the
full potential of inference acceleration. This article presents a
collaborative device-edge inference optimization framework as
a promising solution to inference acceleration. The framework
comprises fundamental modules, including the parameters gen-
erator (PG), accuracy predictor (AP), delay calculator (DC),
and optimizer (OP), which are specifically designed to iden-
tify the optimal set of parameters for model compression, DNN
partition, and feature compression. To illustrate its implementa-
tion, an example of a deep CNN network is introduced, and
the collaborative inference latency optimization is formulated
as a mixed-integer programming problem. The implementation
of a specific algorithm instance using a quantum-inspired OP
within the optimization framework is then presented. A multiple
regression-based inference accuracy prediction model is proposed
to maintain inference accuracy close to that of the original
network while significantly reducing the time consumption during
the offline phase. Through various simulation scenarios involving
inference tasks of AlexNet and RegNet on CIFAR-10, incorpo-
rating diverse hardware computation specifications and wireless
communication link conditions, the proposed framework demon-
strates superior performance in terms of inference acceleration
compared to the compared methods.
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I. INTRODUCTION

N RECENT years, deep-learning architectures, such as

deep neural networks (DNNs) [1], have been applied to
fields, including computer vision, speech recognition, and
natural language processing. These models have produced
results comparable to, and in some cases surpassing, human
expert performance [2], [3], [4], [5]. However, as mobile smart
devices gain popularity and Internet of Things (IoT) technol-
ogy continues to grow, providing intelligent services on mobile
devices faces both opportunities and challenges. DNN tasks
that are increasingly complex and compute-intensive consume
significant computing resources, beyond the capabilities of
today’s mobile devices, including device-only inference. To
tackle this issue, mobile edge computing (MEC) [6] offers new
possibilities for achieving low-latency mobile intelligence. By
deploying DNN models on edge servers with abundant com-
putational resources, mobile devices can offload raw data and
accelerate inference on the server. However, this paradigm can-
not support intelligent inference with low-latency requirements
due to significant communication overhead incurred in data
transmission.

Collaborative inference, which offers a compromise
between the device-only and server-only approaches, has
drawn a lot of attention, with significant research work being
investigated [7], [8], [9], [10], [11]. In real-world applications,
collaborative inference is widely utilized in scenarios involv-
ing resource-constrained devices. Two prominent scenarios are
as follows.

1) Privacy-Conscious Applications: In certain medical
contexts, ethical or regulatory concerns prohibit the
transmission of patient data for inference outside the
premises [12]. Likewise, in home security systems
using smart cameras, users are cautious about upload-
ing their raw images to servers due to privacy concerns.
Collaborative inference facilitates the transmission of
privacy-independent intermediate feature data instead of
the original data [13].

2) Latency-Sensitive Applications: Computation-intensive
and latency-sensitive tasks, such as autonomous driving,
cyber-physical control systems, and robotics, neces-
sitate swift processing of incoming data. Resource-
constrained devices rely on powerful server computing
resources, but the substantial throughput and limited
bandwidth present challenges in latency management.
Collaborative inference addresses these issues by reduc-
ing the volume of data transmitted to the cloud,
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Fig. 1. Basic idea of collaborative inference.

thereby alleviating network traffic load and reducing
latency [14].

In DNNs, it is common for the data size of certain
intermediate layers to be significantly smaller than the raw
input data. As demonstrated in the case of AlexNet [3], the
input size undergoes a substantial reduction of approximately
75% after passing through the intermediate layer pool5 [7].
This presents an opportunity to accelerate inference by lever-
aging the powerful computational capacity of cloud computing
and reducing communication latency, thereby optimizing both
computation and communication delays.

The basic idea of collaborative inference is to split a DNN
model at a cut layer, that is, a partition point, into a device-
side model running on the device and a server-side model
running on the edge server. The basic concept of collaborative
inference is shown in Fig. 1.

As illustrated in Fig. 1, the device executes the on-device
model with local data and sends the intermediate output asso-
ciated with the cut layer to the edge server. Then the edge
server received an intermediate feature vector as input of
the server DNN partition for further processing and feeds
back the inference result to the device. Selecting appropri-
ate partitioning points enables the transmission of smaller
intermediate feature data, leading to reduced communication
latency. Furthermore, offloading a portion of the inference task
to high-performance servers significantly decreases computa-
tional latency. Therefore, the partitioning strategy is essential
for optimizing the inference latency in collaborative infer-
ence [7].

The fault tolerance property of neural networks [15] can be
leveraged to reduce delay in collaborative inference. Model
compression and feature compression are two prominent tech-
niques for accelerating co-inference [16].

Various experiments are conducted with different model
compression and feature compression parameters. The L1
Norm Pruner [17] in the neural network intelligence
(NNI) [18] toolkit is employed to perform model pruning on
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the second convolutional layer of AlexNet. The results demon-
strate that the model’s accuracy decreases by only 2% with
a 74% parameter pruning and by 5% with an 89% parameter
pruning. The first fully connected layer of the AlexNet network
is subjected to intermediate feature compression using the lin-
ear encoder as shown in Fig. 3. It is also observed that feature
compression with a compression ratio of 6.5% results in an
accuracy loss of no greater than 2%, while a compression ratio
of 0.2% leads to an accuracy loss of approximately 7%.

These results indicate that model compression and feature
compression are highly competitive methods to accelerate col-
laborative inference without significantly compromising model
accuracy.

However, there are several challenges in the literature.

1) Fine-grained pruning with layerwise sparsity ratio can
yield powerful model compression with allowable accu-
racy degradation [19], in contrast to coarsely character-
izing pruning operations across the entire DNN model
in previous studies. This highlights the potential for
improving collaborative inference.

2) Optimizing the latency of collaborative inference poses
challenges due to the expanded search space result-
ing from layer granularity sparsity selection and the
exploration of various hyperparameter combinations for
the encoder and decoder. Additionally, determining
these optimal hyperparameters further complicates the
optimization process.

3) Optimizing inference latency using these methods can
negatively impact inference accuracy, making it crucial
to evaluate whether the optimized DNN model meets
accuracy requirements. However, due to the extensive
search space and frequent parameter adjustments, the
verification process can be time consuming.

To address these issues, a fine-grained and flexible
optimization framework for collaborative inference is proposed
to explore potential improvements in inference acceleration.
The optimization problem is formulated and a heuristic algo-
rithm is proposed to solve it. To mitigate the extensive
verification work, an inference accuracy prediction model
using multiple regression is proposed. The effectiveness of
the framework is demonstrated by implementing it on the
inference tasks of different models.

Compared with the existing work, the novelty of our
framework is summarized in the following aspects.

1) A fine-grained end-to-end wireless collaborative infer-
ence framework is proposed to further reduce inference
latency via model compression, DNN partition, and fea-
ture compression. The proposed framework is applicable
to diverse end-to-end collaborative inference accelera-
tion scenarios. It acts as a guiding tool for designing
tailored collaborative inference acceleration algorithms.
It is not a single algorithm, but rather an algorithm
family, enabling users to select different techniques
within the framework to create algorithm instances and
automatically generate optimized strategies.

2) The optimization problem for collaborative inference
latency is formulated as a mixed integer programming
problem, where the decision variables correspond to
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the layerwise sparsity ratios, the partition point, and
encoder—decoder parameters. Subsequently, the imple-
mentation of a specific algorithm instance using a
quantum-inspired OP showcases the feasibility and ratio-
nality of the proposed framework.

3) A multiple regression-based inference accuracy
prediction model is proposed to predict inference
accuracy and quickly evaluate if the candidate hyperpa-
rameter set meets accuracy requirements. This approach
maintains inference accuracy while reducing time
consumption in the offline phase and can be applied to
other relevant scenarios.

4) Software simulations are conducted to evaluate the
proposed collaborative inference optimization frame-
work on the inference tasks involving AlexNet and
RegNet. The simulation results demonstrate that the
proposed optimization framework achieves significant
inference acceleration compared to other methods.

The remainder of this article is organized as follows.
In Section II, existing studies on collaborative inference
acceleration in recent years are analyzed. Section III
introduces the concept of collaborative inference between
device and edge. The collaborative inference latency
optimization framework is elaborated in Section IV, followed
by simulation results in Section VI. Section VII concludes this
article.

II. RELATED WORKS

This section provides an extensive survey of the literature
and research conducted in the domain of collaborative infer-
ence acceleration, with a specific focus on DNN partitioning
and model and feature compression.

A. DNN Partitioning

Given the potential for significantly smaller output from
intermediate layers in a DNN model compared to the raw
input data, different partitioning points have a direct impact
on the on-device computational cost and communication
overhead.

Neurosurgeon [7] is a lightweight scheduler that automat-
ically partitions DNN computations between mobile devices
and data centers at the granularity of neural network layers,
leveraging the processing power of both mobile and cloud
while minimizing data transfer overhead. Edgent [8] accel-
erates the DNN execution by optimizing partitioning and
right-sizing, which enables early exiting and improves infer-
ence speed. DeepThings [9] is designed for the distributed
execution of CNN-based inference applications on strictly
resource-constrained edge servers, which takes into consid-
eration the dynamic workload distribution and balancing at
inference run time. DNNOff [10] employs a specialized pro-
gram structure that facilitates on-demand offload, distributes
computation across multiple devices, and dynamically decides
on the offloading scheme. Liu et al. [11] proposed an adaptive
framework to partition DNN computing among end devices,
edge servers, and cloud servers based on layer prediction
results for minimizing DNN inference latency.

IEEE INTERNET OF THINGS JOURNAL, VOL. 11, NO. 4, 15 FEBRUARY 2024

B. Model and Feature Compression

DNNs have redundancy [20], which can be exploited
to reduce computation time on local devices using model
compression techniques, such as pruning, training quanti-
zation, and knowledge distillation [20]. Feature compres-
sion techniques like Huffman coding and neural network
encoders [21], [22], [23] can reduce transmission time by
encoding and compressing intermediate data. By reducing
the data size of wireless transmission, they can significantly
decrease inference latency.

JALAD [21] utilizes Huffman coding to compress and
quantize the transmitted data features, and it designs an
adaptive strategy for an edge-cloud structure that can dynam-
ically change decoupling for different network conditions.
BottleNet [24] introduces a bottleneck unit in a neural network,
which significantly reduces the communication costs of fea-
ture transfer between mobile and cloud. A two-step feature
coding approach [16] is proposed to reduce the transmis-
sion delay by data dimensional reduction and learning-driven
coding. It can further compress the features by mapping sym-
bols to code words using neural networks. Matsubara and
Levorato [25] introduced a bottleneck in the early stages
of DNNs for resource-constrained devices. The output is
quantized and transmitted to the edge server, reducing the
processing latency. Zhang et al. [26] endeavored to pro-
pose an automated machine learning (AutoML) framework
to optimize communication-computation efficiency in device-
edge co-inference by determining hyperparameters, such as
model sparsity and feature compression ratio.

III. COLLABORATIVE INFERENCE ACCELERATION
BETWEEN DEVICE AND EDGE

This section first presents the concept of collaborative
device-edge inference acceleration and then introduces one
instance for understanding its implementation.

A. Concept

To achieve collaborative inference acceleration, three pri-
mary steps are involved: 1) model compression; 2) DNN
partitioning; and 3) feature compression. First, model com-
pression reduces the computation latency of a pretrained DNN
model by pruning the model to decrease its parameter count
and inference cost. Next, DNN partitioning splits the modified
DNN model into two parts by selecting a partition point, with
one part deployed on the device and the other on the server.
Finally, feature compression further reduces communication
overhead.

These three steps effectively accelerate collaborative infer-
ence and have wide applicability to various inference accel-
eration scenarios for resource-constrained devices [7], [8],
[9], [10], [11], [21], [22], [23], [24], [25], [26]. The con-
cept is highly adaptable, with various techniques available
for each step, enhancing its versatility. Specific techniques
will be selected in the following paragraphs to provide clear
illustrations and facilitate a better understanding of each step.

To achieve fine granularity of compression, we employ a
layerwise pruning method that enables independent adjustment
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Fig. 2. Concept of the proposed collaborative inference process.

of sparsity ratios for each layer. Additionally, we implement
feature compression by incorporating a lightweight comple-
mentary encoder and decoder pair into the two models. These
techniques contribute to effective compression and reduction
of computational overhead.

The entire collaborative inference acceleration process con-
sists of two stages, namely, offline optimization and model
deployment, as depicted in Fig. 2.

During the offline optimization stage, the proposed collab-
orative inference optimization framework achieves inference
acceleration optimization through six steps.

1) Generating layerwise sparsity ratios

compression.

2) Selecting a suitable partition point to divide the pre-
trained DNN model into two parts.

3) Generating the parameters for a pair of complementary
encoder and decoder, which are added to the different
parts of the DNN model.

4) Constructing a DNN model corresponding to these
parameters.

5) Fine-tuning and evaluating the candidate models based
on various metrics, including latency and inference
accuracy.

6) Outputting the optimal models after multiple rounds of
iterative optimization for use in the next stage.

In the model deployment stage, the optimal models are

deployed to the device and the edge server for collaborative
inference acceleration.

for model

B. Detailed Procedures

The L1 Norm Pruner [17] in the NNI [18] toolkit can be
used to achieve fine-grained model compression by removing

Model Deployment

redundant parameters in the convolutional and fully connected
layers of a deep CNN network like AlexNet. Each layer can
have a separate sparsity ratio to achieve optimal compression
results.

Feature compression reduces transmitted data, lowering
latency and enhancing inference efficiency. Additionally, it
bolsters privacy and security by limiting the information that
can be inferred from compressed features. Once a partition
point is chosen, the original DNN model splits into two parts,
where the device-side model is appended with a lightweight
encoder, and the server-side model is appended with a decoder,
maintaining symmetry.

The fault-tolerant characteristics of DNNs [15] enable
them to maintain low-accuracy loss through training even
when some information is lost during transmission. To
further minimize communication overhead and improve
performance, joint source-channel coding in a task-oriented
manner [16] is adopted in our approach. The goal is to
achieve acceptable accuracy of the DNN model while reduc-
ing latency for a specific task, rather than enhancing mes-
sage restoration at the receiver in a communication-oriented
manner.

The proposed framework incorporates two types of encoders
and decoders, designed to accommodate the varying output
tensor dimensions of intermediate features resulting from dif-
ferent partition points in the DNN model. These trainable
CNN structures are implemented using simple neural networks
and trained end-to-end to maintain inference accuracy,
compressing intermediate data through the convolutional and
fully connected layer.

Based on extensive experiments, two encoder structures for
different partition points of the neural network have been
determined, as depicted in Fig. 3.
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Fig. 3. Encoder and decoder structures for different partition points.
(a) Convolutional encoder and decoder. (b) Linear encoder and decoder.

The proposed framework employs a multistep tuning
training scheme to mitigate accuracy degradation caused by
model and feature compression. The scheme includes sev-
eral steps for fine-tuning the compressed model to improve
accuracy.

1) The pretrained DNN network undergoes pruning using
the NNI module, assigning sparsity ratios to different
layers.

2) The resulting pruned model is fine-tuned to maintain
model accuracy.

3) The modified DNN model is split into two parts by
selecting a partition point.

4) Finally, the encoder and decoder are added to the two
parts for joint source-channel coding by end-to-end
training.

Following these offline training procedures, the model can
maintain a relatively low level of accuracy degradation.

The selection of appropriate parameters to accelerate
inference is a crucial issue, considering the wide range
of parameter definitions and the numerous hyperparameter
combinations.

IV. PROPOSED COLLABORATIVE INFERENCE LATENCY
OPTIMIZATION PROBLEM

In this section, we introduce a communication model and
perform a layerwise delay analysis, laying the foundation for
optimizing latency in collaborative inference. Subsequently,
we conduct a detailed investigation into fine-grained end-to-
end latency optimization for wireless collaborative inference.

IEEE INTERNET OF THINGS JOURNAL, VOL. 11, NO. 4, 15 FEBRUARY 2024

TABLE I
CALCULATION OF FLOPs AND OUTPUT DATA S1ZE OF DNN LAYERS

Layer Type | I' (FLOPs) D

Conv 2H,Wo(C; K% +1)Co | HoWoCob
Relu HIW-LCZ .FI-LVVZC'Z
Maxpool K2H,W,C; H,W,C;
Avgpool H;W;C; H,W;C;
Dl‘OpOllt Hi Wi Ci Hi Wi Ci
Fe (2C; — 1)C, Co

A. Communication Model

The communication latency of the inference results in the
downlink is usually small compared to that of the uplink, so
it is neglected in problem formulation for simplicity [27].
The communication model only considers the uplink and
the device’s transmission rate R can be calculated using the
Shannon capacity formula [23]

R = Blog,(1 + SNR) (1

where SNR represents the signal-to-noise ratio (SNR) between
the device and the server.

B. Layerwise Delay Analysis

The DNN model is composed of various types of layers with
differing computational requirements and output data sizes,
which in turn impact the computation and communication
latencies.

The total latency of collaborative inference can be denoted
as 7, which is the sum of computation latencies of the
device and server, denoted by 79 and 7%, respectively, and
the communication latency, denoted by t™

=144+ 75+ ", 2)

The floating point operations (FLOPs) and output data size
of layers in a DNN model are shown in Table I, where I" and
D represent the computation and output data size of the layer,
respectively.

H;, W;, and C; correspond to the height, width, and num-
ber of channels of the input intermediate feature, while H,,
W,, and C, correspond to the height, width, and number of
channels of the output intermediate feature, respectively. The
variable K represents the size of the convolution kernel used
in the layer.

1) Computation Delay: The time delay of computation on
the device can be calculated by

c
1=y
T = ‘L']

j=1

c FM
_ _J 3)

- d
= ©

where rjl and FJM represent the time delay and the calculation
after model compression for the jth layer. © is a measure
of processor performance described by FLOPs per second

(FLOPS).
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The time delay of computation on the server can be
calculated by

ﬁ(ﬂ

I
(=
<

~.
I
)

FM
J
—® “)

Il
Mz

J

where ®F is FLOPS on the server, and N is the number of
layers in DNN model.

2) Communication Delay: The time delay of intermediate
feature transmission is analyzed as follows:

=L 5)

where DY represents the output data size of the partition point
c after feature compression.

C. Problem Formulation

The partition point, model compression strategy, and fea-
ture compression strategy are denoted by ¢, S = {S(/) | | <
Ny, l € N4}, and P = {P(k) | k < N, k € N4 }. The collabo-
rative inference latency optimization can be established as

argmin v
c,S,P
=arg min(rd + 75+ t’x)
c,S.P
N FM
= arg min Z —1—2—4—— (6)
c,S,P j=1
1<c<N, ceNy @)
s.t. 0<8U) <1, <Nyq,leNy (8)
P(k) € Ny, k < Np, k € Ny €))

where S(/) and P(k) represent the Ith sparsity ratio for layers in
model compression and the kth parameter of encoder—decoder
in feature compression. Nys and N are the number of param-
eters in model compression and feature compression. S(/) and
P(k) have different expressions and value ranges if differ-
ent model compression and feature compression methods are
utilized.

Selecting appropriate parameters for DNN partition, model
compression, and feature compression is crucial to achieving
maximum inference acceleration. However, it is a complex
and nonlinear mixed-integer programming problem involving
numerous hyperparameters, such as layerwise sparsities and
feature compression parameters, which exist in vast domains.
To address this challenge, we deliver an offline collabora-
tive inference framework capable of determining the optimal
strategy.

V. COLLABORATIVE INFERENCE
OPTIMIZATION FRAMEWORK

This section illustrates the practical application of the frame-
work to specific problem domains and outlines its fundamental
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Fig. 4. Application workflow for proposed framework.

modules. To enhance clarity and comprehension, specific tech-
niques are chosen for each module and thoroughly explained,
offering in-depth insights into the implementation details.

A. Framework Application Workflow

The application workflow for the proposed framework is
shown in Fig. 4.

As shown in Fig. 4, the following steps should be fol-
lowed to construct an instance that adheres to the framework
when applying the framework to specific collaborative infer-
ence scenarios: technology architecture selection, framework
configuration, and implementation.

The blue processes in the diagram represent the steps of
technology architecture selection, where different techniques,
such as model compression, feature compression, accuracy
prediction, and OP methods, can be chosen to construct an
instance to implement the framework. Different techniques can
be selected and combined to create instances of algorithms
within this framework. This implies that the framework corre-
sponds to a family of algorithms formed by different algorithm
instances.

The green processes in the diagram represent the steps of
Framework Configuration. Once the technology architecture is
determined, the decision variables that need to be optimized
in each step, such as model compression, feature compres-
sion, and accuracy prediction, are analyzed systematically.
Additionally, the fundamental modules within the framework
are analyzed and configured accordingly.

The purple processes in the diagram represent the steps
of Implementation. Before implementing the specific instance
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of the framework, the accuracy prediction model needs to
be constructed based on the sampled data set using the
selected method. Subsequently, the determined framework
instance is progressively implemented step by step. The
latency optimization problem for collaborative inference is
solved using the selected OP, and the optimal strategy is
obtained as the output.

B. Fundamental Modules

The fundamental modules of the collaborative inference
optimization framework are described in Fig. 5.

The framework comprises four modules: 1) PG; 2) AP;
3) DC; and 4) OP.

1) Parameters Generator: PG in the Co-inference
Architecture generates candidate strategies for decision
variables, such as the partition point, model compression, and
feature compression settings, based on specific requirements.
These strategies serve as possible inputs for the other mod-
ules. The decision variables in our article include layerwise
sparsity ratios, the partition point, and encoder—decoder set-
tings. For AlexNet, there are seven parameters for layerwise
sparsity ratios, one parameter for the partition point, and eight
parameters for encoder—decoder settings. PG must guarantee
that the generated parameters for the decision variables satisfy
all the system constraints.

To ensure the effective processing of the candidate solution,
it is crucial that each element operates within the same scale
required by the framework. To address this issue, a mapping
factor is introduced to calculate mapping values for the original
elements, enabling the formation of a candidate solution in the
same scale for iterative processing.

2) Accuracy Predictor: AP can significantly reduce the
time needed to obtain the optimal decision variable strategy.
It is no longer necessary to fully train and validate each DNN
model corresponding to the generated parameters in PG as
described in Section III-B. This greatly improves the efficiency
of the collaborative inference framework.

AP enables the corresponding prediction accuracy to be
obtained by inputting different decision variable strategies,
without the need for conducting numerous experiments. After
PG generates a set of candidate parameters that satisfy the
system requirements, AP can calculate the predicted model
accuracy for these parameters. If the accuracy requirements
are met, the delay calculation can proceed in DC. Otherwise,
the set of parameters will be discarded, and PG will generate

IEEE INTERNET OF THINGS JOURNAL, VOL. 11, NO. 4, 15 FEBRUARY 2024

a new set of candidates. This iterative process continues until
a set of parameters that meets the accuracy requirements is
found.

3) Delay Calculator: The complementary encoder and
decoder pair used for feature compression is lightweight, and
the computation introduced by them is negligible when com-
pared to the entire network [23]. As a result, the total delay of
the DNN model corresponding to the decision variable strategy
can be calculated by DC using (2)—(5).

4) Optimizer: OP serves as the key component of the
framework and aims to continuously optimize the decision
variable strategy based on the results of the previous mod-
ules. To accomplish this, a quantum-inspired optimization
algorithm [28] is utilized as the basis for OP.

The underlying theoretical concept of this framework is cen-
tered around the similarity between particle motion in quantum
space and the search process in optimization space. This idea
was initially proposed in Quantum annealing [29] and has
been extensively recognized and investigated in various evolu-
tionary algorithms [28], [30], including the quantum-inspired
optimization algorithm in this framework. The optimal value
of the objective function can be obtained when the quan-
tum system converges to the ground state [31]. Therefore, the
optimization problem can be considered as the search for the
ground state in a quantum system with a constrained poten-
tial well. To solve this problem, the OP implemented in this
framework consists of three main components: 1) energy level
stabilization; 2) energy level transition; and 3) scale adjust-
ment. Through multiple iterations, the OP will shrink to the
optimal solution. The theory of the original quantum-inspired
optimization algorithm [28] is beyond the scope of this work,
and thus will not be discussed in detail.

The proposed optimization framework builds upon this OP,
and further details will be elaborated on in the next section.

C. Implementation

The pseudocode of the proposed collaborative inference
optimization framework is shown in Algorithm 1.

Algorithm 1 depicts the basic process of the collabora-
tive inference optimization framework, which starts with the
energy level stabilization process. Once the stabilization con-
dition is met, the energy level transition is triggered, and
this process is iteratively repeated until the ground state is
reached at the current scale. Subsequently, the scale is adjusted
and the aforementioned steps are executed again under the
new granularity until the termination condition is reached.
This mechanism converts the global optimization problem into
a multiscale ground-state convergence problem, allowing for
more efficient optimization.

The proposed optimization framework is highly flexible and
adaptable to different model and feature compression methods,
which can be replaced with other methods as necessary. The
core components, such as the PG, AP, DC, and OP, can be eas-
ily modified to accommodate different methods. Moreover, the
optimization indicators used in the framework can be changed
to suit different criteria. For instance, if energy cost is a crucial
criterion, the DC can be transformed into an energy calculator.
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Algorithm 1: Proposed Collaborative Inference

Optimization Framework

Input: k: number of populations; accy,: accuracy
threshold; ¢max: maximum iterations; A: scaling
factor.

Output: optimal delay 7, and corresponding

hyper-parameters Xpin.

1 uniformly generate k solutions of hyper-parameters;
2 for each solution X; do
3 calculate the total delay 7; related to Xj;
4 end
5 initial the optimal delay T, by the minimum tj;
6 while ¢ < 12x do
7 while o > o, do
8 while Ao > o, do
// Energy Level Stabilization

9 for each solution X; do
10 generate proper X; ~ N(X], osz);
11 calculate predicted accuracy acc};
12 if acc; < accy then '
13 go~ back to line 10;
14 end
15 calculate rj/ related to X};
16 if rj’ < Tmin then
17 Tmin < rj/ ;
18 X; < X]’
19 end
20 end
21 calculate standard deviation o’ of all Xj;
22 Ao < |0’ —0o];
23 update o < o’
24 end

// Energy Level Transition
25 replace the worst solution with the mean:

X" « X™:
26 update standard deviation o of all Xj;
27 end

// Scale Adjustment

28 o5 < O5/A;
29 L<— 1+ 1;
30 end

Such flexibility makes the framework widely applicable and
extendable to various applications.

D. Computational Complexity

The computational complexity of the algorithm instance
within the proposed framework is noteworthy. Algorithm 1
shows that the quantum-inspired OP is the main body of the
framework in this specific algorithm instance.

From Algorithm 1, we can see that the codes of energy level
stabilization is the main loop code that executes the most.
The time complexity of PG in line 10 is O(k * Ng), where Ny
represent the dimensions of the problems. When the number
of population £ is fixed, this time complexity increases linearly
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TABLE II
DEVICE AND SERVER SPECIFICATIONS

Type Name Performance(GFLOPS)
Device | Raspberry Pi 3B+ [34] 0.2

Device | Raspberry Pi 4B [35] 3

Device | NVIDIA Jetson TK1 [36] | 326.4

Server NVIDIA Tesla P100 [37] 10600

with the scale of the problem, that is, the time complexity of
this part is O(N;). The time complexities of AP in line 11 and
DC in line 15 are at most O(Ny). Besides, the time complexity
of scale adjustment does not change with the scale of the
problem, that is, the time complexity of this part is O(1).
After analyzing the whole algorithm like this, we can see that
the time complexities of other parts are at most O(N;). Based
on the above analysis, it can be concluded that the proposed
algorithm exhibits linear time complexity as a whole.

VI. SIMULATIONS

In this section, we conduct some simulations to evaluate
the performance of the proposed framework and deliver a
discussion and analysis of the results.

A. Simulation Scenario

Software simulations are conducted to evaluate the
performance of the collaborative inference optimization frame-
work under different hardware computation specifications and
wireless communication link conditions.

1) DNN Model: RegNet [32], developed by the Facebook
Al team, represents the latest advancement in deep learning
architecture. It is a model family that employs a novel network
design paradigm to explore design spaces and create inno-
vative, effective architectures. For the proposed collaborative
inference optimization framework, we select RegNetX-400MF
from the RegNet model family along with AlexNet to assess
its effectiveness.

2) Data Set: The CIFAR-10 data set [33] is used to evalu-
ate the performance of the proposed framework. It is a widely
used benchmark for evaluating image classification models and
comprises 60000 color images with a resolution of 32 x 32
pixels, distributed across ten different categories with 6000
images per category. The data set is divided into five training
batches and one test batch, each containing 10000 images.

3) Hardware Specifications: Different parameters of
devices and the server are shown in Table II.

As presented in Table II, three devices with different per-
formances are considered to evaluate the impact of com-
putation capability on the inference latency. NVIDIA Tesla
P100 hardware platform with the capability of 10.6TFLOPS
is considered as the server in the simulations.

4) Wireless Link Conditions: The influence of communi-
cation conditions on the inference latency is evaluated using
four communication links with different average uplink rates
from the SPEEDTEST website [38], as shown in Table IIIL.

5) Other Parameters: The simulations were conducted
using Python 3.8 and PyTorch 1.12.0, evaluating the AlexNet
model (initial accuracy: 87.42%) and the RegNet model (initial
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TABLE III
DATA RATES OF WIRELESS COMMUNICATION LINKS

Name | Uplink Rate(Mbps)
3G 1.19

4G 11.22

5G 52.24

WiFi 54.19

accuracy: 91.71%). The goal is to achieve optimal latency
while maintaining a maximum model accuracy loss of 2%.
The other parameters used in the simulations are set as fol-
lows: £k = 5, tmax = 20, and A = 1.3. The compared
algorithm parameters are selected according to the recommen-
dations provided in their respective papers. The results are
analyzed to provide insight into the framework’s performance
and effectiveness.

B. Baseline

1) All_Local: The inference task is only performed by the
whole model on the device, and wireless data transmission is
not required. Thus, the inference delay is only related to the
device parameters.

2) All_Server: Since the inference tasks are only per-
formed by the whole model on the server, all input data
needs to be transmitted to the server for inference, making
the inference delay dependent on the wireless transmission
parameters.

3) Neurosurgeon [7]: This scheme involves partitioning
the model and deploying its different parts separately on the
device and server. The optimal partition point is determined
to minimize the delay in collaborative inference.

4) Prune_Partition: The model undergoes layerwise spar-
sity pruning before being split into two parts. An inference
optimization is employed to determine the optimal layerwise
sparsity ratios and the partition point for minimizing inference
delay.

5) 2_Step_Pruning [39]: This device-edge co-inference
scheme employs a two-step pruning approach: 1) pruning the
entire pretrained model and 2) pruning the layer preceding the
split point.

6) Filter Pruning via Geometric Median (FPGM) [40]:
FPGM is a novel filter pruning strategy using the geomet-
ric median. It differs from previous norm-based criteria by
explicitly considering the interrelations among filters. An auto-
selection scheme is incorporated into it to identify the optimal
model compression parameters and partition point.

7) BottleNet++ [23]: BottleNet++ splits the model into
two parts and uses an encoder—decoder pair to compress
features. An auto-selection scheme is incorporated into it
to identify the optimal feature compression parameters and
partition point, with the goal of minimizing inference delay.

8) Co-Inference via AutoML (CIA) [26]: This is an
AutoML framework to achieve communication-computation
efficient device-edge co-inference based on deep reinforce-
ment learning (DRL), which determines the sparsity level and
compression ratio of each DNN layer.
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TABLE IV
PERFORMANCE OF DIFFERENT REGRESSORS

Regressor MSE AR AIC BIC

GradientBoostingRegressor | 4.87E-05 | 8.32E-01 -3.90E+03 | -3.83E+03
BaggingRegressor 5.69E-05 7.23E-01 -3.75E+03 -3.69E+03
AdaBoostRegressor 4.89E-05 7.01E-01 -3.72E+03 -3.65E+03
RandomForestRegressor 4.81E-05 | 7.84E-01 -3.81E+03 | -3.75E+03
DecisionTreeRegressor 7.56E-05 5.43E-01 -3.66E+03 -3.60E+03
LinearRegression 5.14E-05 | 7.00E-01 -3.73E+03 | -3.67E+03

C. Accuracy Prediction Model

It is crucial to ensure that the generated model parameters
meet the desired inference accuracy requirements. Therefore,
after generating candidate parameters, the model needs to be
trained and tested to verify the accuracy of the generated
model. As this process is required for every iteration of the
optimization process, it can consume a significant amount of
time.

The objective of accuracy prediction is to construct a
predictive model capable of estimating the test accuracy of
a modified network model, thereby facilitating the identi-
fication of optimal parameters that preserve the accuracy
of the original network while minimizing computational
overhead.

To construct an accuracy prediction model, a data set of 300
test accuracy results is generated by training and evaluating
DNN models with different combinations of decision vari-
ables. Various regressors from the sklearn Python package [41]
are compared on the data sets, and several metrics [42], includ-
ing the mean squared error (MSE), adjusted R-squared (AR),
Akaike information criterion (AIC), and Bayesian information
criterion (BIC), are calculated. The results of this comparison
are presented in Table IV.

GradientBoostingRegressor is a machine learning technique
that employs the gradient boosting approach [43] for regres-
sion tasks and is favored for its ease of implementation.
After evaluating multiple regression models using various met-
rics, GradientBoostingRegressor has achieved the highest AR
of 8.32E-01, AIC of —3.90E+03, and BIC of —3.83E+03.
Although its MSE is comparable to the top-performing regres-
sor, GradientBoostingRegressor has exhibited the best compre-
hensive performance among the evaluated methods. Hence,
it has been selected as the accuracy prediction model for
inference accuracy estimation.

It is necessary to rebuild the accuracy prediction model if
the decision variables are modified or the noise is introduced to
ensure the accuracy of the prediction. Consequently, distinct
accuracy prediction models have been generated to account
for the different scenarios. The time required for accuracy
prediction modeling is dependent on the complexity of the
DNN model and the dimensionality of the decision variables.
In the modeling process, data collection is the most time-
consuming part. Simply adding noise increases the dimension
of the decision variables by one, without significantly affecting
the overall time cost of accuracy prediction modeling.

An important point to note is that both the modeling of
the accuracy prediction model and the optimization problem-
solving occur during the offline stage. The final inference
process operates independently of these two stages, and the
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Fig. 6. Inference latency versus wireless communication link. (a) Raspberry
Pi 3B+. (b) Raspberry Pi 4B. (c) Jetson TKI.

inference time is not affected by the execution time of them.
By using accuracy prediction instead of conventional training
and testing methods, the entire framework’s running time is
significantly accelerated.

D. Discussion

1) Performance of Partitioning: This section investigates
the partitioning performance of various hardware specifica-
tions and wireless links using different methods. The simula-
tion results are presented in Fig. 6.

Fig. 6(a) illustrates that Partition achieves a maximum infer-
ence acceleration of up to 3.7x and a minimum of 2x
compared to All_Local and All_Server under slow network
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speeds (3G). As the data rate increases, Partition shows
lower inference latency due to reduced communication latency.
Nevertheless, Partition achieves a maximum inference latency
reduction of 9.7x and a minimum of 8.5x compared to
All_Local under various wireless link conditions, except
for 3G.

As shown in Fig. 6(b), All_Server exhibits the slowest
performance at low-data rates due to the substantial impact
of communication latency on inference latency, while the
increased computing performance of Raspberry Pi 4B reduces
computation latency. Partition consistently achieves inference
acceleration compared to the other methods, with a maxi-
mum of 6.4x and a minimum of 1.2x. It effectively balances
computation and communication latencies to achieve inference
acceleration.

As shown in Fig. 6(c), the inference latency of All_Local
exhibits a significant reduction, thus emerging as the fastest
method. Partition brings significant inference acceleration by
optimizing the partition point to minimize inference latency. It
achieves this by reducing inference latency by up to 35x and
a minimum of 13x compared to All_Server under different
wireless link conditions.

The aforementioned simulation highlights that partitioning
can achieve substantial inference acceleration.

2) Communication Rate: This section investigates the
impact of communication rates on inference latency for dif-
ferent hardware specifications. We utilize Raspberry Pi 3B+
and Jetson TK1 as devices and Tesla P100 as the server. The
communication rate is varied from 0.01 to 100 Mb/s, and the
proposed framework is employed to minimize the inference
latency. The simulation results for AlexNet and RegNet are
presented in Figs. 7 and 8.

The results in Fig. 7(a) demonstrate that as the communi-
cation rate increases, the inference latency decreases for all
methods except All_Local, which does not require wireless
communication for data transmission. At communication rates
slower than 0.01 Mb/s, the scheme incorporating feature com-
pression demonstrates superior acceleration performance. Our
method outperforms all other methods in terms of accelera-
tion. The results indicate that when attempting to accelerate
inference through the reduction of transmission data size, rely-
ing solely on partitioning and model compression may not be
sufficient, particularly when the communication rate is low.

As the communication rate increases, All_Server outper-
forms other algorithms at very high-communication rates. In
other scenarios, our method achieves substantial inference
acceleration in most scenarios, making it the most effective
approach. Notably, it achieves a substantial acceleration effect
with improvements of up to 2.2x (minimum of 1.1x) com-
pared to suboptimal methods and up to 198.0x (minimum of
14.5x) compared to the worst-performing method.

As shown in Fig. 7(b), all methods except for All_Local
which does not require wireless communication, exhibit
decreasing inference latencies with increasing communication
rates. The superior computing performance of Jetson TK1 sig-
nificantly reduces computation latency. The proposed method
demonstrates superior performance and can greatly expe-
dite inference, particularly at low-data transmission speeds.
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Fig. 7. Inference latency versus communication rate (AlexNet).

(a) RaspberryPi 3B+. (b) Jetson TKI.

Compared to suboptimal methods, our approach achieves
inference acceleration ranging from 1.1x to 3.1x. In com-
parison to the worst-performing method, the acceleration
ranges from 51.2x to over 10°x, demonstrating significant
performance improvement.

As shown in Fig. 8(a), the overall trend of all curves
is consistent with the simulation results of AlexNet. When
the device has limited computing power, the impact of
communication latency on inference is reduced as the com-
munication rate increases. Due to the significant discrep-
ancy in computing performance between Raspberry Pi 3B+
and Tesla P100, All_Server outperforms other algorithms
at high-communication rates. Furthermore, FPGM incorpo-
rates an efficient model compression scheme that significantly
reduces computation latency, thus accelerating inference in
scenarios where the impact of communication latency is
slight.

In other scenarios, our method achieves substantial infer-
ence acceleration. It demonstrates improvements ranging from
1.1x to 2.7x compared to suboptimal methods, and from
46.4x to 141.0x compared to the worst-performing method.

As shown in Fig. 8(b), our method consistently outperforms
in all scenarios, delivering superior performance. It achieves
acceleration with improvements ranging from 1.1x to 3.2x
compared to suboptimal methods, and from 47.4x to more
than 10 x compared to the worst-performing method.
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These results highlight the effectiveness of our approach
across various DNN models and emphasize the importance
of carefully selecting the appropriate optimization strategy for
achieving optimal acceleration performance.

3) Communication-Computation Trade-Off: In this section,
the communication overhead and local computation of com-
pared methods at different partition points are investigated.
The device parameters remain consistent with Raspberry
Pi 3B+, while the server parameters are consistent with
Tesla P100. The communication rate is set to 11.22 Mb/s
(4G). The results for AlexNet and RegNet are presented in
Figs. 9 and 10.

As depicted in Figs. 9 and 10, The methods utilizing model
compression substantially decrease local computation, causing
a greater concentration of data points toward the left compared
to other methods, indicating reduced computational load. The
data points corresponding to the methods employing feature
compression are predominantly situated at the bottom of the
figure, indicating lower communication overhead compared to
the other methods.

Our method shows a better tradeoff between communica-
tion overhead and local computation according to the results
for AlexNet and RegNet, as the majority of its data points
are located to the left and bottom of the other methods. This
suggests that our method achieves more balanced compression
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in both communication and local computation than the other
methods.

4) Effect of Noise: To investigate the impact of wireless
channel noise on communication performance and infer-
ence latency, we consider the additive white Gaussian noise
(AWGN) channel [23] and use SNR to indicate the channel
condition. Specifically, we maintain the device parameters con-
sistent with Raspberry Pi 3B+, while the server parameters
are set to those of Tesla P100. Our method is compared with
selected methods across a wide range of SNR levels spanning
from O to 50 dB for the inference task involving AlexNet. The
results of the evaluation are presented in Fig. 11.

Fig. 11 demonstrates that the inference acceleration
methods influenced by communication latency exhibit
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improved performance as the SNR increases. However,
All_Local remains unaffected by SNR since it does not require
wireless links for data transmission, as mentioned earlier. The
increase in SNR leads to a rise in the data transmission rate,
resulting in a substantial reduction of latency for the methods
which utilize model compression. Methods that utilize feature
compression to reduce output data size for reducing communi-
cation latency exhibit relative stability across different channel
conditions. However, our method outperforms all other meth-
ods in terms of maintaining the minimum inference latency
even under extremely low-SNR conditions.

Specifically, our method achieves the inference acceleration
by up to 1.5x and at least 1.02x compared to the suboptimal
method, and by up to 25.5x and at least 11.0x compared to
the worst method, respectively.

VII. CONCLUSION

This article proposes a novel approach to address the infer-
ence acceleration problem, specifically by introducing the con-
cept of collaborative device-edge inference with three primary
steps involved: 1) model compression; 2) DNN partition-
ing; and 3) feature compression. The collaborative inference
latency optimization problem is formulated as a mixed inte-
ger programming problem, which involves defining numerous
hyperparameters to identify the optimal decision variable set.
The challenge of optimizing collaborative inference latency
is tackled by proposing a framework comprising four fun-
damental modules: 1) PG; 2) AP; 3) DC; and 4) OP. An
inference accuracy prediction model using multiple regression
is built to evaluate the candidate hyperparameter set’s accu-
racy. This study evaluates the proposed collaborative inference
optimization framework through software simulations, using
the inference tasks of AlexNet and RegNet on CIFAR-10
as an instance, under different hardware computation spec-
ifications and wireless communication link conditions. The
simulation results demonstrate the effectiveness and superior
performance of the proposed framework in achieving signif-
icant inference acceleration compared to alternative methods
in various scenarios.

The proposed framework corresponds to a family of algo-
rithms when choosing different technology architecture and it
offers a flexible architecture for optimizing collaborative infer-
ence latency. For instance, analyzing the sparsity pattern of
a particular DNN model can improve pruning performance,
while quantization and other model compression techniques
can reduce computation latency. More advanced encoding
and decoding techniques can also be implemented to reduce
transmission latency. By adjusting the hyperparameters and
corresponding modules in the framework, it is expected that a
more effective optimization strategy can be easily achieved.

This article suggests several promising directions for future
research. One is to further optimize model compression and
transmission encoding by neural architecture search (NAS)
technology. Another is to implement the proposed framework
on real-world hardware platforms with dynamic collaborative
inference environments, utilizing reinforcement learning and
other intelligent technologies.
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