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1. Introduction

We consider scheduling $n$ independent sequential tasks on $m$ identical processors. Let $C_i$ be the completion time of task $i$. The maximum completion time (i.e., makespan) of a schedule is defined as $M = \max(C_1, C_2, \ldots, C_n)$. The total completion time (i.e., the average task response time when it is divided by $n$) of a schedule is defined as $T = C_1 + C_2 + \ldots + C_n$.

The makespan minimization problem is to find a nonpreemptive schedule such that the makespan is minimized. The total completion time minimization problem is to find a nonpreemptive schedule such that the total completion time is minimized. Both problems have practical implications and applications. Typically, from a system administrator’s point of view, the makespan to complete a set of tasks should be minimized, since the $m$ processors should be occupied for the least amount of time. However, from a user’s point of view, the response time (i.e., the duration of the period from task submission to task completion) is his main concern. This is particularly important in cloud computing, where the best quality of service (QoS) is a main objective in providing cloud services. While there may be many different perspectives of QoS, the average task response time (i.e., the total completion time divided by $n$) is a widely adopted QoS metric, which should be minimized.

For the makespan minimization problem, it is well known that there is a polynomial time approximation scheme (PTAS) [3]. However, the running time of the PTAS is an exponential function of the reciprocal value of the desired precision. For the total completion time minimization problem, there is a polynomial time algorithm to find an optimal solution [9].

Energy-efficient task scheduling (i.e., energy constrained task scheduling) has been studied extensively by many researchers in the last 20 years (see [1,10,12] for surveys of research on energy-efficient scheduling algorithms and scheduling techniques). For the makespan minimization problem, it is well known that there is a PTAS [2,8]. However, the running time of the PTAS is an exponential function of the reciprocal value of the desired precision.

The main contribution of the paper is to show that there is a polynomial-time algorithm to find a nonpreemptive schedule with the minimum total completion time for a given total energy consumption constraint. Similarly, there is a polynomial-time algorithm to find a nonpreemptive schedule with the minimum total energy consumption for a given total completion time constraint. To the best of the author’s knowledge, such results are not available in the existing literature.

The rest of the paper is organized as follows. In Section 2, we define our problems and present our main result. In Section 3, we conduct some analysis. In Section 4, we develop our algorithm. In Section 5, we demonstrate numerical data. In Section 6, we conclude the paper and mention further research directions.

2. Preliminaries

Power dissipation and circuit delay in digital CMOS (complementary metal–oxide–semiconductor) circuits can be accurately
modeled by simple equations, even for complex microprocessor circuits. CMOS circuits have dynamic, static, and short-circuit power dissipation; however, the dominant component in a well-designed circuit is dynamic power consumption $p$ (i.e., the switching component of power), which is approximately $p = aCVf$, where $a$ is an activity factor, $C$ is the loading capacitance, $V$ is the supply voltage, and $f$ is the clock frequency [3]. Since $s = sf$, where $s$ is the processor speed, and $f \propto V^y$ with $0 < y \leq 1$ [11], which implies that $Vf \propto s^y$, we know that power consumption is $p \propto s^y$ and $p \propto s^x$, where $x = 1 + 2y/\gamma \geq 3$. We use $p_i$ to represent the power supplied to execute task $i$. For ease of discussion, we will assume that $p_i$ is simply $s_i^x$, where $s_i = p_i^{1/\alpha}$ is the execution speed of task $i$. The execution time of task $i$ is $t_i = r_i/s_i = r_ip_i^{1/\alpha}$. The energy consumed to execute task $i$ is $e_i = p_i t_i = r_ip_i^{1-1/\alpha} = r_i s_i^{-1}$.

Given $n$ tasks with execution requirements $r_1, r_2, \ldots, r_n$, $m$ identical processors, and energy constraint $E$, the problem of minimizing total completion time with total energy consumption constraint is to schedule the $n$ tasks on the $m$ processors nonpreemptively such that the total completion time is minimized and that the total energy consumption does not exceed the given constraint.

Given $n$ tasks with execution requirements $r_1, r_2, \ldots, r_n$, $m$ identical processors, and time constraint $T$, the problem of minimizing total energy consumption with total completion time constraint is to schedule the $n$ tasks on the $m$ processors nonpreemptively such that the total energy consumption is minimized and that the total completion time does not exceed the given constraint.

The main result of the paper is the following theorem.

**Theorem 1.** Given $n$ tasks with execution requirements $r_1 \leq r_2 \leq \cdots \leq r_n$ and $m$ identical processors, where $n = pm+q$, $p = [n/m]$, $q = n \mod m$, the minimized total completion time $T$ and the total energy consumption $E$ satisfy $ET^{\alpha-1} = R^\alpha$, where

$$R = (p+1)^{\alpha-1/\alpha} \sum_{i=1}^{q} r_i + \sum_{k=1}^{p} \left( (p+1-k)^{\alpha-1/\alpha} \sum_{i=1}^{m} r_{q+k(m-1)+i} \right).$$

$$R = (p+1)^{\alpha-1/\alpha} \sum_{i=1}^{q} r_i + \sum_{k=1}^{p} \left( (p+1-k)^{\alpha-1/\alpha} \sum_{i=1}^{m} r_{q+k(m-1)+i} \right).$$

Given a total energy consumption constraint $E$, the minimized total completion time is $T = R^{\alpha/(\alpha-1)}E^{1/(\alpha-1)}$. A schedule that realizes the above optimization can be obtained in $O(n \log n)$ time.

The rest of the paper is devoted to proving the above theorem.

3. Analysis

3.1. Uniprocessor

We first consider the case when $m=1$, i.e., task scheduling on a uniprocessor computer. Assume that the $n$ tasks are executed in the order of 1, 2, ..., $n$. Then, we have $C_j = t_1 + t_2 + \cdots + t_j$, for all $1 \leq i \leq n$. Hence, we get the total completion time

$$T = t_1 + (t_1 + t_2) + \cdots + (t_1 + t_2 + \cdots + t_n) = nt_1 + (n-1)t_2 + \cdots + t_n.$$

In other words, we have

$$T(s_1, s_2, \ldots, s_n) = \sum_{i=1}^{n} (n-i+1) \frac{r_i}{s_i}.$$

The total energy consumption is

$$F(s_1, s_2, \ldots, s_n) = \sum_{i=1}^{n} r_is_i^{\alpha-1}.$$

Notice that both the total completion time $T(s_1, s_2, \ldots, s_n)$ and total energy consumption $F(s_1, s_2, \ldots, s_n)$ are treated as functions of task execution speeds $s_1, s_2, \ldots, s_n$.

For a given task execution order, we can find the optimal task execution speed setting $(s_1, s_2, \ldots, s_n)$ which minimizes $T(s_1, s_2, \ldots, s_n)$ subject to the constraint

$$F(s_1, s_2, \ldots, s_n) = E,$$

by using the Lagrange multiplier system:

$$\nabla T(s_1, s_2, \ldots, s_n) = \lambda \nabla F(s_1, s_2, \ldots, s_n),$$

where $\lambda$ is a Lagrange multiplier. Since

$$\frac{\partial T(s_1, s_2, \ldots, s_n)}{\partial s_i} = \lambda \frac{\partial F(s_1, s_2, \ldots, s_n)}{\partial s_i},$$

that is,

$$-(n-i+1) \frac{r_i}{s_i} = \lambda r_i(\alpha - 1) s_i^{-\alpha+2},$$

where $\lambda \leq 0$, we have

$$s_i = \left( \frac{n-i+1}{\lambda(\alpha - 1)} \right)^{1/\alpha},$$

for all $1 \leq i \leq n$. Substituting the above $s_i$ into the constraint $F(s_1, s_2, \ldots, s_n) = E$, we get

$$E = \sum_{i=1}^{n} r_i \left( \frac{n-i+1}{\lambda(\alpha - 1)} \right)^{(\alpha-1)/\alpha}.$$

From the last equation, we obtain

$$\left( \frac{1}{\lambda} \right)^{1/\alpha} = \frac{E^{1/\alpha}((\alpha-1)/\alpha)}{\left( \sum_{i=1}^{n} r_i(n-i+1)^{(\alpha-1)/\alpha} \right)^{1/(\alpha-1)},}$$

which gives rise to

$$s_i = \left( \frac{n-i+1}{\lambda(\alpha - 1)} \right)^{1/\alpha} \cdot E^{1/\alpha},$$

for all $1 \leq i \leq n$. Based on the $s_i$'s, we can calculate

$$T = \frac{1}{E^{1/\alpha}} \left( \sum_{i=1}^{n} r_i(n-i+1)^{(\alpha-1)/\alpha} \right)^{\alpha/(\alpha-1)}.$$

For notational convenience, we write

$$T = \frac{p_m^\alpha}{E^{1/\alpha}},$$

where

$$R = \sum_{i=1}^{n} r_i(n-i+1)^{(\alpha-1)/\alpha}.$$

It is clear that $T$ is determined by the execution order of the tasks, and $T$ is minimized when $r_1 \leq r_2 \leq \cdots \leq r_n$. 

3.2. Multi-processor

Now, we consider the case when \( m > 1 \), i.e., task scheduling on a multi-processor system. A schedule of a set \( S \) of \( n \) tasks on \( m \) processors is essentially a partition of \( S \) into \( m \) disjoint subsets \( S_1, S_2, \ldots, S_m \), such that tasks in \( S_j \) are executed on processor \( j \), where \( 1 \leq j \leq m \). Assume that tasks in \( S_j \) are numbered as \((j, 1), (j, 2), \ldots, (j, n_j)\), and \( r_{j, 1} \leq r_{j, 2} \leq \cdots \leq r_{j, n_j} \), where \( n_j \) is the number of tasks in \( S_j \), for all \( 1 \leq j \leq m \). Let \( T_j \) and \( E_j \) denote the total completion time and the total energy consumption of the task in \( S_j \). Then, we have

\[
T_j = \frac{1}{E_j^{1/(\alpha-1)}} \left( \sum_{i=1}^{n_j} r_{j,i}(n_j - i + 1)^{1/(\alpha-1)} \right)^{\alpha/(\alpha-1)},
\]

for all \( 1 \leq j \leq m \). Again, for notational convenience, we write

\[
T_j = \frac{R_j^{\alpha/(\alpha-1)}}{E_j^{1/(\alpha-1)}},
\]

where

\[
R_j = \sum_{i=1}^{n_j} r_{j,i}(n_j - i + 1)^{(1-\alpha)/\alpha},
\]

for all \( 1 \leq j \leq m \). The total completion time of the \( n \) tasks is

\[
T(E_1, E_2, \ldots, E_m) = \sum_{j=1}^{m} T_j = \sum_{j=1}^{m} \frac{R_j^{\alpha/(\alpha-1)}}{E_j^{1/(\alpha-1)}},
\]

where \( T(E_1, E_2, \ldots, E_m) \) is viewed as a function of energy consumptions \( E_1, E_2, \ldots, E_m \).

For a given schedule \((S_1, S_2, \ldots, S_m)\), we can find the optimal energy allocation \((E_1, E_2, \ldots, E_m)\) to the \( m \) processors which minimizes \( T(E_1, E_2, \ldots, E_m) \) subject to the constraint

\[
F(E_1, E_2, \ldots, E_m) = E_1 + E_2 + \cdots + E_m = E,
\]

by using the Lagrange multiplier system:

\[
\nabla T(E_1, E_2, \ldots, E_m) = \lambda \nabla F(E_1, E_2, \ldots, E_m),
\]

where \( \lambda \) is a Lagrange multiplier. Since

\[
\frac{\partial T(E_1, E_2, \ldots, E_m)}{\partial E_j} = \lambda \frac{\partial F(E_1, E_2, \ldots, E_m)}{\partial E_j},
\]

that is,

\[
-\frac{1}{\alpha-1} \frac{R_j^{\alpha/(\alpha-1)}}{E_j^{1/(\alpha-1)}} = \lambda,
\]

where \( \lambda \leq 0 \), we have

\[
E_j = \left( -\frac{1}{\lambda(\alpha-1)} \right)^{(1-\alpha)/\alpha} R_j,
\]

for all \( 1 \leq j \leq m \). Substituting the above \( E_j \) into the constraint \( F(E_1, E_2, \ldots, E_m) = E \), we get

\[
E = \left( -\frac{1}{\lambda(\alpha-1)} \right)^{(1-\alpha)/\alpha} \sum_{j=1}^{m} R_j,
\]

From the last equation, we obtain

\[
\left( -\frac{1}{\lambda} \right)^{(1-\alpha)/\alpha} = \frac{E(\alpha-1)^{1/(\alpha-1)/\alpha}}{\sum_{j=1}^{m} R_j},
\]

which gives rise to

\[
E_j = \frac{R_j}{\sum_{j=1}^{m} R_j} E,
\]

for all \( 1 \leq j \leq m \). Based on the \( E_j \)'s, we can calculate

\[
T = \frac{R^\alpha}{E_j^{1/(\alpha-1)}},
\]

where

\[
R = \sum_{j=1}^{m} R_j.
\]

It is clear that \( T \) is determined by the schedule \((S_1, S_2, \ldots, S_m)\) of the \( n \) tasks on \( m \) processors. Once a schedule is available, we are able to find an optimal energy allocation \((E_1, E_2, \ldots, E_m)\) to the \( m \) processors and an optimal execution speed setting \((S_1, S_2, \ldots, S_n)\) for all the \( n \) tasks, such that \( T \) is minimized subject to the constraint that the total energy consumption does not exceed the given limit \( E \). Symmetrically, given a schedule, we are also able to find an optimal energy allocation \((E_1, E_2, \ldots, E_m)\) to the \( m \) processors and an optimal execution speed setting \((S_1, S_2, \ldots, S_n)\) for all the \( n \) tasks, with

\[
E = \frac{R^\alpha}{T^{1/(\alpha-1)}},
\]

such that the total completion time does not exceed the given limit \( T \).

4. Algorithm

Based on the analysis in the last section, we conclude that both the problem of minimizing total completion time with total energy consumption constraint and the problem of minimizing total energy consumption with total completion time constraint can be solved by minimizing

\[
R = \sum_{j=1}^{m} R_j = \sum_{j=1}^{m} \sum_{i=1}^{n_j} c_{j,i} r_{j,i},
\]

where we call \( c_{j,i} = (n_j - i + 1)^{(1-\alpha)/\alpha} \) the coefficient of \( r_{j,i} \), for all \( 1 \leq j \leq m \), and \( 1 \leq i \leq n_j \). Notice that \( c_{j,1} > c_{j,2} > \cdots > c_{j,n_j} \), for all \( 1 \leq j \leq m \).

In the following, we characterize the properties of any schedule (actually, an optimal schedule) which minimizes \( R \).

First, we must have \(|n_j - n_{j+1}| = 1\), for all \( 1 \leq j+1 \leq m \). Assume that \( n_j - n_{j+1} \geq 2 \) for some \( j \) and \( j+1 \). We can move \( r_{j+1} \) from processor \( j+1 \) to processor \( j \) as the first task. This reduces \( R_j \) by \( r_{j+1}^{(1-\alpha)/\alpha} r_{j+1} \) and increases \( R_j \) by \( (n_j-1)^{(1-\alpha)/\alpha} r_{j+1} \). Since \( n_j > n_{j+1} + 1 \), \( R \) is reduced by \( r_j^{(1-\alpha)/\alpha} - (n_j-1)^{(1-\alpha)/\alpha} r_j \).

Second, we require the smallest task first, i.e., \( r_{j,1} \leq r_{j,2} \leq \cdots \leq r_{j,n_j} \), for all \( 1 \leq j \leq m \). If \( r_{j+1} > r_{j,n_j+1} \) for some \( j \) and \( 1 \leq i \leq n_j \), we can exchange \( r_{j,i} \) and \( r_{j+1,i} \). This reduces \( R_j \) (and \( R \) as well) by \( c_{j,i} - c_{j+1,i} \) \((r_{j,i} - r_{j+1,i}) \).

Third, the above property should be extended across processors, i.e., a larger task cannot have a greater coefficient. For any two tasks \( r_{j,i} \) and \( r_{j+1,i} \), if \( r_{j,i} < r_{j+1,i} \), we must have \( c_{j,i} < c_{j+1,i} \). Otherwise, if \( c_{j,i} < c_{j+1,i} \), we can exchange \( r_{j,i} \) and \( r_{j+1,i} \) and reduce \( R \) by \( (c_{j+1,i} - c_{j,i}) r_{j+1,i} \).

Based on the above observations, we can create a schedule with minimized \( R \) as follows:
• Step (1): Let the $n$ tasks be sorted in such a way that $r_1 \leq r_2 \leq \cdots \leq r_n$.

• Step (2): Assume that $n = pm + q$, where $p = \lceil n/m \rceil$, $q = n \mod m$. The $n$ tasks are divided into $p + 1$ batches $B_0, B_1, \ldots, B_p$. Batch $B_0$ contains the first $q$ tasks, i.e., $r_1, r_2, \ldots, r_q$. Batch $B_1$ contains the next $m$ tasks, i.e., $r_{q+1}, r_{q+2}, \ldots, r_{q+m}$. Batch $B_2$ contains the next $m$ tasks, i.e., $r_{q+m+1}, r_{q+m+2}, \ldots, r_{q+2m}$. In general, for $1 \leq k \leq p$, batch $B_k$ contains tasks $r_{q(k-1)m+1}, r_{q(k-1)m+2}, \ldots, r_{q+km}$.

• Step (3): Each processor is assigned $p$ or $p + 1$ tasks. Let $c_i = (p + 1 - i)^{\alpha - 1}/\alpha$, where $0 \leq i \leq p$. Tasks in $B_0$ are scheduled on any $q$ of the $m$ processors, one task per processor, in any way, with coefficient $c_0$. Tasks in $B_k$ are scheduled on the $m$ processors, one task per processor, in any way, with coefficient $c_k$, for all $1 \leq k \leq p$.

Such a schedule (which is clearly not unique) results in

$$R = (p + 1)^{\alpha - 1}/\alpha \sum_{i=1}^{q} r_i + \sum_{k=1}^{p} \left( (p + 1 - k)^{\alpha - 1}/\alpha \sum_{i=1}^{m} r_{q+(k-1)m+i} \right),$$

which is minimized.

It is clear that Step (1) is the most time consuming, which is $O(n \log n)$.

5. Numerical data

When $r_1, r_2, \ldots, r_n$ are random variables, $R$ also becomes a random variable. Let $\bar{x}$ denote the expectation of a random variable $x$. Then, we have

$$\bar{R} = (p + 1)^{\alpha - 1}/\alpha \sum_{i=1}^{q} \bar{r}_i + \sum_{k=1}^{p} \left( (p + 1 - k)^{\alpha - 1}/\alpha \sum_{i=1}^{m} \bar{r}_{q+(k-1)m+i} \right).$$

Let us assume that $r_1, r_2, \ldots, r_n$ are independent and identically distributed random variables. After $r_1, r_2, \ldots, r_n$ are arranged such that $r_1 \leq r_2 \leq \cdots \leq r_n$, they become order statistics. It is well known that (1) for a uniform distribution in the range $[0, 1]$,

$$\bar{r}_i = \frac{i}{n+1},$$

Fig. 1. Expected total completion time $\bar{T}$ vs. total energy consumption constraint $E$ (uniform distribution).

Fig. 2. Expected total completion time $\bar{T}$ vs. total energy consumption constraint $E$ (exponential distribution).
for all $1 \leq i \leq n$ \cite{4}, p. 14); (2) for an exponential distribution with mean 0.5,

$$\hat{I}_i = \frac{1}{2} \sum_{j=1}^{i} \frac{1}{n-j+1} = \frac{1}{2} \left( \frac{1}{n} + \frac{1}{n-1} + \cdots + \frac{1}{n-i+1} \right),$$

for all $1 \leq i \leq n$ \cite{4}, p. 18).

When $R$ is a random variable, the total completion time $T$ is also a random variable for a given total energy consumption constraint $E$. In Figs. 1 and 2, we demonstrate the expected total completion time $\bar{T} = (R^1 E) / (E^1 E)$ vs. the total energy consumption constraint $E$ for the above uniform and exponential distributions respectively, where $n = 10, 20, 30, 40, 50$. We observe that when $n$ increases, $\bar{T}$ increases noticeably, i.e., more tasks result in much longer average response time.

6. Concluding remarks

We have shown that both the problem of minimizing total completion time with total energy consumption constraint and the problem of minimizing total energy consumption with total completion time constraint can be solved in $O(n \log n)$ time.

There are several possible extensions to our work. The first direction is to include static power consumption \cite{7}. The second direction is to study weighted total completion time. The third direction is to consider processors with bounded and discrete and irregular clock frequency and supply voltage and execution speed and power consumption levels \cite{6}. The fourth direction is to investigate online scheduling. All these further research directions have significant theoretical and practical importance.
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