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A B S T R A C T

The Internet of Things (IoT) is currently widely used in various sectors and spaces. IoT devices are becoming
small yet powerful servers and perform server-like functions. Reliability is a critical aspect in both IoT
devices and servers, as they work together to create a robust and dependable IoT ecosystem. Power and
performance are two other major considerations of an IoT system. Modeling, analysis, evaluation, and
optimization of reliability, power, and performance for IoT devices and servers are major components in IoT
systems development and deployment. In this paper, we conduct an integrated study of reliability, power, and
performance for IoT devices and servers by mathematically rigorous modeling and analysis. The contributions
of the paper can be summarized as follows. We establish a continuous-time Markov chain (CTMC) model
that incorporates server failure rate, server repair rate, task arrival rate, and task processing rate. Using such
an analytical model, we can calculate the server availability, the average task response time, and the average
power consumption. We point out that there is an optimal server speed that minimizes the power-time product
and a combined cost-performance metric of power, performance, and reliability. We show the impact of server
reliability on response time, power consumption, server utilization, and the power-performance tradeoff. To
the best of the author’s knowledge, this is the first paper that takes a combined approach to modeling and
analysis of reliability, power, and performance for IoT devices and servers. It has been noticed that there
has been little such theoretically solid investigation in the existing literature. Therefore, this paper has made
tangible contributions and significant advances in the joint understanding of reliability, power, performance,
and their interplay in IoT devices and servers quantitatively and mathematically.
1. Introduction

1.1. Background and motivation

The Internet of Things (IoT) is currently widely used in vari-
ous sectors and spaces, including consumers (for home automation,
smart home, intelligent appliances, and elder assistance), organiza-
tions (for medical and healthcare, smart healthcare, transportation
systems, smart traffic control, and V2X communications), industries
(for manufacturing equipment, digital control, and smart manufac-
turing), agriculture (for automated farming and fishing), infrastruc-
ture (for smart cities, smart buildings, smart grids, energy manage-
ment, and environmental monitoring), and military (for the purposes
of reconnaissance, surveillance, and other combat-related objectives)
[1–6].

IoT devices and servers play a crucial role in the functioning of
IoT ecosystems. IoT devices (1) are primarily designed to collect data
from the physical environment through sensors or other data acquisi-
tion methods; (2) have some computing capabilities, e.g., processing
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data locally for immediate decision-making; (3) can communicate with
servers or other devices to transmit data, receive commands, and access
resources; (4) are typically built for specific purposes, such as monitor-
ing temperature, controlling lights, or tracking assets. IoT servers (1)
are dedicated to storing, processing, and managing data, with greater
computational capabilities, memory capacities, storage resources, and
communication bandwidth compared to IoT devices; (2) act as hubs
for receiving data from multiple IoT devices and sending data to other
servers, applications, or end-users; (3) run complex software applica-
tions and services that can perform data analytics, machine learning,
and other advanced data-intensive computations; (4) are designed for
high availability and scalability to handle large volumes of data and
respond to requests from numerous devices simultaneously.

While IoT devices and servers have different primary functions,
there are cases where IoT devices may perform server-like functions [7,
8]. IoT devices with local storage can temporarily store data before
sending it to a server, acting as a local buffer and reducing transmission
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latency. Some IoT devices are equipped with edge computing capa-
bilities, allowing them to perform advanced data processing on the
devices themselves and enhancing performance by removing communi-
cation cost. In certain IoT architectures, IoT devices may communicate
directly with each other (i.e., peer-to-peer communication), sharing
computing power and storage capacity without routing all data to
a central server. Some IoT gateway devices have more substantial
processing power and memory resources and can aggregate data from
multiple IoT devices before transmitting it to an edge or cloud server.

With increasing application demand and technology development,
IoT devices (including sensors, actuators, gadgets, appliances, and ma-
chines) are able to collect, store, process, and transmit data over
wireless and wired networks. They can be embedded into other mobile
devices, industrial equipment, environmental monitors, medical de-
vices, and so on. IoT devices are more and more powerful by integrating
artificial intelligence and machine learning to bring stronger capabili-
ties and autonomy to systems and processes, such as home automation,
autonomous driving, medical equipment, and industrial manufacturing.
Increasing data amount, network bandwidth, and consumer expecta-
tions for data privacy and user experience continue to demand more
on-device processing, where data are stored and processed on IoT
devices, rather than cloud servers. Therefore, IoT devices are becoming
small yet powerful servers, not clients. (For convenience, we will use
the terms ‘‘devices’’ and ‘‘servers’’ interchangeably in this paper.)

Reliability is a critical aspect in both IoT devices and servers, as
they work together to create a robust and dependable IoT ecosys-
tem [9–14]. IoT devices are typically small, power-constrained, and
cost-constrained microprocessor-based and microcontroller-based sys-
tems. IoT devices are often deployed in harsh or remote environments,
where they have to operate with minimal human intervention, low
power consumption, high performance, and high availability under
unpredictable temperature, humidity, rain, light, wind, noise, vibra-
tion, shock, dust, soil, pest, etc. IoT devices and servers must have
(1) reliable hardware components that have a long lifespan and work
consistently in various environmental conditions to maximize availabil-
ity and to minimize downtime; (2) energy-efficient battery-powered
devices with redundant power supply (batteries or other sources) to
ensure continuous operation; (3) reliable and resilient data storage
systems with redundancy, backups, and fault-tolerant storage solutions;
(4) reliable communication channels to ensure continuous and con-
sistent data transmission; (5) robust software free of critical bugs or
severe defects with fault tolerance and error handling mechanisms; (6)
strong security to protect data and services from unauthorized access,
data breaches, malicious attacks, and cyberattacks, with robust security
measures such as encryption and authentication; (7) regular monitor-
ing and maintenance for prompt detecting and addressing hardware
failures, software errors, and security vulnerabilities.

Power and performance are two other major considerations of an
IoT system. First, IoT devices are typically battery-powered with a very
limited battery lifetime. IoT devices should be energy-efficient to ex-
tend their operational life between battery replacements or recharges.
Thus, energy efficiency is a critical and crucial concern for IoT devices
and servers to provide sustainable services [15–18]. Second, big data
computing requires fast task processing speed and short task response
time in an IoT environment with a huge volume of data generation.
Hence, high performance is an important and significant concern for
IoT servers to handle both computation- and communication-intensive
tasks [19–23]. However, faster computing and communicating speeds
imply higher power consumption and energy supply. It is clear that
the tradeoff between power and performance is a central topic for
IoT systems, as in all distributed computing systems. Optimal server
speed setting is usually an effective method to deal with the power-
performance tradeoff. With the added factor of reliability, the interplay
among reliability, power, and performance is even more complicated
2

and challenging.
Modeling, analysis, evaluation, and optimization of reliability, power
and performance for IoT devices and servers are major components
in IoT systems development and deployment. It is very important to
understand the impact of server reliability on performance, power,
server utilization, and the power-performance tradeoff of an IoT sys-
tem. Unfortunately, there is a lack of serious and systematic study
which takes a combined and comprehensive approach to addressing the
above pressing issues. The motivation of this paper is to make efforts
towards this direction.

1.2. New contributions

In this paper, we conduct an integrated study of reliability, power,
and performance for IoT devices and servers by mathematically rig-
orous modeling and analysis. The contributions of the paper can be
summarized as follows.

• We establish a continuous-time Markov chain (CTMC) model that
incorporates server failure rate, server repair rate, task arrival
rate, and task processing rate.

• Using such an analytical model, we can calculate the server avail-
ability, the average task response time, and the average power
consumption.

• We point out that there is an optimal server speed that minimizes
the power-time product and a combined cost-performance metric
of power, performance, and reliability.

• We show the impact of server reliability on response time, power
consumption, server utilization, and the power-performance trade-
off.

To the best of the author’s knowledge, this is the first paper that
takes a combined approach to modeling and analysis of reliability,
power, and performance for IoT devices and servers. It has been noticed
that there has been little such theoretically solid investigation in the
existing literature. Therefore, this paper has made tangible contribu-
tions and significant advances in the joint understanding of reliability,
power, performance, and their interplay in IoT devices and servers
quantitatively and mathematically.

We would like to mention that our model and method only focus
on those system properties that can be quantitatively defined and
described. Other features such as security and privacy that cannot be
quantitatively characterized using a queueing model are not included
in our study.

The paper is organized as follows. In Section 2, we describe our IoT
service system and a CTMC model. In Section 3, we calculate various
reliability, performance, and power metrics. In Section 4, we present
numerical data and examples. In Section 5, we review related work. In
Section 6, we give a summary of the paper.

2. System and model

In this section, we describe our IoT service system and a CTMC
model. Table 1 provides a summary of all notations and their defini-
tions used in this paper.

2.1. An IoT service system

An IoT service system is specified by a variant of the M/M/m/K
queueing system with server failure and repair and limited capacity
([24], pp. 103–105) due to the limited memory storage of IoT servers,
i.e., there is a maximum number of tasks allowed to be in the system
(see Fig. 1). (Notice that queueing systems and networks have been
widely and extensively used in system modeling and performance
evaluation of various computer systems [25]. Notation. M: exponential
distribution of task inter-arrival times; M: exponential distribution of

task execution times; m: multiple servers; K: finite waiting queue.)
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Table 1
Notations and definitions.

Notation Definition

𝑀 the number of IoT servers
𝐾 the capacity of an IoT service system
𝜆 the task arrival rate
𝜇 the service rate of an IoT server
𝛼 the server failure rate
𝛽 the server repairment rate
𝑅 the reliability of an IoT device
(𝑚, 𝑘) a state of the CTMC model
𝑝(𝑚, 𝑘) the probability of state (𝑚, 𝑘)
𝐴,𝐴∗ the average number of available servers
𝐹 , 𝐹 ∗ the average number of failed servers
𝑞𝑚 the probability of state 𝑚
𝑁 the average number of tasks in the queueing

system
𝑄 the average number of tasks in the waiting

queue
𝐷 the probability that a newly arriving task is

discarded
𝜆eff the effective task arrival rate
𝑇 the average task response time
𝑊 the average waiting time
𝐵 the average number of busy servers
𝑈 the server utilization
𝑃𝑑 , 𝑃𝑠 dynamic and static components of power

consumption
𝜉, 𝑑 technology dependent constants of the power

consumption model
𝑃 the average power consumption

Fig. 1. An M/M/m/K queueing model for an IoT service system.

The queueing system has 𝑀 identical IoT servers: 𝑆1, 𝑆2,… , 𝑆𝑀 .
There is a stream of tasks generated according to a Poisson process
with arrival rate 𝜆 (measured by the number of tasks per second). The
service rate of an IoT server is 𝜇 (measured by the number of tasks
per second). There is a task waiting queue adopting the first-come-first-
served (FCFS) discipline. The total capacity of the IoT service system
is 𝐾, i.e., there can be at most 𝐾 tasks in the system and any further
arriving tasks will be dropped out immediately without service.
3

m

It is worth mentioning that in reality, the above M/M/m/K queueing
system can actually be implemented in a distributed fashion as follows.
Each server 𝑆𝑖 is an M/M/1/𝐾𝑖 queueing system with arrival rate 𝜆𝑖
and its own FCFS waiting queue of capacity 𝐾𝑖. When 𝑆𝑖 reaches its
capacity 𝐾𝑖, a newly arrived task is routed to another server. When 𝑆𝑖
completes all its tasks (i.e., its waiting queue is empty), it can request
a task from another server to process. Hence, the aggregation of the 𝑀
distributed M/M/1/𝐾𝑖 queueing systems looks like a single M/M/m/K
queueing system that has a combined task stream with arrival rate
𝜆 = 𝜆1 + 𝜆2 +⋯+ 𝜆𝑀 and one unified and centralized waiting queue of
capacity 𝐾 = 𝐾1 + 𝐾2 + ⋯ + 𝐾𝑀 . Task transfer among servers can be
implemented by appropriate coordination among the servers.

Of course, the above virtual waiting queue can also be imple-
mented by a dedicated management device which collects all tasks and
dispatches tasks to servers for processing. However, such a central-
ized mechanism significantly increases network traffic and consumes
communication bandwidth.

IoT devices and servers have the potential to malfunction. The
key reliability considerations for well-architected IoT solutions are
how quickly you can detect failures and how quickly you can resume
operations.

Assume that the lifetime of an IoT server is an exponential random
variable with parameter 𝛼, i.e., the mean time to failure (MTTF) is 1∕𝛼.
Assume that the time to repair/restore/replace a failed IoT server is an
exponential random variable with parameter 𝛽, i.e, the mean time to
repair (MTTR) is 1∕𝛽.

The reliability of a server can be defined as the probability that the
server can operate without failure for a certain amount of time [26].
Such a definition includes a time parameter. The definition of reliability
for multiple servers with failure and repair is subtle since we do not
expect all servers to operate simultaneously for a certain amount of
time. Furthermore, we should take not only server failure but also
server repairment into consideration. In this paper, the reliability of an
IoT server is the probability that it is functioning at a random time,
i.e.,

𝑅 = MTTF
MTTF + MTTR =

1∕𝛼
1∕𝛼 + 1∕𝛽

=
𝛽

𝛼 + 𝛽
, (1)

hich is the percentage of time when it is running, i.e., availabil-
ty. While definitions may vary, in this paper, the reliability and the
vailability of an IoT server are both defined by Eq. (1). For multiple
ervers with failure and repair, we are interested in the percentage of
unctioning servers. Such a quantity needs careful analysis (which is the
ain topic of this paper) because it takes server repairment times into

ccount and server repairment times can be independent or correlated
i.e., there are repair waiting times).

We consider two repairment models. The difference between the
wo models is whether multiple failed servers are repaired simultane-
usly or sequentially, depending on the system maintenance capabili-
ies and capacities [27–29].

• Parallel repairment model – If there are multiple failed servers,
they are repaired at the same time (simultaneously). Server re-
pairment times are independent of each other and there is no
repair waiting time.

• Sequential repairment model – If there are multiple failed servers,
they are repaired one after another (sequentially). Server re-
pairment times are related and correlated since there are repair
waiting times.

To summarize, our IoT service system is characterized by a six-tuple:
𝑀,𝐾, 𝜆, 𝜇, 𝛼, 𝛽). In a real IoT service system, these parameters can
e easily collected by real measurement of task execution and system
anagement.
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Fig. 2. Transition rates.

.2. The CTMC model

The M/M/m/K queueing system with possible server failure can
e analytically described by a continuous-time Markov chain (CTMC)
odel. The model includes (𝑀 +1)(𝐾 +1) states. Each state is specified

by (𝑚, 𝑘), where 𝑚 is the number of functioning IoT servers and 𝑘 is the
number of tasks in the queueing system, with 0 ≤ 𝑚 ≤ 𝑀 and 0 ≤ 𝑘 ≤ 𝐾.
Notice that the CTMC approach has been successfully applied to other
service systems, e.g., an elastic cloud computing system [30]. A CTMC
model is able to specify the states of a server system and the transitions
among the states. Based on the probabilities of the states, various
characteristics and properties of a system can be obtained analytically
or numerically.

Transitions among the states are given below (see Fig. 2). (Note:
The notation (𝑚, 𝑘)

𝑟
→ (𝑚′, 𝑘′) means a transition from state (𝑚, 𝑘) to

state (𝑚′, 𝑘′) with transition rate 𝑟.)

• (𝑚, 𝑘)
𝜆
→ (𝑚, 𝑘 + 1), for all 0 ≤ 𝑚 ≤ 𝑀 and 0 ≤ 𝑘 ≤ 𝐾 − 1.

This transition happens when a new task arrives to the queueing
system.

• (𝑚, 𝑘)
min(𝑚,𝑘)𝜇

→ (𝑚, 𝑘 − 1), for all 1 ≤ 𝑚 ≤ 𝑀 and 1 ≤ 𝑘 ≤ 𝐾. This
transition happens when a task is completed and departs from the
queueing system.

• (𝑚, 𝑘)
𝑚𝛼
→ (𝑚 − 1, 𝑘), for all 1 ≤ 𝑚 ≤ 𝑀 and 0 ≤ 𝑘 ≤ 𝐾. This

transition happens when a server fails. (Note that servers fail
independently.)

• (𝑚, 𝑘)
𝛽
→ (𝑚 + 1, 𝑘) for the sequential repairment model, or

(𝑚, 𝑘)
(𝑀−𝑚)𝛽
→ (𝑚 + 1, 𝑘) for the parallel repairment model, for all

0 ≤ 𝑚 ≤ 𝑀 − 1 and 0 ≤ 𝑘 ≤ 𝐾. This transition happens when a
failed server is repaired/restored/replaced.

It is common sense that when several independent Poisson streams
ith rates 𝑟1, 𝑟2,… are merged into one Poisson stream, the rate of the

ombined stream is 𝑟1 + 𝑟2 +⋯ [24].)
Fig. 3 gives an example of the above state-transition-rate diagram

or the CTMC model with 𝑀 = 3 and 𝐾 = 7 and parallel repairment.
or the sequential repairment model, all 2𝛽 and 3𝛽 are replaced by 𝛽.

Let 𝑝(𝑚, 𝑘) be the probability that our M/M/m/K queueing system
s in state (𝑚, 𝑘), where 0 ≤ 𝑚 ≤ 𝑀 and 0 ≤ 𝑘 ≤ 𝐾.

Such a two-dimensional Markov chain does not seem to accommo-
ate an analytical and closed-form solution of 𝑝(𝑚, 𝑘). However, the
(𝑚, 𝑘)’s can be easily found numerically by solving a linear system of
quations with (𝑀 + 1)(𝐾 + 1) unknowns, i.e., the 𝑝(𝑚, 𝑘)’s. The stan-
ard Gaussian elimination and backward substitution method requires
(𝑀2𝐾2) time ([31], Section 6.2).
4

. The metrics

In this section, we calculate various reliability, performance, and
ower metrics. We show that the average number of available servers,
he average task response time, and the average power consumption
an all be represented in closed-form expressions. For all theorems and
esults in this section, the reader can skip the proofs and derivations
ithout loss of continuity.

.1. Average number of available servers

The reliability of an M/M/m/K service system with server failure
nd repair is 𝐴∕𝑀 , where 𝐴 is the average number of available and
unctioning servers, i.e.,

=
𝑀
∑

𝑚=0

𝐾
∑

𝑘=0
𝑚𝑝(𝑚, 𝑘). (2)

ote that server availability is independent of 𝜆 and 𝜇. The average
umber of failed servers is

=
𝑀
∑

𝑚=0

𝐾
∑

𝑘=0
(𝑀 − 𝑚)𝑝(𝑚, 𝑘), (3)

hich is also independent of 𝜆 and 𝜇.
As 𝜆 becomes large, the two-dimensional Markov chain in Fig. 3

onverges to the last column, i.e., a one-dimensional Markov chain
hown in Fig. 4, where 𝛼𝑚 = 𝑚𝛼, 1 ≤ 𝑚 ≤ 𝑀 , and 𝛽𝑚 = 𝛽 for
he sequential repairment model, and 𝛽𝑚 = (𝑀 − 𝑚)𝛽 for the parallel
epairment model, 0 ≤ 𝑚 ≤ 𝑀 − 1.

Let 𝑞𝑚 be the probability of state 𝑚 in this Markov chain, where
≤ 𝑚 ≤ 𝑀 . We define

∗ =
𝑀
∑

𝑚=0
𝑚𝑞𝑚 =

𝑀
∑

𝑚=1
𝑚𝑞𝑚 (4)

o be the average number of available servers, and

∗ =
𝑀
∑

𝑚=0
(𝑀 − 𝑚)𝑞𝑚 =

𝑀−1
∑

𝑚=0
(𝑀 − 𝑚)𝑞𝑚 (5)

o be the average number of failed servers. Since 𝐴 and 𝐹 are indepen-
ent of 𝜆, we have 𝐴 = 𝐴∗ and 𝐹 = 𝐹 ∗. Thus, we only need to evaluate
∗.

Theorem 1 gives the average number of available servers.

heorem 1. The average number of available servers is

∗ =
(

𝛽
𝛼 + 𝛽

)

𝑀, (6)

for the parallel repairment model, and

𝐴∗ = (1 − 𝑞𝑀 )
𝛽
𝛼
=
(

1 − 1
𝑀!

(

𝛽
𝛼

)𝑀/ 𝑀
∑

𝑚=0

1
𝑚!

(

𝛽
𝛼

)𝑚) 𝛽
𝛼
, (7)

for the sequential repairment model.

Proof. It is straightforward to verify from Fig. 4 that

𝑞1 =
(

𝛽0
𝛼1

)

𝑞0,

𝑞2 =
(

𝛽1
𝛼2

)

𝑞1 =
(

𝛽0𝛽1
𝛼1𝛼2

)

𝑞0,

𝑞3 =
(

𝛽2
𝛼3

)

𝑞2 =
(

𝛽0𝛽1𝛽2
𝛼1𝛼2𝛼3

)

𝑞0,

⋮

𝑀 =
(

𝛽𝑀−1
𝛼𝑀

)

𝑞𝑀−1 =
(

𝛽0𝛽1 ⋯ 𝛽𝑀−1
𝛼1𝛼2 ⋯ 𝛼𝑀

)

𝑞0,

where

𝑞0 =
(

1 +
𝛽0 +

𝛽0𝛽1 +
𝛽0𝛽1𝛽2 +⋯ +

𝛽0𝛽1 ⋯ 𝛽𝑀−1
)−1

.

𝛼1 𝛼1𝛼2 𝛼1𝛼2𝛼3 𝛼1𝛼2 ⋯ 𝛼𝑀
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Fig. 4. A state-transition-rate diagram for the number of available servers.

Thus, we get

𝑞𝑚 =
(

𝛽0𝛽1 ⋯ 𝛽𝑚−1
𝛼1𝛼2 ⋯ 𝛼𝑚

)(

1 +
𝛽0
𝛼1

+
𝛽0𝛽1
𝛼1𝛼2

+
𝛽0𝛽1𝛽2
𝛼1𝛼2𝛼3

+⋯ +
𝛽0𝛽1 ⋯ 𝛽𝑀−1
𝛼1𝛼2 ⋯ 𝛼𝑀

)−1
,

or all 1 ≤ 𝑚 ≤ 𝑀 .
For the parallel repairment model, 𝛼𝑚 = 𝑚𝛼 and 𝛽𝑚 = (𝑀 − 𝑚)𝛽,

hich yield

1 =
𝑀
1!

(

𝛽
𝛼

)

𝑞0,

2 =
𝑀(𝑀 − 1)

2!

(

𝛽
𝛼

)2
𝑞0,

𝑞3 =
𝑀(𝑀 − 1)(𝑀 − 2)

3!

(

𝛽
𝛼

)3
𝑞0,

⋮

𝑀 =
𝑀(𝑀 − 1)(𝑀 − 2)⋯ 1

𝑀!

(

𝛽
𝛼

)𝑀
𝑞0.

ence, we have

∗ =
𝑀
∑

𝑚=1
𝑚𝑞𝑚

=
𝑀
∑

𝑚=1
𝑚 ×

𝑀(𝑀 − 1)⋯ (𝑀 − 𝑚 + 1)
𝑚!

(

𝛽
𝛼

)𝑚
𝑞0

=
𝑀
∑ 𝑀(𝑀 − 1)⋯ (𝑀 − 𝑚 + 1)

(

𝛽
)𝑚

𝑞0,
5

𝑚=1 (𝑚 − 1)! 𝛼
and

𝐴∗
(

𝛼
𝛽

)

=
𝑀
∑

𝑚=1

𝑀(𝑀 − 1)⋯ (𝑀 − 𝑚 + 1)
(𝑚 − 1)!

(

𝛽
𝛼

)𝑚−1
𝑞0

=
𝑀
∑

𝑚=1
(𝑀 − 𝑚 + 1) ×

𝑀(𝑀 − 1)⋯ (𝑀 − 𝑚 + 2)
(𝑚 − 1)!

(

𝛽
𝛼

)𝑚−1
𝑞0

=
𝑀
∑

𝑚=1
(𝑀 − (𝑚 − 1))𝑞𝑚−1

=
𝑀−1
∑

𝑚=0
(𝑀 − 𝑚)𝑞𝑚

= 𝐹 ∗.

ince 𝐴∗ + 𝐹 ∗ = 𝑀 , that is,

∗ + 𝐴∗
(

𝛼
𝛽

)

= 𝑀,

we obtain

𝐴∗ =
(

𝛽
𝛼 + 𝛽

)

𝑀,

for the parallel repairment model.
For the sequential repairment model, 𝛼𝑚 = 𝑚𝛼 and 𝛽𝑚 = 𝛽, which

yield

𝑞1 =
1
1!

(

𝛽
𝛼

)

𝑞0,

𝑞2 =
1
2!

(

𝛽
𝛼

)2
𝑞0,

𝑞3 =
1
3!

(

𝛽
𝛼

)3
𝑞0,

⋮

𝑞𝑀 = 1
𝑀!

(

𝛽
𝛼

)𝑀
𝑞0.

Hence, we have

𝐴∗ =
𝑀
∑

𝑚𝑞𝑚

𝑚=1
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a

=
𝑀
∑

𝑚=1
𝑚 × 1

𝑚!

(

𝛽
𝛼

)𝑚
𝑞0

=
𝑀
∑

𝑚=1

1
(𝑚 − 1)!

(

𝛽
𝛼

)𝑚
𝑞0,

nd

∗
(

𝛼
𝛽

)

=
𝑀
∑

𝑚=1

1
(𝑚 − 1)!

(

𝛽
𝛼

)𝑚−1
𝑞0

=
𝑀
∑

𝑚=1
𝑞𝑚−1

=
𝑀−1
∑

𝑚=0
𝑞𝑚

= 1 − 𝑞𝑀 ,

which implies that

𝐴∗ = (1 − 𝑞𝑀 )
𝛽
𝛼
,

where

𝑞𝑀 = 1
𝑀!

(

𝛽
𝛼

)𝑀/ 𝑀
∑

𝑚=0

1
𝑚!

(

𝛽
𝛼

)𝑚
,

or the sequential repairment model. ■

We would like to emphasize that Eqs. (6) and (7) imply that 𝐴∗ only
depends on 𝛼, 𝛽, and 𝑀 , and is independent of 𝜆, 𝜇, and 𝐾.

For the parallel repairment model, the failure and repair of servers
are independent of each other. Consequently, the average number of
available servers is actually the sum of single server availability (or
reliability), i.e.,

𝐴 = 𝑅𝑀 =
(

𝛽
𝛼 + 𝛽

)

𝑀. (8)

3.2. Average task response time

The average number of tasks in the queueing system is

𝑁 =
𝑀
∑

𝑚=0

𝐾
∑

𝑘=0
𝑘𝑝(𝑚, 𝑘). (9)

The average number of tasks in the waiting queue is

𝑄 =
𝑀
∑

𝑚=0

𝐾
∑

𝑘=𝑚+1
(𝑘 − 𝑚)𝑝(𝑚, 𝑘). (10)

The probability that a newly arriving task is discarded due to limited
capacity is

𝐷 =
𝑀
∑

𝑚=0
𝑝(𝑚,𝐾). (11)

Theorem 2 gives the average task response time.

Theorem 2. The average task response time is

𝑇 = 𝑁
𝜆(1 −𝐷)

, (12)

nd equivalently,

= 𝑄
𝜆(1 −𝐷)

+ 1
𝜇
. (13)

Proof. When the queueing system is in state (𝑚,𝐾), where 0 ≤ 𝑚 ≤ 𝑀 ,
a newly arriving task is discarded without processing. Such an event
occurs with probability 𝐷. Hence, the actual and effective task arrival
rate is no longer 𝜆, but
6

𝜆𝑒𝑓𝑓 = 𝜆(1 −𝐷). (14)
According to Little’s result, the average task response time is

𝑇 = 𝑁
𝜆𝑒𝑓𝑓

= 𝑁
𝜆(1 −𝐷)

.

Also according to Little’s result, the average waiting time is

𝑊 = 𝑄
𝜆𝑒𝑓𝑓

= 𝑄
𝜆(1 −𝐷)

. (15)

Therefore, we get

𝑇 = 𝑊 + 1
𝜇

= 𝑄
𝜆(1 −𝐷)

+ 1
𝜇
,

where 1∕𝜇 is the average task execution time. ■

The average number of busy servers that are processing some tasks
(i.e., the average number of tasks in processing) is

𝐵 =
𝑀
∑

𝑚=0

𝐾
∑

𝑘=0
min(𝑚, 𝑘)𝑝(𝑚, 𝑘). (16)

The server utilization is

= 𝐵
𝑀

. (17)

It is clear that lim𝜆→∞ 𝐵 = 𝐴 and lim𝜆→∞ 𝑈 = 𝐴∕𝑀 .
Theorem 1 implies that

𝑁 = 𝑄 + 𝜆𝑒𝑓𝑓∕𝜇. (18)

This can be seen as follows.
Notice that

𝑁 =
𝑀
∑

𝑚=0

𝐾
∑

𝑘=0
𝑘𝑝(𝑚, 𝑘)

=
𝑀
∑

𝑚=0

( 𝑚
∑

𝑘=0
𝑘𝑝(𝑚, 𝑘) +

𝐾
∑

𝑘=𝑚+1
𝑘𝑝(𝑚, 𝑘)

)

=
𝑀
∑

𝑚=0

𝑚
∑

𝑘=0
𝑘𝑝(𝑚, 𝑘) +

𝑀
∑

𝑚=0

𝐾
∑

𝑘=𝑚+1
𝑘𝑝(𝑚, 𝑘)

=
𝑀
∑

𝑚=0

𝑚
∑

𝑘=0
𝑘𝑝(𝑚, 𝑘) +

𝑀
∑

𝑚=0

( 𝐾
∑

𝑘=𝑚+1
𝑚𝑝(𝑚, 𝑘) +

𝐾
∑

𝑘=𝑚+1
(𝑘 − 𝑚)𝑝(𝑚, 𝑘)

)

=
𝑀
∑

𝑚=0

𝑚
∑

𝑘=0
𝑘𝑝(𝑚, 𝑘) +

𝑀
∑

𝑚=0

𝐾
∑

𝑘=𝑚+1
𝑚𝑝(𝑚, 𝑘) +

𝑀
∑

𝑚=0

𝐾
∑

𝑘=𝑚+1
(𝑘 − 𝑚)𝑝(𝑚, 𝑘)

=
𝑀
∑

𝑚=0

( 𝑚
∑

𝑘=0
𝑘𝑝(𝑚, 𝑘) +

𝐾
∑

𝑘=𝑚+1
𝑚𝑝(𝑚, 𝑘)

)

+
𝑀
∑

𝑚=0

𝐾
∑

𝑘=𝑚+1
(𝑘 − 𝑚)𝑝(𝑚, 𝑘)

=
𝑀
∑

𝑚=0

𝐾
∑

𝑘=0
min(𝑚, 𝑘)𝑝(𝑚, 𝑘) +

𝑀
∑

𝑚=0

𝐾
∑

𝑘=𝑚+1
(𝑘 − 𝑚)𝑝(𝑚, 𝑘)

= 𝐵 +𝑄,

here 𝐵 is exactly 𝜆𝑒𝑓𝑓∕𝜇.
We notice that 𝜆𝑒𝑓𝑓∕𝜇 is actually the average number of tasks in

xecution.

.3. Average power consumption

An IoT server with service rate 𝜇 consumes power

𝑑 + 𝑃𝑠 = 𝜉𝜇𝑑 + 𝑃𝑠,

here

𝑑 = 𝜉𝜇𝑑

s the dynamic component, 𝑃𝑠 is the static component, and 𝜉 and 𝑑 are
echnology dependent constants. The above power consumption model
as been widely used in the literature [32].

We assume that a failed server does not consume power. In reality,
failed server can be easily detected and shut down immediately.

Theorem 3 gives the average power consumption.
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Fig. 5. The average task response time 𝑇 vs. 𝜆 (parallel, varying 𝛽).
Fig. 6. The average task response time 𝑇 vs. 𝜆 (sequential, varying 𝛽).
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Theorem 3. The average power consumption is

𝑃 = (𝜉𝜇𝑑 + 𝑃𝑠)
(

𝛽
𝛼 + 𝛽

)

𝑀, (19)

or the parallel repairment model, and

= (𝜉𝜇𝑑+𝑃𝑠)(1−𝑞𝑀 )
𝛽
𝛼
= (𝜉𝜇𝑑+𝑃𝑠)

(

1− 1
𝑀!

(

𝛽
𝛼

)𝑀/ 𝑀
∑

𝑚=0

1
𝑚!

(

𝛽
𝛼

)𝑚) 𝛽
𝛼
,

(20)

for the sequential repairment model.

Proof. Note that

𝑃 = (𝜉𝜇𝑑 + 𝑃𝑠)
𝑀
∑

𝑚=0

𝐾
∑

𝑘=0
𝑚𝑝(𝑚, 𝑘).

We can rewrite 𝑃 as

𝑃 = (𝜉𝜇𝑑 + 𝑃𝑠)𝐴 = (𝜉𝜇𝑑 + 𝑃𝑠)𝐴∗.

The rest of the proof is straightforward based on Theorem 2. ■

4. Numerical data
7

In this section, we present numerical data and examples. (
4.1. Parameter settings

We consider an IoT system with 𝑀 = 7 servers and total capacity
= 50 tasks.
We have the following parameter settings for Figs. 5–10. The task

ervice rate is 𝜇 = 1.0 task/second. The server failure rate is 𝛼 = 0.0001
erver/second. Since the server reliability 𝑅 = 𝛾∕(1 + 𝛾) is essentially

determined by the ratio 𝛾 = 𝛽∕𝛼, we will fix 𝛼 and change 𝛽.
We have the following parameter settings for Figs. 11–14. The task

arrival rate is 𝜆 = 5.0 tasks/second. The server failure rate is 𝛼 = 0.0001
server/second. The parameters of the power consumption model are
𝜉 = 5 Watts/(task/second)𝑑 , 𝑑 = 2, and 𝑃𝑠 = 3 Watts.

It is well known that server failure rate 𝛼 depends on the computing
speed, which is the service rate 𝜇 in our context. In the following,
we consider such 𝜇-dependent 𝛼, which is characterized by (adapted
from [26])

𝛼 = 𝛼010𝑠(𝜇max−𝜇)∕(𝜇max−𝜇min),

where 𝛼0 is a base failure rate, 𝜇min is the minimum service rate, 𝜇max
s the maximum service rate, and 𝑠 is some scaling constant. It is clear
hat (1) 𝛼 is a decreasing function of 𝜇; (2) 𝛼 is in the range [𝛼0, 10𝑠𝛼0];
3) 𝛼 = 𝛼 when 𝜇 = 𝜇 , and 𝛼 = 10𝑠𝛼 when 𝜇 = 𝜇 .
0 max 0 min
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Fig. 7. The probability of task rejection 𝐷 vs. 𝜆 (parallel, varying 𝛽).
Fig. 8. The probability of task rejection 𝐷 vs. 𝜆 (sequential, varying 𝛽).
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In Figs. 15–22, we keep the same parameter settings as Figs. 11–
14, with the following new parameters: 𝛼0 = 0.00001 server/second,
𝜇min = 1.0 task/second, 𝜇max = 4.0 tasks/second, and 𝑠 = 1.0.

4.2. Average task response time

Figs. 5 and 6 show the average task response time 𝑇 vs. the task
arrival rate 𝜆 for the parallel and sequential repairment models respec-
tively, with the server repairment rate 𝛽 = 0.0003, 0.0004, 0.0005, 0.0006,
0.0007 server/second.

We have the following observations. First, 𝑇 increases as 𝜆 in-
creases; however, as 𝜆 further increases, more tasks are discarded
due to the limited capacity of an IoT system, and 𝑇 increases very
slowly. Second, the average response time of the parallel repairment
model is significantly lower than that of the sequential repairment
model due to more available servers. To be more specific, for 𝛽 =
0.0003, 0.0004, 0.0005, 0.0006, 0.0007, we have 𝐴 = 5.25000, 5.60000,
5.83333, 6.00000, 6.12500 for the parallel repairment model, and 𝐴 =
2.93441, 3.74900, 4.39741, 4.88967, 5.25790 for the sequential repairment
model. Third, as 𝛽 (and 𝛾 and 𝑅 as well) increases, the average
number 𝐴 of available servers increases, and 𝑇 decreases noticeably
for the parallel repairment model and significantly for the sequential
repairment model. This implies that server reliability does have a strong
impact on system performance.
8

s

4.3. Probability of task rejection

Figs. 7 and 8 show the probability of task rejection 𝐷 vs. the
ask arrival rate 𝜆 for the parallel and sequential repairment models
espectively, with the server repairment rate 𝛽 = 0.0003, 0.0004, 0.0005,
.0006, 0.0007 server/second.

We have the following observations. First, as 𝜆 increases, 𝐷 in-
reases noticeably, i.e., more tasks are discarded due to the limited
apacity of an IoT system. Second, the task rejection probability of
he parallel repairment model is significantly lower than that of the
equential repairment model due to more available servers. Third, as
(and 𝛾 and 𝑅 as well) increases, the average number 𝐴 of available

ervers increases, and 𝐷 decreases noticeably for the parallel repair-
ent model and significantly for the sequential repairment model.
his implies that server reliability does have a strong impact on task
ejection probability.

.4. Server utilization

Figs. 9 and 10 show the server utilization 𝑈 vs. the task arrival
ate 𝜆 for the parallel and sequential repairment models respectively,
ith the server repairment rate 𝛽 = 0.0003, 0.0004, 0.0005, 0.0006, 0.0007

erver/second.
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Fig. 9. The server utilization 𝑈 vs. 𝜆 (parallel, varying 𝛽).
Fig. 10. The server utilization 𝑈 vs. 𝜆 (sequential, varying 𝛽).
t

s

We have the following observations. First, 𝑈 increases as 𝜆 increases
and eventually, 𝑈 approaches 𝐴∕𝑀 . To be more specific, for 𝛽 =
.0003, 0.0004, 0.0005, 0.0006, 0.0007, we have 𝐴∕𝑀 = 0.75000, 0.80000,
.83333, 0.85714, 0.87500 for the parallel repairment model, and 𝐴∕𝑀 =
0.41920, 0.53557, 0.62820, 0.69852, 0.75113 for the sequential repairment

odel. Second, server utilization of the parallel repairment model is
ignificantly higher than that of the sequential repairment model due
o more available servers. Third, as 𝛽 (and 𝛾 and 𝑅 as well) increases,
he average number 𝐴 of available servers increases, and 𝑈 increases
oticeably for the parallel repairment model and significantly for the
equential repairment model. This implies that server reliability does
ave a strong impact on server utilization.

.5. Average power consumption

Figs. 11 and 12 show the average power consumption 𝑃 vs. the task
ervice rate 𝜇 = 1.00, 1.05, 1.10,… , 4.00 tasks/second for the parallel and
equential repairment models respectively, with the server repairment
ate 𝛽 = 0.0003, 0.0004, 0.0005, 0.0006, 0.0007 server/second.

We have the following observations. First, 𝑃 increases as 𝜇 in-
reases, since power consumption is a quadratic function of 𝜇. Second,
he average power consumption of the parallel repairment model is
ignificantly higher than that of the sequential repairment model due
9

o more available servers. Third, as 𝛽 (and 𝛾 and 𝑅 as well) increases,
the average number 𝐴 of available servers increases, and 𝑃 increases
noticeably for the parallel repairment model and significantly for the
sequential repairment model. This implies that server reliability does
have a strong impact on power consumption.

4.6. Power-time product

Figs. 13 and 14 show the power-time product 𝑃𝑇 vs. the task
ervice rate 𝜇 = 1.00, 1.05, 1.10,… , 4.00 tasks/second for the parallel and

sequential repairment models respectively, with the server repairment
rate 𝛽 = 0.0003, 0.0004, 0.0005, 0.0006, 0.0007 server/second.

We have the following observations. First, for the parallel re-
pairment model, 𝑃𝑇 is approximately a convex function of 𝜇 and
there is 𝜇∗ that makes 𝑃𝑇 reaching its minimum. Specifically, for
𝛽 = 0.0003, 0.0004, 0.0005, 0.0006, 0.0007, we have 𝜇∗ = 1.95, 1.85, 1.80,
1.70, 1.50. For the sequential repairment model, 𝑃𝑇 fluctuates and has
several local minimums. Of course, there is 𝜇∗ that makes 𝑃𝑇 reaching
its global minimum. Specifically, for 𝛽 = 0.0003, 0.0004, 0.0005, 0.0006,
0.0007, we have 𝜇∗ = 1.80, 2.80, 2.80, 2.80, 2.75. Unfortunately, the
optimal service rate (i.e., the optimal server speed) 𝜇∗ is analytically
not available but only observed numerically. Second, the power-time
product of the parallel repairment model is significantly lower than
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Fig. 11. The average power consumption 𝑃 vs. 𝜇 (parallel, varying 𝛽).
Fig. 12. The average power consumption 𝑃 vs. 𝜇 (sequential, varying 𝛽).
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that of the sequential repairment model due to more available servers
and shorter average response time. Third, as 𝛽 (and 𝛾 and 𝑅 as well)
increases, 𝑃𝑇 decreases noticeably (but increases slightly beyond a cer-
tain point) for the parallel repairment model and decreases significantly
for the sequential repairment model. This implies that server reliability
does have a strong impact on the power-time product.

4.7. Server failure rate

Fig. 15 displays the server failure rate 𝛼 (actually, 𝛼 × 105) as a
function of 𝜇. It is observed that 𝛼 is a decreasing function of 𝜇 and

is in the range [0.00001, 0.0001].

.8. Server reliability

Fig. 16 displays the server reliability 𝑅 as a function of 𝜇, with
the server repairment rate 𝛽 = 0.0003, 0.0004, 0.0005, 0.0006, 0.0007
server/second.

We have the following observations. First, 𝑅 increases as 𝜇 increases
and 𝛼 decreases. Second, as 𝛽 increases, the server reliability 𝑅 in-
creases significantly when 𝜇 is relatively small and 𝛼 is relatively large,
and noticeably when 𝜇 is relatively large and 𝛼 is relatively small.
10

r

4.9. Average number of available servers

Figs. 17 and 18 display the average number of available servers
𝐴 as a function of the task service rate 𝜇 = 1.00, 1.05, 1.10,… , 4.00
asks/second for the parallel and sequential repairment models re-
pectively, with the server repairment rate 𝛽 = 0.0003, 0.0004, 0.0005,
.0006, 0.0007 server/second.

We have the following observations. First, 𝐴 increases as 𝜇 in-
reases and 𝛼 decreases. Second, the server availability 𝐴 of the parallel
epairment model is significantly higher than that of the sequential
epairment model (especially when 𝜇 is relatively small and 𝛼 is rel-
tively large) due to faster repairment and fewer failed servers. Third,
s 𝛽 increases, the server availability 𝐴 increases significantly when 𝜇
s relatively small and 𝛼 is relatively large, and noticeably when 𝜇 is
elatively large and 𝛼 is relatively small.

.10. Power-time product with 𝜇-dependent 𝛼

Figs. 19 and 20 demonstrate the power-time product 𝑃𝑇 vs. the task
ervice rate 𝜇 = 1.00, 1.05, 1.10,… , 4.00 tasks/second for the parallel and
equential repairment models respectively, with the server repairment
ate 𝛽 = 0.0003, 0.0004, 0.0005, 0.0006, 0.0007 server/second.
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Fig. 13. The power-time product 𝑃𝑇 vs. 𝜇 (parallel, varying 𝛽).
Fig. 14. The power-time product 𝑃𝑇 vs. 𝜇 (sequential, varying 𝛽).
We have the following observations. First, 𝑃𝑇 is approximately a
convex function of 𝜇 and there is 𝜇∗ that makes 𝑃𝑇 reaching its mini-
mum. For the parallel repairment model, for 𝛽 = 0.0003, 0.0004, 0.0005,
0.0006, 0.0007, we have 𝜇∗ = 1.80, 1.70, 1.55, 1.50, 1.45. For the sequential
repairment model, for 𝛽 = 0.0003, 0.0004, 0.0005, 0.0006, 0.0007, we have
𝜇∗ = 2.65, 2.45, 2.10, 1.95, 1.85. Unfortunately, the optimal service rate
(i.e., the optimal server speed) 𝜇∗ is analytically not available but only
observed numerically. Second, the power-time product of the parallel
repairment model is significantly lower than that of the sequential
repairment model due to more available servers and a shorter average
response time. Third, as 𝛽 (and 𝛾 and 𝑅 as well) increases, 𝑃𝑇 decreases
noticeably (but increases slightly beyond a certain point) for the paral-
lel repairment model and decreases significantly (but increases slightly
beyond a certain point) for the sequential repairment model.

4.11. Joint cost-performance metric

Figs. 21 and 22 demonstrate a joint cost-performance metric that
combines power, time, and reliability together (i.e., 𝑃𝑇 ∕𝑅) vs. the task
service rate 𝜇 = 1.00, 1.05, 1.10,… , 4.00 tasks/second for the parallel and
sequential repairment models respectively, with the server repairment
11

rate 𝛽 = 0.0003, 0.0004, 0.0005, 0.0006, 0.0007 server/second.
We have the following observations. First, 𝑃𝑇 ∕𝑅 is approximately a
convex function of 𝜇 and there is 𝜇∗ that makes 𝑃𝑇 ∕𝑅 reaching its min-
imum. For the parallel repairment model, for 𝛽 = 0.0003, 0.0004, 0.0005,
0.0006, 0.0007, we have 𝜇∗ = 1.85, 1.75, 1.65, 1.55, 1.50. For the sequential
repairment model, for 𝛽 = 0.0003, 0.0004, 0.0005, 0.0006, 0.0007, we have
𝜇∗ = 2.70, 2.50, 2.15, 1.95, 1.90. Unfortunately, the optimal service rate
(i.e., the optimal server speed) 𝜇∗ is analytically not available but only
observed numerically. Second, 𝑃𝑇 ∕𝑅 of the parallel repairment model
is significantly lower than that of the sequential repairment model due
to more available servers and a shorter average response time. Third,
as 𝛽 (and 𝛾 and 𝑅 as well) increases, 𝑃𝑇 ∕𝑅 decreases noticeably for
the parallel repairment model and decreases significantly (but increases
slightly beyond a certain point) for the sequential repairment model.

5. Related work

In this section, we review related work.
There are multiple reviews and surveys covering various aspects of

IoT research [33–38].
Researchers have adopted IoT devices as computational resources

to construct distributed and pervasive computing environments. Hasan
et al. presented a highly localized IoT-based cloud computing model

that allows mobile users to create an ad hoc and flexible cloud by using
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Fig. 15. The server failure rate 𝛼 × 105 vs. 𝜇 (𝜇-dependent 𝛼).

Fig. 16. The server reliability 𝑅 vs. 𝜇 (𝜇-dependent 𝛼).

Fig. 17. The average number of available servers 𝐴 vs. 𝜇 (𝜇-dependent 𝛼, parallel, varying 𝛽).
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Fig. 18. The average number of available servers 𝐴 vs. 𝜇 (𝜇-dependent 𝛼, sequential, varying 𝛽).

Fig. 19. The power-time product 𝑃𝑇 vs. 𝜇 (𝜇-dependent 𝛼, parallel, varying 𝛽).

Fig. 20. The power-time product 𝑃𝑇 vs. 𝜇 (𝜇-dependent 𝛼, sequential, varying 𝛽).
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Fig. 21. Joint cost-performance metric 𝑃𝑇 ∕𝑅 vs. 𝜇 (𝜇-dependent 𝛼, parallel, varying 𝛽).
Fig. 22. Joint cost-performance metric 𝑃𝑇 ∕𝑅 vs. 𝜇 (𝜇-dependent 𝛼, sequential, varying 𝛽).
IoT devices in the nearby physical environment with full control to
start, stop, migrate, and restart computations in localized IoT devices
as a mobile user moves between different physical locations [7]. Laroui
et al. described a virtual edge servers-based framework, where smart
connected devices act as virtual edge servers that work together to
provide computation services close to end-users and to accomplish tasks
for end-users [8].

There is a large body of literature on IoT reliability. Several authors
have produced comprehensive surveys and reviews of IoT reliability.
Khan et al. provided an overview of reliable data transmission in IoT
networks with a focus on resource allocation, latency management,
security, and reliability metrics [10]. Moore et al. conducted a survey
of IoT reliability based on a four-layer IoT architecture, which includes
device, fog, service management, and cloud and application layer [12].
Based on another four-layer IoT architecture, Xing gave a systematic
review of IoT perception technologies reliability, IoT communication
and transport reliability, IoT support technologies reliability, and IoT
applications and services reliability [14].

Many researchers have considered quantitative reliability analysis
of IoT systems. By applying the reliability block diagram paradigm,
Azghiou et al. established a framework for end-to-end IoT system
reliability modeling and analysis based on a layered IoT architec-
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ture (i.e., perception layer, access network layer, core network layer,
middleware layer, and application layer) [9]. Nguyen et al. proposed
a hierarchical modeling framework for the availability and security
quantification of an IoT infrastructure, including a reliability block
diagram at the top level to capture the overall architecture, a fault
tree at the middle level to elaborate member systems, and a continuous
time Markov chain at the bottom level to capture detailed states and
transitions [13].

A number of researchers have investigated performance evaluation
in IoT environments. Aslanpour et al. presented a taxonomy of real-
world performance metrics for evaluating IoT, edge, fog, and cloud
computing [19]. Ejaz et al. compared the traditional cloud-IoT model,
a MEC-based edge–cloud-IoT model, and a local edge–cloud-IoT model
with respect to their execution time, end-to-end latency, services com-
pleted, energy consumption, and operational cost [20]. Based on trans-
parent computing, Guo et al. proposed an IoT architecture which
consists of five layers (i.e., end user layer, edge network layer, core
network layer, service and storage layer, and management layer) to
support scalable and manageable IoT applications, and evaluated the
performance of the proposed architecture in terms of service delay and
energy consumption [21].

Some authors have attempted to study performance optimization in
IoT computing. Teng established an open Jackson network with feed-

back for a three-layer (i.e., IoT devices, fog nodes, and a cloud server)



Journal of Systems Architecture 154 (2024) 103216K. Li

a
i
C

D

c
i

fog-based IoT platform and solved an optimal fog node service capa-
bility allocation problem to minimize the mean service request sojourn
time [22]. Zhang et al. proposed a joint optimization framework for
fog nodes, data service operators (DSOs), and data service subscribers
(DSSs) in a three-tier IoT fog network to achieve an optimal resource
allocation scheme in a distributed fashion with the formulation of a
Stackelberg game to analyze the pricing problem for the DSOs as well
as the resource allocation problem for the DSSs [23].

Albreem et al. provided insights on green IoT applications, prac-
tices, awareness, and challenges, including energy-efficient hardware
and software design and implementation, together with new enabling
computing such as artificial intelligence and machine learning [15].
Alsharif et al. presented a thorough examination of energy-efficient
practices and strategies for eco-friendly and eco-sustainable IoT with
consideration of M2M, WSN, RFID, MCU, and IC [16]. Raval et al.
developed an energy management system for IoT devices by using a
genetic algorithm to optimize the parameters of a multi-agent system
with consideration of both hardware and software aspects [17]. Reddy
et al. adopted an AI-based approach to fairly distribute power levels
to small portable devices in a massive IoT by using a new improved
random energy optimization algorithm [18].

As mentioned earlier, despite the above research, there has been
little study that considers reliability, power, and performance in a
combined way. The difference and deviation of the present paper
from all previous studies is that we take an integrated approach to
analytical modeling, evaluation, and optimization of reliability, power,
performance, and power-performance tradeoff.

6. Concluding remarks

Although IoT reliability, power, and performance have been studied
extensively, there has been little joint analytical investigation on these
important aspects together with their interaction and interplay. This
paper has made efforts and contributions towards this direction.

We are able to construct an analytical model of IoT devices and
servers such that server reliability, server utilization, response time,
power consumption, and cost-performance tradeoff can all be analyt-
ically defined and available, and numerically evaluated and compared.
Our study provides deep insights into the impact of server failure rate
and repairment rate on server reliability, server availability, and further
on response time, power consumption, and cost-performance tradeoff.

An important advantage and a unique strength of our model and
method is that based on several key parameters that can be routinely
obtained in any real-world scenario, we are able to capture and calcu-
late important system attributes and properties. This makes it possible
and feasible to apply our approach to a wide range of diversified IoT
service systems and application environments.

Furthermore, the methodology developed in this paper can also be
applied to other distributed computing systems and service-oriented
systems such as mobile edge computing, fog computing, device–edge–
cloud collaborative computing, and UAV-enabled systems.
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