
J. Parallel Distrib. Comput. 99 (2017) 68–89
Contents lists available at ScienceDirect

J. Parallel Distrib. Comput.

journal homepage: www.elsevier.com/locate/jpdc

Location distribution of a mobile terminal and its application to
paging cost reduction and minimization
Keqin Li
Department of Computer Science, State University of New York, New Paltz, NY 12561, USA

h i g h l i g h t s

• Analyze the location distribution of a mobile terminal in a paging area.
• Obtain expected costs of several selective paging methods.
• Find an important fact of progressive paging.

a r t i c l e i n f o

Article history:
Received 14 September 2015
Received in revised form
2 May 2016
Accepted 12 September 2016
Available online 28 September 2016

Keywords:
Cost reduction
Dynamic mobility management
Location distribution
Progressive paging
Selective paging
Time delay
Wireless communication network

a b s t r a c t

Reducing the cost of dynamic mobility management in wireless communication networks has been an
interesting and important issue. It is well known that by using a selective paging method, both costs
for location update and terminal paging can be reduced significantly. However, an efficient selective
paging method needs the information of the location distribution of a mobile terminal. Based on our
previous results on random walks among rings of cell structures, we analyze the location distribution
of a mobile terminal in a paging area when a phone call arrives, where the inter-call time and the cell
residence time can have arbitrary probability distributions. Our analysis is conducted for both distance-
based and movement-based location management schemes, and for two different call handling models,
i.e., the call plus location update model and the call without location update model. Together with our
earlier results on location distribution in time-based location management schemes, for several selective
paging methods, including progressive paging methods, ring paging methods, and cell paging methods,
we are able to obtain their expected costs of paging for distance-based, movement-based, and time-based
location management schemes. We find that a progressive paging method with very small time delay
can reduce the terminal paging cost dramatically, while further increasing the time delay does not result
in noticeable reduction of terminal paging cost. Our work reported in this paper significantly extends
our understanding of cost reduction and minimization of dynamic location management in wireless
communication networks.

© 2016 Elsevier Inc. All rights reserved.
1. Introduction

1.1. Motivation

Reducing the cost of dynamic mobility management in wire-
less communication networks has been an interesting and
important issue in the research community. The cost of location
management includes two components, i.e., the cost of locationup-
date and the cost of terminal paging. It is well known that by using
the simple paging method, there is a tradeoff between the costs
of location update and terminal paging. In particular, increasing
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(reducing, respectively) the location update time reduces (in-
creases, respectively) the location update cost, while increases (re-
duces, respectively) the terminal paging area and cost. It seems
that reducing both location update cost and terminal paging cost is
conflicting requirements. Fortunately, it is also well known that by
using a selective paging method, which takes longer time than the
simple pagingmethod, both costs for location update and terminal
paging can be reduced significantly. However, an efficient selective
paging method needs the information of the location distribution
of a mobile terminal. Due to lack of accurate analytical results of
location distribution, there is lack of solid analytical results of the
performance of selective paging methods.

The motivation of the present paper is to develop analytical
results of location distribution of a mobile terminal inside a paging
area (i.e., the probability that a mobile terminal is in a ring of

http://dx.doi.org/10.1016/j.jpdc.2016.09.002
http://www.elsevier.com/locate/jpdc
http://www.elsevier.com/locate/jpdc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jpdc.2016.09.002&domain=pdf
mailto:lik@newpaltz.edu
http://dx.doi.org/10.1016/j.jpdc.2016.09.002


K. Li / J. Parallel Distrib. Comput. 99 (2017) 68–89 69
a paging area) when a phone call arrives for distance-based and
movement-based location management schemes. Such results are
extremely useful in designing an efficient selective paging method
to find a mobile terminal and analyzing its expected cost. Our
results are obtained by using a very accurate ring level Markov
chain as a mobility model to describe the movement of a mobile
terminal [33]. Such results not only help to design and analyze
selective paging methods, they are also very useful in finding
more aggressive pagingmethodswith faster paging speed andhigh
quality of service.

1.2. Our contributions

The investigation in this paper makes the following significant
contributions.

• First, based on our previous results on random walks among
rings of cell structures [33], we analyze the location distribu-
tion of a mobile terminal in a paging area when a phone call
arrives, where the inter-call time and the cell residence time
can have arbitrary probability distributions. Our analysis is con-
ducted for both distance-based and movement-based location
management schemes, and for two different call handlingmod-
els, i.e., the call plus location update model and the call without
location update model.

• Second, together with our earlier results on location distri-
bution in time-based location management schemes [35], for
several selective paging methods, including progressive paging
methods, ring paging methods, and cell paging methods, we
are able to obtain their expected costs of paging for distance-
based,movement-based, and time-based locationmanagement
schemes.

• Third, we find that a progressive pagingmethodwith very small
time delay can reduce the terminal paging cost dramatically,
while further increasing the time delay does not result in no-
ticeable reduction of terminal paging cost. Such an important
finding has not beenwell documented in the existing literature.

Our work reported in this paper significantly extends our
understanding of cost reduction and minimization of dynamic
location management in wireless communication networks. It is
worth tomention thatwhile our earlierwork [32,34,33,35] focused
on the analysis of location update cost, this paper focuses on
terminal paging cost reduction andminimization based on our new
results on location distribution of a mobile terminal in a paging
area when a phone call arrives.

The rest of the paper is organized as follows. In Section 2,
we review related research. In Section 3, we provide preliminary
information of our study. In Section 4, we describe mathematical
background results used in this paper. In Section 5, we analyze
the location distribution of a mobile terminal in a paging area.
In Section 6, we present numerical data of location distribution.
In Section 7, we discuss various selective paging methods. In
Section 8, we demonstrate examples of paging cost reduction and
minimization. In Section 9, we display numerical data to show
paging cost reduction and minimization. Finally, in Section 10, we
conclude the paper.

2. Related research

In this section,we review related research in analyzing dynamic
mobility management and in reducing paging cost.

There are mainly three basic location update methods studied
in the literature, i.e., the distance-based method, the movement-
based method, and the time-based method [11]. Accordingly,
there are three types of dynamic location management schemes,
i.e., distance-based location management schemes (DBLMS),
movement-based locationmanagement schemes (MBLMS), and time-
based location management schemes (TBLMS). A DBLMS (anMBLMS
and a TBLMS, respectively) employs the distance-based (the
movement-based and the time-based, respectively) location up-
date method. Furthermore, a DBLMS or an MBLMS or a TBLMS can
use various terminal paging methods.

The design and analysis of any dynamic location management
scheme depend on a mobility model of mobile terminals. Various
mobility models have been proposed in the literature, including
the shortest distance mobility model [3,2], the fluid flow model
[7,12], the big move and the random walk models [14], the user
mobility pattern scheme [16], the cell coordinates system [41], the
isotropic diffusive motion model [44], one-dimensional Markov
chains [4,11,15,40,49], and two-dimensional Markov chains [5,7,
20,27,65].

Recently, we developed a ring level random walk model to
accurately represent the movement of a mobile terminal in two-
dimensional cellular structures. ThisMarkov chainmodel has been
used to analyze the paging area residence time and the cost of
dynamic mobility management in a DBLMS [33]. It has also been
used to study location distribution and reachability of a mobile
terminal in a paging area, and to analyze the quality of service
in a TBLMS [35]. It will continue to be employed in this paper to
investigate location distribution in a DBLMS and anMBLMS, and to
study paging cost reduction methods.

Dynamic mobility management is an important and fun-
damental research issue in wireless communication, and sig-
nificant effort has been devoted by many researchers. The
performance of movement-based location management schemes
has been investigated in [5,11,22,36,37,32,34,38,43,61,66]. The
performance of distance-based locationmanagement schemes has
been studied in [2,9,11,15,27,33,40,41,63,67,68]. The performance
of time-based location management schemes has been considered
in [4,11,12,35,44,62]. Other studies were reported in [7,14,16,19–
21,23,45,49,58], and some comparative studies were in [13,30,31,
48,50]. Dynamic location management in a wireless communica-
tion network with a finite number of cells has been treated as an
optimization problemwhich is solved by using bio-inspired meth-
ods such as simulated annealing, neural networks, and genetic al-
gorithms [8,51,54,53,55,56]. The reader is also referred to the sur-
veys in [6,29,52,25, (Ch. 15)], and [26, (Ch. 11)].

Terminal paging methods with low cost and time delay have
been studied by several researchers [3,5,10,27,28,39,46,47,57,59,
60,64]. Virtually all these studies focus on various selective paging
methods. Two most important considerations for these methods
are time delay and paging cost. A mobile terminal is located
within certain geographical area divided into cells. At anymoment,
the mobile terminal resides in one of the cells. Each cell is
associated with some probability that the mobile terminal is in
the cell. A location distribution is a probability distribution of a
mobile terminal in a geographical area. A selective paging method
partitions the area into several disjoint regions, and proceeds in
paging rounds when a phone call arrives. During each round,
all cells in one region are polled by sending polling signals. The
process is repeated until the mobile terminal is found, so that an
incoming phone call can be routed to the mobile terminal. The
number of paging rounds is the time delay, and the number of cells
polled is the paging cost.

Minimizing both time delay and paging cost is conflicting
requirements. A common strategy is to minimize paging cost
with a time delay constraint. Given a location distribution over
a search area and a time delay, the selective paging problem is
to find a sequence of disjoint regions, such that the expected
paging cost is minimized, subject to the constraint that the
maximum or expected time delay does not exceed the given
time limit [3,10,27,28,39,46,59,60]. The most notable result is a
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Fig. 1. The hexagonal cell configuration. A cell s in ring r marked with (x, y) means that s has x neighbors in ring r + 1 and y neighbors in ring r − 1. Such values are useful
in calculating the probabilities of moving into adjacent rings, i.e., the probability ar of moving into ring r + 1 and the probability br of moving into ring r − 1.
Fig. 2. The mesh cell configuration. A cell s in ring r marked with (x, y) has the same meaning as that in Fig. 1.
dynamic programming algorithm [28,39] to solve the problem
in time proportional to the time delay and the number of
cells [10]. However, all these studies suffer from a key issue
which has not been well addressed, namely, location distribution
of a mobile terminal in a paging area, although some effort was
made for distance-based [27] and movement-based [5] location
management schemes by using less accurate Markov chains.

3. Preliminary information

In this section,weprovide preliminary information of our study.
3.1. Wireless communication networks

Awireless communication network has the common hexagonal
cell configuration or mesh cell configuration. In the hexagonal cell
structure (see Fig. 1), cells are hexagons of identical size and each
cell has six neighbors. In the mesh cell structure (see Fig. 2), cells
are squares of identical size and each cell has eight neighbors.
Throughout the paper, we let q be a constant such that q = 3
for the hexagonal cell configuration and q = 4 for the mesh
cell configuration. By using the constant q, the hexagonal cell
configuration and the mesh cell configuration can be treated in
a unified way. For instance, we can say that each cell has 2q
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neighbors without mentioning the particular cell structure. The
network is homogeneous in the sense that the behavior of amobile
terminal is statistically the same in all the cells.

Let s be the cell registered by a mobile terminal in the last
location update. The cells in a wireless networks can be divided
into rings, where s is the center of the network and called ring 0.
The 2q neighbors of s constitute ring 1. In general, the neighbors of
all the cells in ring r , except those neighbors in rings r − 1 and r ,
constitute ring r+1. For all r ≥ 0, the cells in ring r have distance r
to s. For all r ≥ 1, the number of cells in ring r is 2qr . Notice that the
rings are definedwith respect to s.When amobile terminal updates
its location to another cell s′, s′ becomes the center of the network,
and ring r consists of the 2qr cells whose distance to s′ is r .

When a mobile terminal u moves out of a cell s, it is normally
assumed that u moves into one of s’s 2q neighbors with equal
probability [22,36], although this assumption is irrelevant in
analyzing location update cost of movement-based schemes [32].
However, how umoves into the neighboring cells is very important
in analyzing location update cost of distance-based schemes [33];
and in analyzing location distribution, reachability, and quality of
service of time-base schemes [35]. In this paper, we further show
that the movement characteristics of a mobile terminal decides
its location distribution in a paging area of a movement-based
scheme or a distance-based scheme, and such knowledge is critical
in reducing paging cost of all schemes. The reason is that the way
u moves into the neighboring cells determines how fast or slow u
reaches the boundary of a paging area.

3.2. Location update methods

A mobile terminal u constantly moves from cell to cell. Such
movement also results in movement from ring to ring. Let the
sequence of cells visited by u before the next phone call be denoted
as s0, s1, s2, . . . , sd, . . . , where s0 = s is u’s last registered cell
(not the cell in which u received the previous phone call) and
considered as u’s current location.

There are three location update methods proposed in the cur-
rent literature, namely, the distance-basedmethod, themovement-
based method, and the time-based method. In the distance-based
location update method, location update is performed as soon as u
moves into a cell sj in ring d, where d is a distance threshold, i.e., the
distance of u from the last registered cell s is d, such that sj is reg-
istered as u’s current location. It is clear that j ≥ d, i.e., it takes
at least d steps for u to reach ring d. In the movement-based loca-
tion update method, location update is performed as soon as u has
crossed cell boundaries for d times since the last location update,
where d is a movement threshold. It is clear that the sequence of
registered cells for u is sd, s2d, s3d, . . . . In the time-based location
update method, location update is performed every τ unit of time,
where τ is a time threshold, regardless of the current location of u.

3.3. Terminal paging methods

In all dynamic location management schemes, a current paging
area (PA) consists of rings 0, 1, 2, . . . , d−1, where d is some value
appropriately chosen.We say that such a PA has radius d. Since the
number of cells in ring r is 2qr , for all r ≥ 1, the total number
of cells in a PA is qd2 − qd + 1. It should be noticed that a PA is
defined with respect to the current location of a mobile terminal,
and is changed whenever a mobile terminal updates its location.
The radius d of a PA can be adjusted in accordancewith various cost
and performance considerations. On the other hand, the location
and size of a cell are fixed in a wireless network.

Two kinds of terminal paging methods have been proposed in
the literature. In the simple paging method, the radius of a PA is
fixed at d, where d is the distance threshold used by a distance-
based location update method, or the movement threshold used
by a movement-based location update method, or appropriately
chosen in accordance with the time threshold used by a time-
based location update method. In a selective paging method, cells
in a PA or the entire wireless communication network are divided
into disjoint regions, such that these regions are paged one after
another successively, until a mobile terminal is found.

The simple paging method is the fastest method, since it sends
polling signals only once. However, it is also the most expensive,
since it sends polling signals to all cells in a paging area. On the
other hand, a selective paging method trades cost with time, i.e., it
covers a paging area gradually, with increased time delay but
reduced paging cost.

3.4. Call handling models

We will consider two different call handling models.
In the call plus location update (CPLU) model, the location of a

mobile terminal is updated each time a phone call arrives. That is,
in addition to distance-based or movement-based or time-based
location updates, the arrival of a phone call also initiates location
update and defines a new PA. This causes the original location
update cycle of a mobile terminal being interrupted. In the call
without location update (CWLU) model, the arrival of a phone call
has nothing to do with location update, that is, a mobile terminal
still keeps its original location update cycles.

As seen from our previous studies [32,34,33,35], the analysis of
the two different call handling models typically involves different
types of renewal processes.

3.5. Notations

Throughout the paper, we use P[E] to denote the probability of
an event E. For a random variable T , we use E(T ) to represent the
expectation of T andλT = E(T )−1. The probability density function
(pdf) of T is fT (t), and the cumulative distribution function (cdf) of
T is FT (t). The Laplace transformof fT (t) and FT (t) for a nonnegative
random variable T is defined as

f ∗

T (s) = E(e−sT ) =


∞

0
e−st fT (t)dt,

and

F∗

T (s) =


∞

0
e−stFT (t)dt.

There are several important random variables in the study of
dynamic location management. The inter-call time Tc is defined as
the length of the time interval between two consecutive phone
calls. The cell residence time Ts is defined as the time a mobile
terminal stays in a cell before it moves into a neighboring cell.
The paging area residence time Tm is defined as the time a mobile
terminal stays in the current PA before it moves out of the PA.
The location update time Tu is defined as the time between two
consecutive location updates, which is actually the time for a
mobile terminal to across d cell boundaries in an MBLMS, or the
paging area residence time in a DBLMS, or the time threshold τ in
a TBLMS. The quantity ρ = λTc/λTs is the call-to-mobility ratio.

Dynamic location management is per-terminal based. A mobile
terminal is specified by fTc (t) and fTs(t), where fTc (t) is the call
pattern and fTs(t) is the mobility pattern.

The cost of dynamic location management contains two
components, i.e., the cost of location update and the cost of
terminal paging. The cost of location update is proportional to
the number of location updates. If there are Xu location update
between two consecutive phone calls, the cost of location update
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is ∆uXu, where ∆u is a constant. Since Xu is a random variable, the
location update cost is actually calculated as ∆uE(Xu). The cost of
terminal paging is proportional to the number of cells paged. For
instance, if a PA has radius d, the cost of the simple paging method
is ∆p(qd2 − qd+ 1), where ∆p is a constant. The cost of a selective
paging method needs to be more carefully defined (see Section 7).

4. Mathematical background

In this section, we describe mathematical background results
used in this paper.

4.1. Hyper-Erlang distributions

Let the pdf of an Erlang distribution be represented as

fErlang(λ, γ , t) =
λe−λt(λt)γ−1

(γ − 1)!
,

and the cdf of an Erlang distribution be represented as

FErlang(λ, γ , t) = 1 − e−λt
γ−1
j=0

(λt)j

j!
.

The class of hyper-Erlang distributions are used extensively in
this study. A random variable X with a hyper-Erlang distribution
has a pdf

fX (t) =

k
i=1

wi


λie−λit(λit)γi−1

(γi − 1)!


=

k
i=1

wifErlang(λi, γi, t),

where w1 + w2 + · · · + wk = 1. Special forms of hyper-Erlang
distributions include hyperexponential distributions (γi = 1 for
all 1 ≤ i ≤ k); exponential distributions (k = 1 and γ1 = 1); chi-
square distributions (k = 1 and λ1 = 1/2); Erlang distributions
(k = 1).

Let T ′ be the residual time of T . The following theorem will be
used in Section 5.1. The proof of the theorem is given in [35] (see
Theorem 6 in [35]).

Theorem 1. If T has a hyper-Erlang distribution, T ′ also has a hyper-
Erlang distribution.

4.2. Renewal processes

A renewal process is defined by a sequence of independent
random variables T1, T2, T3, . . . , where T2, T3, . . . are a sequence
of independent and identically distributed (i.i.d.) random variables
with a common pdf, but T1 may have a different pdf. (The reader is
referred to [1] for a general introduction to the renewal theory.)
A renewal process has many associated random variables and
properties. The most interesting property related to our study is
the number of renewals in a random period of time. We use X(t)
to denote the number of renewals in a time interval of length t . Let
Sj = T1 + T2 + · · · + Tj. If Sj ≤ t < Sj+1, we say that the number of
renewals X(t) in a time interval of length t is j.

Let X be the number of renewals in a random time interval of
length Tc .

4.2.1. Ordinary renewal processes
An ordinary renewal process is defined by a sequence of i.i.d.

random variables T1, T2, T3, . . . , with a common pdf fT (t) [18].
The following theorem gives the probability distribution of
X in an ordinary renewal process, where Tc has a hyper-Erlang
distribution with pdf

fTc (t) =

kc
i=1

wc,i


λc,ie−λc,it(λc,it)γc,i−1

(γc,i − 1)!



=

kc
i=1

wc,ifErlang(λc,i, γc,i, t),

where wc,1 + wc,2 + · · · + wc,kc = 1. The theorem generalizes
Equation (14) in [17]. The theorem will be used in Sections 5.1
and 5.2. The proof of the theorem is given in [35] (see Theorem
2 in [35]).

Theorem 2. For an ordinary renewal process, if Tc has a hyper-Erlang
distribution, we have

P[X = j] =

kc
i=1

wc,i


λ

γc,i
c,i

(γc,i − 1)!




−
∂

∂s

γc,i−1 1 − f ∗

T (s)
s


(f ∗

T (s))j

s=λc,i

,

for all j ≥ 0.

4.2.2. Equilibrium renewal processes
An ordinary renewal process T1, T2, T3, . . . , where the pdf of

T1 is the residual time of an ordinary Ti, is called an equilibrium
renewal process, which can be regarded as an ordinary renewal
process that has been running for a long time before it is
first observed [18]. Notice that if the Ti’s have an exponential
distribution, an equilibrium renewal process becomes an ordinary
renewal process.

The following theorem gives the probability distribution of X
in an equilibrium renewal process when Tc has a hyper-Erlang
distribution. The theorem generalizes Equation (14) in [42]. The
theorem will be used in Section 5.1. The proof of the theorem is
given in [32] (see Theorem 5 in [32]).

Theorem 3. For an equilibrium renewal process, if Tc has a hyper-
Erlang distribution, we have

P[X = 0] = 1 − λT

kc
i=1

wc,i


λ

γc,i
c,i

(γc,i − 1)!




−
∂

∂s

γc,i−1 1 − f ∗

T (s)
s2


s=λc,i

,

and

P[X = j] = λT

kc
i=1

wc,i


λ

γc,i
c,i

(γc,i − 1)!




−
∂

∂s

γc,i−1


1 − f ∗

T (s)
s

2

(f ∗

T (s))j−1


s=λc,i

,

for all j ≥ 1.

4.3. Random walks among rings

Consider a mobile terminal u in a cell s. After staying in s for
Ts amount of time, u moves out of s and enters into one of the 2q
neighbors of s. It is clear that the movement of a mobile terminal
can be described by a randomwalk among the cells. Such a random
walk can be characterized by a two-dimensional Markov chain,
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where for each cell, we have a state in theMarkov chain associated
with the cell. The transition probability from a cell to a neighboring
cell is 1/(2q). While the random walk among the cells and the cell
level Markov chain accurately describe the movement of a mobile
terminal in any cell structure, the number of states is exactly the
same as the number of cells, which causes excessive computation
cost in obtaining numerical data [33].

To reduce the number of states, we consider a random walk
among the rings and construct a ring level Markov chain which
contains states K0, K1, K2, . . . , Kd, . . . , where state Kr means that
a mobile terminal u is in ring r , r ≥ 0. Initially, u is in state K0.
Instead of the probabilities of moving into neighboring cells, we
are interested in the probabilities of moving into adjacent rings,
i.e., the probability ar of moving into ring r + 1 and the probability
br ofmoving into ring r−1. Let pij denote the transition probability
from Ki to Kj, where i, j ≥ 0. Then, we have p01 = 1, pr,r+1 = ar ,
pr,r−1 = br , pr,r = 1 − ar − br , for all r ≥ 1. All other pij’s
not specified above are zeros. The exact values of the ar ’s and the
br ’s are extremely difficult to obtain. Fortunately, very accurate
approximate values can be derived [33].

We use p(n)
ij to denote the n-step transition probability from Ki

to Kj, where i, j ≥ 0. The following result is well known [24, p. 383],
which will be used in Theorems 5–10.

Theorem 4. If the nth power of P is Pn
= [gij], we have p(n)

ij = gij,
for all i, j ≥ 0.

Let N(d) denote the expected number of steps for a mobile
terminal to move out of a paging area of radius d. N(d) is actually
the expected number of steps for a random walk starting from K0
to reach Kd. It was shown in [33] thatN(d) ≈ αq ·d(qd−1)/(q−1),
where α3 is roughly 0.55 and α4 is roughly 0.60.

5. Location distribution in a paging area

Let ξr , r ≥ 0, denote the probability that a mobile terminal u
is in ring r when a phone call arrives. The sequence (ξ0, ξ1, ξ2, . . .)
is called a location distribution of u. In this section, we analyze the
location distribution of a mobile terminal in a paging area when a
phone call arrives.

We have seen in [33,35] that although the location update cost
can be significantly reduced in a DBLMS and a TBLMS, the total
cost of mobility management can still be high for large d due to
the quadratic growth rate of terminal paging cost of the simple
paging method. The aim of this paper is to significantly reduce the
cost of terminal paging. The only way to reduce paging cost is to
reduce the radius of a PA. This is based on the observation that
when a phone call arrives, or even after crossing cell boundaries
many times, it is very likely that a mobile terminal is still far away
from the boundary of a PA. To reduce the radius of a PA, we need
to know the location distribution of a mobile terminal u in a PA of
radius dwhen a phone call arrives, i.e., the probability ξr that u is in
ring r , where 0 ≤ r ≤ d − 1. From such a probability distribution,
we are able to know whether it is possible to reduce the size of a
PA, and if possible, to what extent.

Before we proceed, we have the following observations.
An ordinary location update (OLU) is performed at the boundary

of a cell residence time. In a DBLMS-CWLU and an MBLMS-CWLU,
all location updates are ordinary. Amodified location update (MLU)
is performed in themidst of a cell residence time. In a DBLMS-CPLU
and anMBLMS-CPLU, the arrival of a phone call initiates amodified
location update. However, all subsequent location updates before
the next phone call are ordinary.

Notice that in the time dimension, in a DBLMS-CPLU or an
MBLMS-CPLU, each arriving phone call in the midst of a cell
residence time initiates a modified location update and creates a
newPAwhose left boundary is in themidst of a cell residence time;
however, all subsequent location updates before the next phone
call coincide with the boundaries of cell residence times. In Fig. 3,
the phone call C1 initiates an MLU1, such that the OLU shown in a
dashed line after OLU1 is not performed. The subsequent location
updates OLU2 and OLU3 before C2 are ordinary. The phone calls
C2 and C3 initiate MLU2 and MLU3 respectively. The boundaries of
paging area residence times in a DBLMS-CWLU and the boundaries
of location update times in an MBLMS-CWLU coincide with the
boundaries of cell residence times. All locationupdates in aDBLMS-
CWLU or anMBLMS-CWLU are ordinary. The OLUU andU ′ in Fig. 4
are performed at the boundaries of cell residence times.

5.1. The CPLU model

In the CPLUmodel, there can be atmost one phone call between
two successive location updates, because each arriving phone call
initiates a location update immediately. Consider any phone call
C . Let X ′

s denote the number of cell boundary crossings during the
time interval of length T ′

c , i.e., the time between the moment of
the last location update before C arrives (when the current PA is
established) and the moment when C arrives. We consider two
cases.

• Case 1. If the last location update is ordinary (e.g., C1 and C2
in Fig. 3), the sequence of cell residence times since the last
location update is an ordinary renewal process. Furthermore,
since OLU1 and OLU3 are random events before C1 and C2,
the time between OLU1 and C1 and the time between OLU3
and C2 are residual inter-call times. If Tc has a hyper-Erlang
distribution (as mentioned earlier, hyper-Erlang distributions
include many other distributions as special cases, such as
exponential distributions, which have been adopted by many
researchers, e.g., [36–38]) with pdf

fTc (t) =

kc
i=1

wc,i


λc,i(λc,it)γc,i−1e−λc,it

(γc,i − 1)!


,

where wc,1 + wc,2 + · · · + wc,kc = 1, by Theorem 1, T ′
c also has

a hyper-Erlang distribution with

fT ′
c
(t) =

kc
i=1

γc,i−1
l=0

wc,i,l


λc,ie−λc,it(λc,it)l

l!


,

where

wc,i,l =
wc,i

λc,i


kc
i=1

wc,i


γc,i

λc,i

−1

,

for all 1 ≤ i ≤ kc and 0 ≤ l ≤ γc,i − 1. (See the proof of the
theorem in [35].) By Theorem 2, the probability that there are j
cell boundary crossings is

P[X ′

s = j] =

kc
i=1

γc,i−1
l=0

wc,i,l


λl
c,i

l!




−
∂

∂s

l 1 − f ∗

Ts(s)

s


(f ∗

Ts(s))
j

s=λc,i

,

for all j ≥ 0.
• Case 2. If the last location update is modified (e.g., C3 in Fig. 3),

the sequence of cell residence times since the last location
update is an equilibrium renewal process. Notice that the arrival
of C2 in the midst of a cell residence time causes the sequence
of cell residence times after C2 to be an equilibrium renewal
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Fig. 3. Illustration of various time variables in a DBLMS-CPLU or anMBLMS-CPLU. The arriving phone calls C1 , C2 , and C3 in themidst of cell residence times initiatemodified
location updates MLU1 , MLU2 , and MLU3 respectively.
Fig. 4. Illustration of various time variables in a DBLMS-CWLU or an MBLMS-CWLU. All location updates are ordinary.
process. Since T ′
c is simply Tc , by Theorem 3, the probability that

there are j cell boundary crossings is

P[X ′

s = 0] = 1 − λTs

kc
i=1

wc,i


λ

γc,i
c,i

(γc,i − 1)!




−
∂

∂s

γc,i−1 1 − f ∗

Ts(s)

s2


s=λc,i

,

and

P[X ′

s = j] = λTs

kc
i=1

wc,i


λ

γc,i
c,i

(γc,i − 1)!




−
∂

∂s

γc,i−1


1 − f ∗

Ts(s)

s

2

(f ∗

Ts(s))
j−1


s=λc,i

,

for all j ≥ 1.

Notice that if Tc and Ts have exponential distributions, the above
two cases are identical.

Under the condition that X ′
s = j, the probability that u is in ring

r after crossing j cell boundaries is p(j)
0r , where r ≥ 0, and p(j)

0r is
defined in Theorem 4. Thus, the probability that u is in ring r when
a phone call arrives is

ξr =

∞
j=0

P[X ′

s = j]p(j)
0r ,

for all r ≥ 0. The ξr ’s give a location distribution of u.
However, P[X ′

s = j] is not exactly what given above. The above
value of P[X ′

s = j] is given as if there will be no more location
update. In a real wireless communication network, we need to
consider additional constraints caused by specific location update
methods to calculate the exact value of P[X ′

s = j], so that the actual
location distribution of a mobile terminal can be obtained.

In the following, we show effective ways (Theorems 5, 6, 7, 9)
to calculate the exact location distribution of a mobile terminal
based on P[X ′

s = j] and P[Xs(γ ) = j] (to be defined later), j =

0, 1, 2, . . . , once they are available, through analysis or simulation
or experimentation, for arbitrary probability distribution of the
inter-call time and the cell residence time.

5.1.1. Distance-based schemes
The following theorem gives the location distribution of a

mobile terminal in a DBLMS-CPLU.

Theorem 5. In a DBLMS-CPLU, the probability that a mobile terminal
is in ring r of a PA of radius d when a phone call arrives is

ξr =

∞
j=0

P[X ′
s = j]p(j)

0r

∞
j=0


d−1
r=0

p(j)
0r


P[X ′

s = j]
,

for all 0 ≤ r ≤ d − 1, and any probability distributions of Tc and Ts.
If Tc has a hyper-Erlang distribution, P[X ′

s = j] is given by Case 1 or
Case 2, depending on the type of the last location update.

Proof. In a distance-based scheme, when a phone call arrives, a
mobile terminal u is still in the current PA, although the number X ′

s
of cell boundary crossings since the last location update can be any
j ≥ 0. So we need to figure out the probability of X ′

s = j under the
condition that u is still in the current PA.

Let E denote the event that u is still in the current PA. Then, we
have

P[E] =

∞
j=0

P[E|X ′

s = j]P[X ′

s = j].

Under the condition that X ′
s = j, the probability that u is in ring r

after crossing j cell boundaries is p(j)
0r , where 0 ≤ r ≤ d − 1. Since

u is in the current PA if and only if u is in rings 0, 1, 2, . . . , d − 1, we
have

P[E|X ′

s = j] =

d−1
r=0

p(j)
0r ,
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which implies that

P[E] =

∞
j=0


d−1
r=0

p(j)
0r


P[X ′

s = j].

By Bayes’ formula, under the condition that u is still in the current
PA, the probability that u has made j cell boundary crossings is

P[X ′

s = j|E] =
P[E|X ′

s = j]P[X ′
s = j]

P[E]
,

which is actually

P[X ′

s = j|E] =
P[E|X ′

s = j]P[X ′
s = j]

∞
j=0

P[E|X ′
s = j]P[X ′

s = j]
,

for all j ≥ 0. Under the condition that u is in the current PA and
that u has made j cell boundary crossings, the probability that u is
in ring r is

p(j)
0r

d−1
r=0

p(j)
0r

.

Finally, the probability that a mobile terminal is in ring r of a PA of
radius d when a phone call arrives is

ξr =

∞
j=0

P[X ′

s = j|E]
p(j)
0r

d−1
r=0

p(j)
0r

.

We have proved the theorem. �

5.1.2. Movement-based schemes
The following theorem gives the location distribution of a

mobile terminal in an MBLMS-CPLU.

Theorem 6. In an MBLMS-CPLU, the probability that a mobile
terminal is in ring r of a PA of radius d when a phone call arrives is

ξr =


d−1
j=0

P[X ′

s = j]

−1 d−1
j=0

P[X ′

s = j]
p(j)
0r

d−1
r=0

p(j)
0r

,

for all 0 ≤ r ≤ d − 1, and any probability distributions of Tc and Ts.
If Tc has a hyper-Erlang distribution, P[X ′

s = j] is given by Case 1 or
Case 2, depending on the type of the last location update.

Proof. In a movement-based scheme, when a phone call arrives,
the number of cell boundary crossings since the last location
update is nomore than d−1, that is,we should have 0 ≤ X ′

s ≤ d−1.
Under the condition that 0 ≤ X ′

s ≤ d − 1, the probability that a
mobile terminal u has made j cell boundary crossings is

P[X ′

s = j|0 ≤ X ′

s ≤ d − 1] = P[X ′

s = j]


d−1
j=0

P[X ′

s = j]

−1

,

for all 0 ≤ j ≤ d − 1. Under the condition that X ′
s = j, the

probability that u is in ring r after crossing j cell boundaries is

p(j)
0r

d−1
r=0

p(j)
0r

,

where 0 ≤ r ≤ d − 1. The probability that a mobile terminal is in
ring r of a PA of radius d when a phone call arrives is

ξr =

d−1
j=0

P[X ′

s = j|0 ≤ X ′

s ≤ d − 1]
p(j)
0r

d−1
r=0

p(j)
0r

.

Thus, we have proved the theorem. �

5.2. The CWLU model

In the CWLUmodel, there can bemanyphone calls between two
successive location updates. Let C1, C2, . . . , Cγ , . . . be a sequence
of phone calls between two successive ordinary location updates
U and U ′ (see Fig. 4).

Let Tc,γ be the inter-call time between Cγ−1 and Cγ , where
γ ≥ 2, and

Tc(γ ) = Tc,1 + Tc,2 + · · · + Tc,γ

denote the time between the moment of the last location update
before Cγ arrives (when the current PA is established) and the
moment when Cγ arrives, where γ ≥ 1, and Tc,1 = T ′

c . If Tc has
an exponential distribution with pdf

fTc (t) = λce−λc t ,

all the Tc,γ ’s have the same pdf, where γ ≥ 1, and Tc(γ ) has an
Erlang distribution,

fTc (γ )(t) =
λc(λc t)γ−1e−λc t

(γ − 1)!
.

Let Xs(γ ) denote the number of cell boundary crossings during
the time interval of length Tc(γ ). Since every location update
is ordinary, the sequence of cell residence times since the last
location update is an ordinary renewal process. By Theorem 2, the
probability that there are j cell boundary crossings is

P[Xs(γ ) = j]

=
λ

γ
c

(γ − 1)!


−

∂

∂s

γ−1 1 − f ∗

Ts(s)

s


(f ∗

Ts(s))
j

s=λc

,

for all j ≥ 0.

5.2.1. Distance-based schemes
The following theorem gives the location distribution of a

mobile terminal in a DBLMS-CWLU.

Theorem 7. In a DBLMS-CWLU, the probability that a mobile
terminal is in ring r of a PA of radius d when the γ th phone call arrives
is

ξr =

∞
j=0

P[Xs(γ ) = j]p(j)
0r

∞
j=0


d−1
r=0

p(j)
0r


P[Xs(γ ) = j]

 ,

for all 0 ≤ r ≤ d − 1, and any probability distributions of Tc and Ts.

Proof. Following the same reasoning in the proof of Theorem 5,
we get the theorem. �

The following result gives the location distribution of a mobile
terminal in a DBLMS-CWLU in the special case when Ts has an
exponential distribution.
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Theorem 8. If Ts has an exponential distribution with

fTs(t) = λse−λst ,

we have

P[Xs(γ ) = j] =
ργ

(ρ + 1)γ+j
·
(j + 1)(j + 2) · · · (j + γ − 1)

(γ − 1)!

=
ργ

(ρ + 1)γ+j


j + γ − 1

γ − 1


,

and

ξr =

∞
j=0


ργ

(ρ+1)γ+j


j+γ−1
γ−1


p(j)
0r


∞
j=0


d−1
r=0

p(j)
0r


ργ

(ρ+1)γ+j


j+γ−1
γ−1

 ,

for all0 ≤ r ≤ d−1, whereρ = λc/λs is the call−to−mobility ratio.

5.2.2. Movement-based schemes
The following theorem gives the location distribution of a

mobile terminal in an MBLMS-CWLU.

Theorem 9. In an MBLMS-CWLU, the probability that a mobile
terminal is in ring r of a PA of radius d when the γ th phone call arrives
is

ξr =


d−1
j=0

P[Xs(γ ) = j]

−1 d−1
j=0

P[Xs(γ ) = j]
p(j)
0r

d−1
r=0

p(j)
0r

,

for all 0 ≤ r ≤ d − 1, and any probability distributions of Tc and Ts.

Proof. Following the same reasoning in the proof of Theorem 6,
we get the theorem. �

The following theorem gives the location distribution of a
mobile terminal in an MBLMS-CWLU in the special case when Ts
has an exponential distribution.

Theorem 10. If Ts has an exponential distribution with

fTs(t) = λse−λst ,

for both ordinary and modified last location updates, we have

ξr =


d−1
j=0

ργ

(ρ + 1)γ+j


j + γ − 1

γ − 1

−1

×

d−1
j=0

ργ

(ρ + 1)γ+j


j + γ − 1

γ − 1


p(j)
0r

d−1
r=0

p(j)
0r

,

for all 0 ≤ r ≤ d − 1.

6. Numerical data of location distribution

In this section, we present numerical data of location distribu-
tion.

Let us consider a DBLMS with d = 20. Both Tc and Ts have
exponential distributions with ρ = 0.1. In Tables 1 and 2, we
show ξr , the probability that a mobile terminal is in ring r of a
PA of radius d when the γ th phone call arrives in a DBLMS-CWLU,
obtained by using Theorem 8. It is noticed that when γ = 1, ξr is
also the probability that a mobile terminal is in ring r of a PA of
radius d when a phone call arrives in a DBLMS-CPLU obtained by
using Theorem 5.
Let us consider an MBLMS with d = 20. Both Tc and Ts have
exponential distributionswith ρ = 0.1. In Tables 3 and 4, we show
ξr , the probability that amobile terminal is in ring r of a PA of radius
d when the γ th phone call arrives in an MBLMS-CWLU, obtained
by using Theorem 10. It is noticed that when γ = 1, ξr is also the
probability that a mobile terminal is in ring r of a PA of radius d
when a phone call arrives in an MBLMS-CPLU obtained by using
Theorem 6.

It is observed that in an MBLMS, the probability that a mobile
terminal is far away from the center of a PA is less than that in a
DBLMS. Also, in the case where q = 4, a mobile terminal moves
more quickly away from the center of a PA than the case where
q = 3.

We would like to mention that results on location distribution
similar to Sections 5–6 have been obtained for a TBLMS in [35].

7. Selective paging methods

In this section, we discuss various selective paging methods.

7.1. Progressive paging

The progressive paging method realizes paging cost reduction
with increased paging time delay. Let d0, d1, d2, . . . , dk be a
sequence of integers such that 0 = d0 < d1 < d2 < · · · < dk−1 <

dk = d. We define k paging areas PA(d1), PA(d2), . . . , PA(dk),
where PA(di) consists of all cells in rings 0, 1, 2, . . . , di − 1 in the
current PA of radius d. The progressive paging method consists of
k steps. In the ith step, where 1 ≤ i ≤ k, cells in PA(di)–PA(di−1)

(i.e., cells in PA(di) but not in PA(di−1)) are paged. The k steps are
executed successively until a mobile terminal is found. It is clear
that the total time to find a mobile terminal is proportional to the
number of steps in progressive paging. The parameter k guarantees
that the running time of the progressive paging method does not
exceed certain limit, that is, k is the worst-case time delay. When
k = 1, the progressive paging method becomes the simple paging
method. So we will assume that k ≥ 2 for a nontrivial case. Also
notice that k ≤ d.

A DBLMS (an MBLMS and a TBLMS, respectively) using
the progressive paging method characterized by parameters
d1, d2, . . . , dk is represented by DBLMS(d1, d2, . . . , dk) (MBLMS
(d1, d2, . . . , dk) and TBLMS(τ , d1, . . . , dk), respectively).

The performance of the progressive paging method is analyzed
as follows. For 0 ≤ i ≤ k, define π(di) to be the probability that a
mobile terminal u is in PA(di). It is easy to see that

π(di) =

di−1
r=0

ξr ,

with π(d0) = 0. Clearly, the probability that the ith step is
executed, i.e., a mobile terminal is not in PA(di−1), is 1 − π(di−1).
Thus, the expected number of steps executed is

k
i=1

(1 − π(di−1)) = k −

k−1
i=1

π(di).

Since the number of cells in PA(di) is A(di) = qd2i − qdi + 1 for
di > 0 and A(0) = 0, the number of cells paged in the ith step is
A(di) − A(di−1), and the cost of the ith step is ∆p(A(di) − A(di−1)).
With probabilityπ(di)−π(di−1), the number of cells paged isA(di).

The following three theorems give the expected cost to find a
mobile terminal in a DBLMS(d1, d2, . . . , dk) and anMBLMS(d1, d2,
. . . , dk) and a TBLMS(τ , d1, . . . , dk), respectively.
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Table 1
Location distribution in a DBLMS (q = 3, d = 20).

r γ = 1 γ = 2 γ = 3 γ = 4 γ = 5

0 0.1269843033 0.0316470625 0.0152434216 0.0101561282 0.0077513740
1 0.2380144084 0.1326271720 0.0815814810 0.0578479346 0.0450242990
2 0.2114034661 0.1760602513 0.1295768189 0.0990601384 0.0797845794
3 0.1505316809 0.1660576089 0.1429908874 0.1188797038 0.1002520073
4 0.1005831200 0.1379229218 0.1363391884 0.1233506403 0.1095791933
5 0.0650100257 0.1064966263 0.1189890683 0.1168531976 0.1096426597
6 0.0411691293 0.0784019409 0.0977635329 0.1038206545 0.1029565304
7 0.0257143478 0.0558044441 0.0768528043 0.0878921200 0.0920715632
8 0.0159025468 0.0387328354 0.0584017585 0.0716351266 0.0791760951
9 0.0097612284 0.0263638354 0.0432029048 0.0566155047 0.0659208672

10 0.0059566118 0.0176667406 0.0312666565 0.0436160639 0.0534062479
11 0.0036178108 0.0116880702 0.0222183942 0.0328809444 0.0422603012
12 0.0021887141 0.0076498194 0.0155441093 0.0243258783 0.0327518373
13 0.0013195931 0.0049600144 0.0107258716 0.0176948389 0.0249033112
14 0.0007929033 0.0031879057 0.0073057638 0.0126645819 0.0185857797
15 0.0004743849 0.0020294803 0.0049075504 0.0089071167 0.0135898866
16 0.0002815914 0.0012745648 0.0032357434 0.0061218025 0.0096735474
17 0.0001639328 0.0007794673 0.0020641029 0.0040472494 0.0065900516
18 0.0000901016 0.0004456631 0.0012202615 0.0024606603 0.0041010864
19 0.0000400996 0.0002035756 0.0005696802 0.0011697150 0.0019787820

1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000
Table 2
Location distribution in a DBLMS (q = 4, d = 20).

r γ = 1 γ = 2 γ = 3 γ = 4 γ = 5

0 0.1188356360 0.0266517068 0.0123883429 0.0083440697 0.0064809483
1 0.2456012941 0.1393782100 0.0876425971 0.0634677396 0.0503023841
2 0.2143902340 0.1803241786 0.1345874213 0.1044781774 0.0853918318
3 0.1488894737 0.1644978418 0.1426048573 0.1197311092 0.1020855083
4 0.0988386666 0.1348422077 0.1333809040 0.1212573645 0.1085005635
5 0.0640609340 0.1038657392 0.1155424211 0.1135088691 0.1068870214
6 0.0409090956 0.0767864023 0.0949315913 0.1004541239 0.0996353701
7 0.0258624396 0.0551300409 0.0750101445 0.0851852536 0.0889716490
8 0.0162312659 0.0387216758 0.0575083485 0.0698341625 0.0767360431
9 0.0101306624 0.0267351948 0.0430412651 0.0556899143 0.0642961958

10 0.0062956758 0.0182070165 0.0315841169 0.0433967425 0.0525621310
11 0.0038987248 0.0122593890 0.0227960774 0.0331562435 0.0420577577
12 0.0024072246 0.0081756265 0.0162200906 0.0248971238 0.0330128829
13 0.0014823132 0.0054059498 0.0113942239 0.0184014830 0.0254527420
14 0.0009101326 0.0035452452 0.0079055315 0.0133900680 0.0192732556
15 0.0005564780 0.0023030684 0.0054094646 0.0095743809 0.0142979593
16 0.0003373886 0.0014749234 0.0036303473 0.0066845052 0.0103170773
17 0.0002002728 0.0009180679 0.0023525524 0.0044803866 0.0071113618
18 0.0001118314 0.0005323270 0.0014078710 0.0027524770 0.0044639574
19 0.0000502563 0.0002451884 0.0006618314 0.0013158058 0.0021633593

1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000
Table 3
Location distribution in an MBLMS (q = 3, d = 20).

r γ = 1 γ = 2 γ = 3 γ = 4 γ = 5

0 0.1472941171 0.0473923662 0.0285772011 0.0228588049 0.0203743576
1 0.2688641460 0.1872545458 0.1442424540 0.1238608408 0.1130704281
2 0.2295284790 0.2306698352 0.2087952607 0.1923535902 0.1815255766
3 0.1536873607 0.1959718495 0.2012931227 0.1983544433 0.1943580064
4 0.0937717473 0.1415263958 0.1606116923 0.1679804521 0.1707728813
5 0.0533209565 0.0911462096 0.1119624203 0.1232398701 0.1296147090
6 0.0283898895 0.0533279679 0.0697904060 0.0802184237 0.0869663820
7 0.0141301269 0.0285420117 0.0393074210 0.0468589978 0.0521739546
8 0.0065439890 0.0139898508 0.0200798335 0.0246837788 0.0281301014
9 0.0028021549 0.0062650069 0.0093009723 0.0117332556 0.0136441946

10 0.0011008277 0.0025508726 0.0038935805 0.0050204239 0.0059412343
11 0.0003930818 0.0009375466 0.0014643231 0.0019235007 0.0023111713
12 0.0001261470 0.0003080427 0.0004904410 0.0006545149 0.0007969008
13 0.0000358729 0.0000893143 0.0001445120 0.0001954942 0.0002407869
14 0.0000088750 0.0000224557 0.0000368342 0.0000504160 0.0000627282
15 0.0000018628 0.0000047775 0.0000079288 0.0000109634 0.0000137629
16 0.0000003197 0.0000008295 0.0000013906 0.0000019400 0.0000024548
17 0.0000000423 0.0000001109 0.0000001875 0.0000002636 0.0000003360
18 0.0000000039 0.0000000102 0.0000000174 0.0000000247 0.0000000317
19 0.0000000002 0.0000000005 0.0000000009 0.0000000012 0.0000000016

1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000
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Table 4
Location distribution in an MBLMS (q = 4, d = 20).

r γ = 1 γ = 2 γ = 3 γ = 4 γ = 5

0 0.1380467363 0.0400249628 0.0228962429 0.0181135812 0.0161509157
1 0.2767288175 0.1946665651 0.1511938754 0.1306311940 0.1197705152
2 0.2320746990 0.2339835230 0.2124970125 0.1963250078 0.1856934583
3 0.1517466956 0.1929124752 0.1979230438 0.1950009894 0.1911189666
4 0.0923384930 0.1383867836 0.1563815528 0.1631469434 0.1656142801
5 0.0530445981 0.0898392033 0.1096768392 0.1202274950 0.1260943282
6 0.0288253527 0.0535956582 0.0696364816 0.0796322711 0.0860122235
7 0.0147805526 0.0295481448 0.0403842766 0.0478712976 0.0530744781
8 0.0071178781 0.0150655082 0.0214602723 0.0262273588 0.0297537214
9 0.0031997915 0.0070877303 0.0104460659 0.0131021674 0.0151659788

10 0.0013330887 0.0030630052 0.0046436280 0.0059546569 0.0070150665
11 0.0005103144 0.0012079827 0.0018750350 0.0024503699 0.0029315846
12 0.0001776490 0.0004309331 0.0006822908 0.0009062778 0.0010990222
13 0.0000555182 0.0001374348 0.0002212863 0.0002980970 0.0003658254
14 0.0000153172 0.0000385682 0.0000629975 0.0000859098 0.0001065446
15 0.0000036464 0.0000093148 0.0000154045 0.0000212338 0.0000265819
16 0.0000007243 0.0000018733 0.0000031317 0.0000043579 0.0000055015
17 0.0000001138 0.0000002975 0.0000005021 0.0000007047 0.0000008965
18 0.0000000128 0.0000000337 0.0000000574 0.0000000812 0.0000001041
19 0.0000000008 0.0000000021 0.0000000037 0.0000000052 0.0000000067

1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000
Theorem 11. The expected paging cost in a DBLMS(d1, d2, . . . , dk)-
CPLU (respectively, DBLMS(d1, d2, . . . , dk)-CWLU) is

Dp(d1, d2, . . . , dk) = ∆p

k
i=1

(1 − π(di−1))(A(di) − A(di−1))

= ∆p

k
i=1

(π(di) − π(di−1))A(di),

where the π(di)’s are based on the ξr ’s given by Theorem 5 (respec-
tively, Theorem 7).

Theorem 12. The expected paging cost in an MBLMS(d1, d2, . . . ,
dk)-CPLU (respectively,MBLMS(d1, d2, . . . , dk)-CWLU) is

Mp(d1, d2, . . . , dk) = ∆p

k
i=1

(1 − π(di−1))(A(di) − A(di−1))

= ∆p

k
i=1

(π(di) − π(di−1))A(di),

where the π(di)’s are based on the ξr ’s given by Theorem 6 (respec-
tively, Theorem 9).

Theorem 13. The expected paging cost in a TBLMS(τ , d1, . . . , dk)-
CPLU (respectively, TBLMS(τ , d1, . . . , dk)-CWLU) is

Cp(τ , d1, . . . , dk) = ∆p

k
i=1

(1 − π(di−1))(A(di) − A(di−1))

= ∆p

k
i=1

(π(di) − π(di−1))A(di),

where the π(di)’s are based on the ξr ’s given by Theorem 7 (respec-
tively, Theorem 9) in [35].

We notice that although in the worst case when a mobile
terminal u is not in PA(dk−1), the paging cost to find u can
be as large as ∆pA(d), the expected cost Dp(d1, d2, . . . , dk) and
Mp(d1, d2, . . . , dk) and Cp(τ , d1, . . . , dk) can be much lower.

We are very interested in the following optimization problem,
called the progressive paging problem (PPP), which is defined as fol-
lows: given d and ξ0, ξ1, ξ2, . . . , ξd−1, and k, where 2 ≤ k ≤ d, find
d1, d2, . . . , dk such that Dp(d1, d2, . . . , dk) orMp(d1, d2, . . . , dk) or
Cp(τ , d1, . . . , dk) is minimized.
The above problem can be solved by using a dynamic
programmingmethod as follows. Let P(d′, k) denote theminimum
progressive paging cost for the PPP with parameters d′ and
ξ0, ξ1, ξ2, . . . , ξd′−1, and k, where 1 ≤ k ≤ d′

≤ d. Then, we have

P(d′, 1) = ∆pπ(d′)A(d′), 1 ≤ d′
≤ d;

P(d′, k) = min
k−1≤d′′≤d′−1

(P(d′′, k − 1) + ∆p(π(d′)

− π(d′′))A(d′)), 2 ≤ k ≤ d′
≤ d.

It is clear that the above dynamic programming method can be
implemented in O(d2k) time.

One extreme progressive paging method is to set k = d and
dr = r , for all 1 ≤ r ≤ d. This scheme is called DBLMS∗(d) or
MBLMS∗(d) or TBLMS∗(τ , d), and the resulted paging cost is

D∗

p(d) = Dp(1, 2, . . . , d),

or

M∗

p (d) = Mp(1, 2, . . . , d),

or

C∗

p (τ , d) = Cp(τ , 1, 2, . . . , d).

When a mobile terminal u in ring r − 1, the minimum paging cost
to find u is A(r). Hence, the minimum expected paging cost to find
u is

∆p

d
r=1

ξr−1A(r),

which is exactly D∗
p(d) or M∗

p (d) or C∗
p (τ , d). The following three

theorems state that if there is no paging time limitation, D∗
p(d) and

M∗
p (d) and C∗

p (τ , d) guarantee optimality.

Theorem 14. In a DBLMS(d1, d2, . . . , dk) (MBLMS(d1, d2, . . . , dk),
TBLMS(τ , d1, . . . , dk), respectively), D∗

p(d) (M
∗
p (d), C

∗
p (τ , d), respec-

tively) gives the minimum expected progressive paging cost for all
1 ≤ k ≤ d.

Notice that D∗
p(d) andM∗

p (d) and C∗
p (τ , d) can be represented in

various equivalent ways. For instance,

D∗

p(d) = ∆p

d
r=1

(1 − π(r − 1))(A(r) − A(r − 1))
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= ∆p

d
r=1

ξr−1A(r)

= ∆p

d
r=1

ξr−1(S0 + S1 + · · · + Sr−1)

= ∆p

d
r=1

(1 − ξ0 − ξ1 − · · · − ξr−2)Sr−1,

where Sr is the number of cells in ring r , i.e., S0 = 1 and Sr = 2qr
for all r ≥ 1.

7.2. A search problem

Consider an object xwhich is somewhere in a search area A. The
search area A is divided into cells, i.e., A is a set of cells. Assume
that A has n cells c1, c2, . . . , cn. The location of x in A is given by a
probability distribution function σ , such that the probability that x
is in cell c is σ(c), and
c∈A

σ(c) = 1.

Cells can be grouped into regions. In other words, a region R is
defined as a set of cells. The probability that x is in R is

p(R) =


c∈R

σ(c).

The cost to search a cell is given by a cost function η, where η(c) >
0. A search step is to search all the cells in a region R. The cost of a
step searching R is

W (R) =


c∈R

η(c).

A searchmethod is a sequence of regions (R1, R2, . . . , Rk) such that
R1, R2, . . . , Rk are disjoint and R1 ∪R2 ∪· · ·∪Rk covers all the cells.
We say that x is found in a step searching Ri if x ∈ Ri. The method
searches R1, R2, . . . , Rk successively until x is found. The expected
cost of searching by using a search method (R1, R2, . . . , Rk) is

C(R1, R2, . . . , Rk)

=

k
i=1

p(Ri)(W (R1) + W (R2) + · · · + W (Ri))

=

k
i=1

(1 − p(R1) − p(R2) − · · · − p(Ri−1))W (Ri).

The search problem (SP) is defined as follows: given a search area
with n cells, a probability distribution function σ , a cost function η,
and k, find a searchmethod (R1, R2, . . . , Rk) such that the expected
cost C(R1, R2, . . . , Rk) of searching is minimized.

The most difficult part of the SP is to find a partition of A into
k disjoint regions R1, R2, . . . , Rk. Once the k regions are given,
C(R1, R2, . . . , Rk) can be minimized by searching the k regions in
an order of Rj1 , Rj2 , . . . , Rjk given by the following theorem.

Theorem 15. For a given partition of a search area into k disjoint
regions R1, R2, . . . , Rk, the expected cost of searching is minimized by
searching the k regions in an order of Rj1 , Rj2 , . . . , Rjk , where

p(Rj1)

W (Rj1)
≥

p(Rj2)

W (Rj2)
≥ · · · ≥

p(Rjk)

W (Rjk)
.

Proof. Consider the expected cost of searching by using a search
method (Rj1 , Rj2 , . . . , Rjk),

C(Rj1 , Rj2 , . . . , Rjk) =

k
r=1


p(Rjr )

r
i=1

W (Rji)


.

We compare the cost of two different methods

Rj1 , Rj2 , . . . , Rjl , Rjl+1 , . . . , Rjk ,

and

Rj1 , Rj2 , . . . , Rjl+1 , Rjl , . . . , Rjk ,

where 1 ≤ l ≤ k− 1, and the only difference is the exchange of Rjl
and Rjl+1 . Since

C(Rj1 , Rj2 , . . . , Rjl , Rjl+1 , . . . , Rjk)

=

l−1
r=1


p(Rjr )

r
i=1

W (Rji)


+ p(Rjl)

l
i=1

W (Rji)

+ p(Rjl+1)

l+1
i=1

W (Rji) +

k
r=l+2


p(Rjr )

r
i=1

W (Rji)


,

and

C(Rj1 , Rj2 , . . . , Rjl+1 , Rjl , . . . , Rjk)

=

l−1
r=1


p(Rjr )

r
i=1

W (Rji)


+ p(Rjl+1)


l−1
i=1

W (Rji) + W (Rjl+1)



+ p(Rjl)

l+1
i=1

W (Rji) +

k
r=l+2


p(Rjr )

r
i=1

W (Rji)


,

we have

C(Rj1 , Rj2 , . . . , Rjl , Rjl+1 , . . . , Rjk)

− C(Rj1 , Rj2 , . . . , Rjl+1 , Rjl , . . . , Rjk)

= p(Rjl+1)W (Rjl) − p(Rjl)W (Rjl+1).

The above equation implies that

C(Rj1 , Rj2 , . . . , Rjl , Rjl+1 , . . . , Rjk)

≤ C(Rj1 , Rj2 , . . . , Rjl+1 , Rjl , . . . , Rjk)

if and only if

p(Rjl+1)W (Rjl) ≤ p(Rjl)W (Rjl+1).

Hence, C(Rj1 , Rj2 , . . . , Rjk) is minimized if and only if

p(Rjl)

W (Rjl)
≥

p(Rjl+1)

W (Rjl+1)
,

for all 1 ≤ l ≤ k − 1. This proves the theorem. �

The following theorem states that more regions result in less
cost.

Theorem 16. For a partition of a search area into k disjoint regions
R1, R2, . . . , Rk, if we further divide Rl into two disjoint subregions R′

l
and R′′

l , then we have

C(R1, R2, . . . , R′

l, R
′′

l , . . . , Rk) < C(R1, R2, . . . , Rl, . . . , Rk).

Proof. It is easy to see that

C(R1, R2, . . . , R′

l, R
′′

l , . . . , Rk) − C(R1, R2, . . . , Rl, . . . , Rk)

= −p(R′

l)W (R′′

l ) < 0.

This proves the theorem. �
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The above theorem implies that if there is no limitation on
search time, i.e., k = n, the lowest possible cost of searching is
achieved by a search method (R1, R2, . . . , Rn), where Ri = {cji} for
all 1 ≤ i ≤ n, and

σ(cj1)
η(cj1)

≥
σ(cj2)
η(cj2)

≥ · · · ≥
σ(cjn)
η(cjn)

,

with expected cost

C(R1, R2, . . . , Rn) =

n
i=1

σ(cji)(η(cj1) + η(cj2) + · · · + η(cji)).

7.3. Beyond progressive paging

The progressive paging method can be extended as follows.

7.3.1. Ring paging
By ring paging we mean each ring must be paged as an

unbreakable unit. However, rings can be combined into groups
and paged together in any way. We can divided the rings
0, 1, 2, . . . , d− 1 into k disjoint groups R1, R2, . . . , Rk, where Ri ⊆

{0, 1, 2, . . . , d − 1}. A ring paging method consists of k steps. In
the ith step, where 1 ≤ i ≤ k, rings in Ri are paged. The k steps are
executed successively until a mobile terminal is found. Let

π(R) =


r∈R

ξr

be the probability that a mobile terminal u is in a ring of R. The
probability that the ith step is executed is the probability that u is
not in any ring of groups R1, R2, . . . , Ri−1, i.e.,

1 − π(R1) − π(R2) − · · · − π(Ri−1).

The number of cells in Ri is

N(Ri) =


r∈Ri

Sr ,

where Sr is the number of cells in ring r , i.e., S0 = 1 and Sr = 2qr
for all r ≥ 1. The cost to page rings in group Ri is

W (Ri) = ∆pN(Ri) = ∆p


r∈Ri

Sr .

The expected cost of ring paging is

C(R1, R2, . . . , Rk)

=

k
i=1

(1 − π(R1) − π(R2) − · · · − π(Ri−1))W (Ri)

= ∆p

k
i=1

(1 − π(R1) − π(R2) − · · · − π(Ri−1))N(Ri).

The ring paging problem (RPP) is defined as follows: given d and
ξ0, ξ1, ξ2, . . . , ξd−1, and k, where 2 ≤ k ≤ d, find R1, R2, . . . , Rk
such that the expected cost C(R1, R2, . . . , Rk) of ring paging is
minimized.

The following theorem is a direct consequence of Theorem 15.

Theorem 17. For a partition of rings 0, 1, 2, . . . , d−1 into k disjoint
groups R1, R2, . . . , Rk, by searching the k groups in an order of
Rj1 , Rj2 , . . . , Rjk , where

π(Rj1)

N(Rj1)
≥

π(Rj2)

N(Rj2)
≥ · · · ≥

π(Rjk)

N(Rjk)
,

the expected cost of ring paging is minimized.
By Theorem 16, an optimal ring pagingmethod can be obtained
when k = d. Consider the RPP with k = d. In this case, we
basically need to find a permutation (j0, j1, j2, . . . , jd−1) of (0, 1,
2, . . . , d − 1). Then, we search a mobile terminal u in the
rings j0, j1, j2, . . . , jd−1 successively until u is found. According
to Theorem 15, the optimal permutation is obtained by sorting
the rings 0, 1, 2, . . . , d − 1 into j0, j1, j2, . . . , jd−1 in terms of
nonincreasing order of ξr/Sr , that is,

ξj0

Sj0
≥

ξj1

Sj1
≥

ξj2

Sj2
≥ · · · ≥

ξjd−1

Sjd−1

.

We call the ring paging method using the above optimal order
j0, j1, j2, . . . , jd−1 the optimal ring paging method.

Theorem 18. The expected paging cost of the optimal ring paging
method is

∆p

d−1
r=0

ξjr (Sj0 + Sj1 + · · · + Sjr )

= ∆p

d−1
r=0

(1 − ξj0 − ξj1 − · · · − ξjr−1)Sjr ,

where ξj0/Sj0 ≥ ξj1/Sj1 ≥ ξj2/Sj2 ≥ · · · ≥ ξjd−1/Sjd−1 .

7.3.2. Cell paging
By cell paging we mean the cells in a ring can be searched one

by one. By Theorem 16, a cell paging method has lower cost than a
ring pagingmethod. By the symmetry of awireless communication
network, a mobile terminal u is in the Sr cells of ring r with
equal probability ξr/Sr . By Theorem 15, cells should be paged
in a nonincreasing order of the probabilities that u is in these
cells. Therefore, we sort the rings 0, 1, 2, . . . , d − 1 into an order
j0, j1, j2, . . . , jd−1 such that

ξj0

Sj0
≥

ξj1

Sj1
≥

ξj2

Sj2
≥ · · · ≥

ξjd−1

Sjd−1

.

Then, we search the rings in the order of j0, j1, j2, . . . , jd−1 and
for each ring jr , the cells in ring jr one by one. It is clear that if a
mobile terminal u is in the ith cell of ring jr , the cost to find u is
Sj0 + Sj1 + · · · + Sjr−1 + i, where 1 ≤ i ≤ Sjr . Thus, the expected
cost to find u is

∆p

d−1
r=0


ξjr

Sjr

Sjr
i=1

(Sj0 + Sj1 + · · · + Sjr−1 + i)



= ∆p

d−1
r=0

ξjr

Sjr


Sjr (Sj0 + Sj1 + · · · + Sjr−1) +

Sjr (Sjr + 1)
2



= ∆p

d−1
r=0

ξjr


Sj0 + Sj1 + · · · + Sjr−1 +

Sjr + 1
2


.

We call this the optimal cell paging method, which has the lowest
possible cost of paging.

Theorem 19. The expected paging cost of the optimal cell paging
method is

∆p

d−1
r=0

ξjr


Sj0 + Sj1 + · · · + Sjr−1 +

Sjr + 1
2


,

where ξj0/Sj0 ≥ ξj1/Sj1 ≥ ξj2/Sj2 ≥ · · · ≥ ξjd−1/Sjd−1 .
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The above theorem gives the ultimate minimal terminal paging
cost. However, theworst-case running time of themethod isO(d2),
which makes the method practically less interesting. To make cell
paging more attractive, we may add a delay constraint.

We view a paging area A of radius d as a set of A(d) cells.
The location of a mobile terminal u in A is given by a probability
distribution function σ , such that the probability that u is in cell s
is σ(s), and
s∈A

σ(s) = 1.

More specifically, for a cell s in ring r , the probability that u is in s
is σ(s) = ξr/Sr , where 0 ≤ r ≤ d − 1.

Cells can be grouped into regions. In other words, a region R is
defined as a set of cells. The probability that u is in R is

p(R) =


s∈R

σ(s).

The cost to page a cell is ∆p. A paging step is to page all the cells in
a region R. The cost of a step paging R is ∆p|R|. A paging method is
a sequence of regions (R1, R2, . . . , Rk) such that R1, R2, . . . , Rk are
disjoint and R1 ∪R2 ∪· · ·∪Rk covers the paging area A. Themethod
pages R1, R2, . . . , Rk successively until u is found. The expected
cost of paging by using the paging method (R1, R2, . . . , Rk) is

C(R1, R2, . . . , Rk) = ∆p

k
i=1

p(Ri)(|R1| + |R2| + · · · + |Ri|)

= ∆p

k
i=1

(1 − p(R1) − p(R2) − · · ·

− p(Ri−1))|Ri|.

The cell paging problem (CPP) is defined as follows: given d
and ξ0, ξ1, ξ2, . . . , ξd−1, and k, where 2 ≤ k ≤ A(d), find
a paging method (R1, R2, . . . , Rk) such that the expected cost
C(R1, R2, . . . , Rk) of paging is minimized.

By using a dynamic programming algorithm [28,39], the CPP
can be solved in O(kd2) time [10].

The CPP is similar to the problem studied in [3,46,57], where the
delay constraint is the average-case paging time p(R1) + 2p(R2) +

· · · + kp(Rk), while our delay constraint is the worst-case paging
time k.

8. Examples

Example 1. Let us consider a DBLMS with q = 3 and d =

20. Both Tc and Ts have exponential distributions with λc = 1
and λs = 10. By Theorems 5 and 7, the location distribution
(ξ0, ξ1, ξ2, . . . , ξd−1) when a phone call in a DBLMS-CPLU or the
first phone call in a DBLMS-CWLU arrives is given in Table 5.
We have the following sample solutions for various k, i.e., the
maximum number of steps in progressive paging.
• When k = 2, the best solution is d1 = 7, d2 = 20,with expected

paging cost Dp(d1, d2) = 194.2321∆p.
• When k = 3, the best solution is d1 = 4, d2 = 9, and d3 = 20,

with expected paging cost Dp(d1, d2, d3) = 108.9627∆p.
• When k = 4, the best solution is d1 = 3, d2 = 6, d3 = 10,

and d4 = 20, with expected paging cost Dp(d1, d2, d3, d4) =

81.8296∆p.
• When k = 20, we have dr = r for all 1 ≤ r ≤ 20, and expected

paging cost Dp(d1, d2, . . . , d20) = 45.6188∆p.

It turns out that the rings are already sorted into an order for
both optimal ring paging and optimal cell paging. The optimal
ring paging cost is 45.6188∆p and the optimal cell paging cost is
38.0977∆p. All the above solutions are significantly lower than
Dp(d) = A(d)∆p = 1141∆p.
Example 2. Let us consider an MBLMS with q = 3 and d =

20. Both Tc and Ts have exponential distributions with λc = 1
and λs = 10. By Theorems 6 and 9, the location distribution
(ξ0, ξ1, ξ2, . . . , ξd−1) when a phone call in an MBLMS-CPLU or the
first phone call in an MBLMS-CWLU arrives is given in Table 5.
We have the following sample solutions for various k, i.e., the
maximum number of steps in progressive paging.

• When k = 2, the best solution is d1 = 6, d2 = 20,with expected
paging cost Mp(d1, d2) = 147.2099∆p.

• When k = 3, the best solution is d1 = 4, d2 = 8, and d3 = 20,
with expected paging costMp(d1, d2, d3) = 74.1874∆p.

• When k = 4, the best solution is d1 = 3, d2 = 5, d3 = 9,
and d4 = 20, with expected paging cost Mp(d1, d2, d3, d4) =

54.6799∆p.
• When k = 20, we have dr = r for all 1 ≤ r ≤ 20, and expected

paging costMp(d1, d2, . . . , d20) = 31.4285∆p.

It turns out that the rings are already sorted into an order for
both optimal ring paging and optimal cell paging. The optimal
ring paging cost is 31.4285∆p and the optimal cell paging cost is
25.2699∆p. All the above solutions are significantly lower than
Mp(d) = A(d)∆p = 1141∆p.

Example 3. Let us consider a TBLMS with q = 3 and d = 20.
Both Tc and Ts have exponential distributions with λc = 1 and
λs = 10. We set τ = N(d)E(Ts). By Theorems 8 and 10 in [35],
the location distribution (ξ0, ξ1, ξ2, . . . , ξd−1) when a phone call
in a TBLMS-CPLU or the first phone call in a TBLMS-CWLU arrives
is given in Table 5. Notice that I(τ , d) = ξ0 + ξ1 + · · · + ξ19 =

0.999863363560188 is the probability that a mobile terminal can
be found in a PA of radius d. We have the following sample
solutions for various k, i.e., the maximum number of steps in
progressive paging.

• When k = 2, the best solution is d1 = 7, d2 = 20,with expected
paging cost Cp(τ , d1, d2) = 194.3615∆p.

• When k = 3, the best solution is d1 = 4, d2 = 9, d3 = 20, with
expected paging cost Cp(τ , d1, d2, d3) = 109.1037∆p.

• When k = 4, the best solution is d1 = 3, d2 = 6, d3 = 10,
and d4 = 20, with expected paging cost Cp(τ , d1, d2, d3, d4) =

81.9743∆p.
• When k = 20, we have dr = r for all 1 ≤ r ≤ 20, and expected

paging cost Cp(τ , d1, d2, . . . , d20) = 45.7685∆p.

It turns out that the rings are already sorted into an order for
both optimal ring paging and optimal cell paging. The optimal
ring paging cost is 45.7685∆p and the optimal cell paging cost is
38.0925∆p. All the above solutions are significantly lower than
Cp(τ , d) = A(d)∆p = 1141∆p.

Example 4. Let us consider a TBLMS with q = 3 and d = 20.
Both Tc and Ts have exponential distributions with λc = 1 and
λs = 10. We set τ = dE(Ts). By Theorems 8 and 10 in [35], the
location distribution (ξ0, ξ1, ξ2, . . . , ξd−1) when a phone call in a
TBLMS-CPLU or the first phone call in a TBLMS-CWLU arrives is
given in Table 5. Notice that I(τ , d) = ξ0 + ξ1 + · · · + ξ19 =

0.999999921954133 is the probability that a mobile terminal can
be found in a PA of radius d. We have the following sample
solutions for various k, i.e., the maximum number of steps in
progressive paging.

• When k = 2, the best solution is d1 = 6, d2 = 20,with expected
paging cost Cp(τ , d1, d2) = 153.9049∆p.

• When k = 3, the best solution is d1 = 4, d2 = 8, d3 = 20, with
expected paging cost Cp(τ , d1, d2, d3) = 78.4378∆p.

• When k = 4, the best solution is d1 = 3, d2 = 5, d3 = 9,
and d4 = 20, with expected paging cost Cp(τ , d1, d2, d3, d4) =

58.0782∆p.
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Table 5
Location distribution data of Examples 1–4.

ξr Example 1 Example 2 Example 3 Example 4

ξ0 0.126984303252809 0.147294117090233 0.126966952569710 0.145140869319645
ξ1 0.238014408401451 0.268864145991489 0.237981886960079 0.265410663939907
ξ2 0.211403466114172 0.229528479022705 0.211374580697212 0.227295482079873
ξ3 0.150531680924762 0.153687360701018 0.150511112811810 0.153104435760744
ξ4 0.100583119959185 0.093771747279603 0.100569376639772 0.094434314254021
ξ5 0.065010025701666 0.053320956471823 0.065001142963202 0.054704851669172
ξ6 0.041169129319087 0.028389889490487 0.041163504115825 0.030017279431395
ξ7 0.025714347807327 0.014130126874155 0.025710834290388 0.015649888989792
ξ8 0.015902546775094 0.006543988982861 0.015900373907714 0.007761695232872
ξ9 0.009761228412939 0.002802154901768 0.009759894673436 0.003663943638694
ξ10 0.005956611777799 0.001100827709469 0.005955797887567 0.001646964510849
ξ11 0.003617810833662 0.000393081750629 0.003617316508865 0.000705340951265
ξ12 0.002188714096661 0.000126147004442 0.002188415038554 0.000288000818377
ξ13 0.001319593076614 0.000035872912955 0.001319412772109 0.000112209962224
ξ14 0.000792903300736 0.000008874986829 0.000792794961247 0.000041756807978
ξ15 0.000474384877042 0.000001862751246 0.000474320058778 0.000014857093977
ξ16 0.000281591409507 0.000000319716574 0.000281552933855 0.000005059618451
ξ17 0.000163932779462 0.000000042307485 0.000163910380268 0.000001650497065
ξ18 0.000090101610581 0.000000003868325 0.000090089299416 0.000000513906288
ξ19 0.000040099569443 0.000000000185900 0.000040094090380 0.000000143471544
• When k = 20, we have dr = r for all 1 ≤ r ≤ 20, and expected
paging cost Cp(τ , d1, d2, . . . , d20) = 32.9245∆p.

It turns out that the rings are already sorted into an order for
both optimal ring paging and optimal cell paging. The optimal
ring paging cost is 32.9245∆p and the optimal cell paging cost is
26.6157∆p. All the above solutions are significantly lower than
Cp(τ , d) = A(d)∆p = 1141∆p.

9. Numerical data of paging cost reduction

In this section, we display numerical data to show paging
cost reduction and minimization. In particular, we demonstrate
numerical data to comparemobilitymanagement costs of dynamic
location management schemes using the progressive paging
methods, the ring paging methods, and the cell paging methods.

In Fig. 5, we consider DBLMS-CPLU with q = 3. Assume that
both Tc and Ts have exponential distributions. We display the total
costs of location management of the following schemes:

• DBLMS(d1, d2)-CPLU, with paging cost Dp(d1, d2);
• DBLMS(d1, d2, d3)-CPLU, with paging cost Dp(d1, d2, d3);
• DBLMS(d1, d2, d3, d4)-CPLU,withpaging costDp(d1, d2, d3, d4);
• DBLMS∗(d)-CPLU = DBLMS(1, 2, . . . , d)-CPLU, with paging

cost D∗
p(d);

• DBLMS-CPLU with the minimum ring paging cost given by
Theorem 18;

• DBLMS-CPLU with the minimum cell paging cost given by
Theorem 19.

The parameters are set as λc = 1, λs = 10, ρ = 0.1, ∆p = 1,
and ∆u = 100. Notice that the paging cost D∗

p(d) is identical to
the minimum ring paging cost given by Theorem 18. Therefore, in
the figure, we show the total cost of location management with
progressive paging when k = 2, progressive paging when k = 3,
progressive paging when k = 4, optimal ring paging, and optimal
cell paging.

In Figs. 6–12, we consider the total costs of location manage-
ment of the following schemes in exactly the same way as Fig. 5:

• Fig. 6: DBLMS-CWLU with q = 3;
• Fig. 7: DBLMS-CPLU with q = 4;
• Fig. 8: DBLMS-CWLU with q = 4;
• Fig. 9: MBLMS-CPLU q = 3;
• Fig. 10: MBLMS-CWLU q = 3;
• Fig. 11: MBLMS-CPLU q = 4;
• Fig. 12: MBLMS-CWLU q = 4.
In Fig. 13, we consider TBLMS-CPLU with q = 3. The location
update cycle is set as τ = N(d)E(Ts). All parameters are set
in the same way as Fig. 5. The location distribution is given as
ξ0, ξ1, ξ2, . . . , ξd−1, where d = 20, such that the quality of
service (QoS), i.e., the reachability I(τ , d) of a mobile terminal in
a paging area, is above 0.999. We display the total costs of location
management of the following schemes:

• TBLMS(τ , d1, d2)-CPLU, with paging cost Cp(τ , d1, d2);
• TBLMS(τ , d1, d2, d3)-CPLU, with paging cost Cp(τ , d1, d2, d3);
• TBLMS(τ , d1, d2, d3, d4)-CPLU, with paging cost Cp(τ , d1, d2,

d3, d4);
• TBLMS∗(τ , d)-CPLU = TBLMS(τ , 1, 2, . . . , d)-CPLU, with pag-

ing cost C∗
p (τ , d);

• TBLMS-CPLU with the minimum ring paging cost given by The-
orem 18;

• TBLMS-CPLU with the minimum cell paging cost given by The-
orem 19.

Notice that the QoS is above 0.999 for both q = 3 and 4.
In Figs. 14–16, we consider the total costs of location

management of the following schemes in exactly the same way as
Fig. 13:

• Fig. 14: TBLMS-CWLU with q = 3;
• Fig. 15: TBLMS-CPLU with q = 4;
• Fig. 16: TBLMS-CWLU with q = 4.

In Figs. 17–20,we repeat thework of Figs. 13–16, except that the
time threshold is set as τ = dE(Ts). Notice that the QoS is above
0.9999999 when q = 3 and 0.999999 when q = 4.

From the above numerical data, we have the following impor-
tant observations. First, a progressive paging method with very
small time delay (such as k = 2, 3) can reduce the terminal
paging cost dramatically. The reader is referred to the figures in
[32,33,35]with similar settings,where, as d increases, the total cost
of locationmanagement increases rapidly by using the simple pag-
ing method. Second, further increasing the time delay (even to the
maximum possible such as a cell paging method) does not result
in noticeable reduction of terminal paging cost. Hence, the best ap-
proach is to sacrifice the paging time slightly while achieving sig-
nificant reduction in paging cost.
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Fig. 5. Location management cost in DBLMS-CPLU with selective paging (q = 3).
Fig. 6. Location management cost in DBLMS-CWLU with selective paging (q = 3).
Fig. 7. Location management cost in DBLMS-CPLU with selective paging (q = 4).
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Fig. 8. Location management cost in DBLMS-CWLU with selective paging (q = 4).
Fig. 9. Location management cost in MBLMS-CPLU with selective paging (q = 3).
Fig. 10. Location management cost in MBLMS-CWLU with selective paging (q = 3).
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Fig. 11. Location management cost in MBLMS-CPLU with selective paging (q = 4).
Fig. 12. Location management cost in MBLMS-CWLU with selective paging (q = 4).
Fig. 13. Location management cost in TBLMS-CPLU with selective paging (τ = N(d)E(Ts), q = 3).
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Fig. 14. Location management cost in TBLMS-CWLU with selective paging (τ = N(d)E(Ts), q = 3).
Fig. 15. Location management cost in TBLMS-CPLU with selective paging (τ = N(d)E(Ts), q = 4).
Fig. 16. Location management cost in TBLMS-CWLU with selective paging (τ = N(d)E(Ts), q = 4).



K. Li / J. Parallel Distrib. Comput. 99 (2017) 68–89 87
Fig. 17. Location management cost in TBLMS-CPLU with selective paging (τ = dE(Ts), q = 3).
Fig. 18. Location management cost in TBLMS-CWLU with selective paging (τ = dE(Ts), q = 3).
Fig. 19. Location management cost in TBLMS-CPLU with selective paging (τ = dE(Ts), q = 4).
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Fig. 20. Location management cost in TBLMS-CWLU with selective paging (τ = dE(Ts), q = 4).
10. Concluding remarks

By using our previous results on random walks among rings
of cell structures, we have analyzed the location distribution of
a mobile terminal in a paging area when a phone call arrives, for
both distance-based and movement-based location management
schemes, and for two different call handling models, where the
inter-call time and the cell residence time can have arbitrary
probability distributions. Together with our earlier results on
location distribution in time-based locationmanagement schemes,
for several selective paging methods, including progressive paging
methods, ring paging methods, and cell paging methods, we are
able to obtain their expected costs of paging for distance-based,
movement-based, and time-based locationmanagement schemes.
We find that a progressive paging method with very small time
delay can reduce the terminal paging cost dramatically, while
further increasing the time delay does not result in noticeable
reduction of terminal paging cost. Our work reported in this
paper significantly extends our understanding of cost reduction
and minimization of dynamic location management in wireless
communication networks.

We would like to mention that our effective ways (Theorems 5,
6, 7, 9) to calculate the location distribution of a mobile terminal
is applicable to any real-world scenario, as long as P[X ′

s =

j] or P[Xs(γ ) = j], j = 0, 1, 2, . . . , are available, through
analysis or simulation or experimentation, for arbitrary probability
distribution of the inter-call time and the cell residence time.
Once the location distribution is available, all the selective paging
methods in this paper can be applied. Our observations made in
this paper are certainly valid for any locationdistribution in the real
world. Due to space limitation, we do not pursue in this direction,
and we believe that such effort brings no further insight.

The investigation in this paper is mainly applicable to 2G
(second-generation) GSM (Global System for Mobile Communica-
tions) and 3G (third-generation) UMTS (UniversalMobile Telecom-
munications System) digital cellular networks used by mobile
phones, which are currently the default global standards for mo-
bile communications with over 90% market share, operating in
over 219 countries and territories. With the emergence of 4G
(fourth-generation) LTE (Long-Term Evolution) standard for wire-
less communication of high-speed data in mobile phones and data
terminals and 5G (fifth-generation) mobile networks and wire-
less systems, we are facing new challenges in location man-
agement [19]. The application and extension of the analytical
methods developed in this paper to these new generations of wire-
less communication networks are our further research directions.
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