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1 INTRODUCTION

1.1 Motivation

A smart mobile device (e.g., smartphone, tablet, hand-held computer, wearable device, and personal digital assistant) has been developed into a formidable equipment to provide much of the functionality of a laptop or a desktop computer. Mobile users expect to run pervasive and powerful applications, such as speech recognition, natural language processing, image processing, face detection and recognition, interactive gaming, reality augmentation, intelligent video acceleration, connected vehicles, and Internet of Things gateway [11]. However, due to limited computing capability, memory capacity, database storage, and due to finite battery lifetime, it is very challenging for a mobile device to support these novel but computation-intensive and energy-hungry applications.

As a newly emerged computing paradigm, mobile edge computing provides cloud computing capabilities and service environments at the edge of cellular networks and within the radio access networks in close proximity to mobile subscribers [2]. Mobile edge computing can increase performance compared to providing such services through cloud servers or through core network servers. An MEC platform has unique advantages and capabilities such as proximity to the users and network edge, location awareness and highly localized service, high bandwidth, ultra-low latency, and unparalleled quality of experience [21].

Computation offloading from a user equipment (UE, also called mobile user, mobile subscriber, or mobile device) to a mobile edge cloud (MEC) is an effective way to address the above challenge. Traditionally, computation offloading refers to the transfer of certain computing tasks to an external platform, such as a cluster, a grid, or a cloud. Computation offloading may be necessary due to hardware limitations of a computer system handling a particular task on its own. Computation offloading may also be employed to save energy consumption of a computer system. By utilizing MEC services, a mobile user equipment can benefit from an MEC’s powerful computing resources, expedite its task execution, and save its battery power. Therefore, an MEC has the potential to ease the computational burden of mobile devices, to improve the performance of mobile applications, to reduce the energy consumption and to extend the battery lifetime of mobile user equipments [10], [13], [15], [23].

However, computation offloading may not be beneficial due to possible long transmission delay from a mobile device to an MEC server and extra transmission energy for remote task execution. An offloadable task is typically a task which requires extensive computation time but much
less data communication time. A non-offloadable task is typically a task which requires so much data communication time that offloading the task does not benefit at all. A computation offloading strategy should not only make offloading decisions (i.e., whether or not, fully or partially), but also determine communication (i.e., radio transmission power and channel bandwidth) and computing (i.e., CPU clock frequency and execution speed) resources, so that the combined processing time and energy consumption for both communication and computation can be optimized. Computation offloading strategy optimization with multiple heterogeneous MEC servers is even more challenging due to the additional issue of load balancing among the MEC servers, which also serve other users and application areas.

1.2 Our Contributions

In this paper, we consider computation offloading strategy optimization with multiple heterogeneous servers in mobile edge computing. The main contributions of the paper are summarized as follows. (1) We establish queueing models for a UE and multiple heterogeneous servers from different MECs, and rigorously analyze the average task response time of the UE and each MEC server and the average response time of all offloadable and non-offloadable tasks generated on the UE. (2) We formulate three multi-variable optimization problems, i.e., minimization of average response time with average power consumption constraint, minimization of average power consumption with average response time constraint, and minimization of cost-performance ratio, so that computation offloading strategy optimization, power-performance tradeoff, as well as power-time product can all be studied in the context of load balancing. (3) We develop an efficient numerical method (which consists of a series of fast numerical algorithms) to solve the problems of minimizing of average response time with average power consumption constraint, minimization of average power consumption with average response time constraint, and minimization of cost-performance ratio. We also demonstrate numerical examples and data to show the effectiveness of our method and to show the power-performance tradeoff, the power-time product, and the impact of various parameters. To the best of the author’s knowledge, this is the first work in the literature that analytically addresses computation offloading strategy optimization with multiple heterogeneous servers in mobile edge computing.

Compared with existing research, our investigation in this paper has the following new and unique features.

First, we consider multiple MECs and multiple heterogeneous MEC servers. Most existing studies assume that there is one MEC which has only one server. In [20], an MEC server is equipped with a multicore high-speed CPU, so that it can execute several applications in parallel; however, the processing latency at the MEC server is assumed to be negligible. In [6], a cloudlet is modeled as a set of homogeneous servers. In our study, there are multiple MECs or an MEC is equipped with multiple heterogeneous servers, and the performance of both the UE and the heterogeneous MEC servers are critical and carefully evaluated.

Second, each MEC server has its own preloaded tasks and performance commitment. All existing researches assume that an MEC server only processes offloaded tasks but nothing else. In this paper, in addition to offloaded tasks from the UE, each MEC server also has its own preloaded tasks, possibly from other UEs and application areas. Furthermore, each MEC server has its own commitment on performance guarantee, which means that the amount of offloaded tasks from a UE to an MEC server is limited.

Third, queueing models are established for both UE and MEC servers. In [22], an M/G/1 queueing model is established only for a mobile device. Although queueing models are established for both UE and MEC servers in [6], they are M/M/1 queueing systems. In our study, both UE and MEC servers are modeled as M/G/1 queueing systems, so that the average task response time of the UE and each MEC server can be obtained accurately and analytically and the average response time of all offloadable and non-offloadable tasks generated on the UE can be optimized.

Fourth, in addition to offloading decision and power allocation within a UE, we consider load balancing among the heterogeneous MEC servers with preloaded tasks and performance commitment, instead of task/transmission scheduling within a UE. Notice that since all servers in [6] are identical without preloaded tasks and performance commitment, there is no issue of load balancing, i.e., all homogeneous servers simply receive the same amount of offloadable tasks. Although multiple heterogeneous servers from multiple MECs are considered in [25], there is no issue of load balancing, since each mobile user has only one task.

Fifth, we consider power constrained performance optimization and performance constrained power optimization. Most existing studies try to minimize a weighted sum of execution time and energy consumption. The main concern of this method is that time (measured by seconds) and energy (measured by Joules) are very different in nature and it makes little sense to consider a weighted sum. Our approach in this paper is minimization of average response time with average power consumption constraint and minimization of average power consumption with average response time constraint, i.e., optimizing one metric while fixing the other. Furthermore, we also minimize the cost-performance ratio (i.e., the power-time product).

2 Related Research

Computation offloading in mobile edge computing has been a hot research topic in recent years, and extensive investigation has been conducted. The reader is referred to [3], [17], [27] for recent comprehensive surveys. These research can be grouped into several categories based on the number of mobile users and the number of tasks each user has.

Single User with Single Task – There is one user with a single task. Wang et al. investigated partial computation offloading for a single application by jointly optimizing the computational speed and transmit power of a smart mobile device and offloading ratio with two system design objectives, i.e., energy consumption minimization and application execution latency minimization [26].

Single User with Multiple Tasks – There is one user with multiple tasks. Mao et al. investigated a green MEC system
with a single energy harvesting device and developed an effective computation offloading strategy, where the execution cost includes both execution latency and task failure, by proposing a dynamic computation offloading algorithm, which jointly decides the offloading decision, the CPU frequencies for mobile execution, and the transmit power for computation offloading [18]. Mao et al. jointly optimized task offloading scheduling and transmit power allocation for an MEC system with multiple independent tasks from a single-user [19]. Shah-Mansouri et al. formulated a utility maximization problem for a single mobile device, which takes energy consumption, delay, and price of cloud service into account, where a mobile device is characterized by two M/G/1 queuing systems, one for the local CPU and another for the wireless interface [22].

**Multiple Users with Single Task** – There are multiple users, each has a single task. Cao and Cai investigated the problem of multi-user computation offloading for cloudlet based mobile cloud computing in a multi-channel wireless contention environment, by formulating the multi-user computation offloading decision making problem as a non-cooperative game, where each mobile device user has one computation task with the same number of CPU cycles and attempts to minimize a weighted sum of execution time and energy consumption [5]. Chen formulated a decentralized computation offloading decision making problem among mobile device users as a decentralized computation offloading game, where each mobile device user has a computationally intensive and delay sensitive task and minimizes a weighted sum of computational time and energy consumption [8]. Chen et al. studied the multi-user computation offloading problem for mobile-edge cloud computing in a multi-channel wireless interference environment, and showed that it is NP-hard to compute a centralized optimal solution, and hence adopted a game theoretic approach to achieving efficient computation offloading in a distributed manner [9]. Ma et al. researched computation offloading strategies of multiple users via multiple wireless access points by taking energy consumption and delay (including computing and transmission delay) into account, and presented a game-theoretic analysis of the computation offloading problem while mimicking the selfish nature of the individuals [16]. Tao et al. investigated the problem of energy optimization for multiple users with performance guarantee [24]. You et al. studied optimal resource allocation for a multi-user mobile-edge computation offloading system, where each user has one task, by minimizing the weighted sum of mobile energy consumption under the constraint on computation latency, under the assumption of negligible cloud computing and result downloading time [28]. Zhang et al. studied energy-efficient computation offloading mechanisms for MEC in 5G heterogeneous networks by formulating an optimization problem to minimize the energy consumption of an offloading system with multiple mobile devices, where each device has a computation task to be completed within certain delay constraint, and the energy cost of both task computing and file transmission are taken into consideration [30].

**Multiple Users with Multiple Tasks** – There are multiple users, each has multiple tasks. Cardellini et al. considered a usage scenario where multiple non-cooperative mobile users share the limited computing resources of a close-by cloudlet and can selfishly decide to send their computations to any of the three tiers, i.e., a local tier of mobile nodes, a middle tier (cloudlets) of nearby computing nodes, and a remote tier of distant cloud servers [6]. Mao et al. investigated the tradeoff between two critical but conflicting objectives in multi-user MEC systems, namely, the power consumption of mobile devices and the execution delay of computation tasks, by considering a stochastic optimization problem, for which, the CPU frequency, the transmit power, as well as the bandwidth allocation should be determined for each device in each time slot [20].

**Multiple MECs** – All the above studies are for a single MEC. There has been investigation concerning multiple MECs. Tran and Pompili studied the problem of joint task offloading and resource allocation in a multi-cell and multi-server MEC system in order to maximize users task offloading gains, which are measured by the reduction in task completion time and energy consumption, by considering task offloading decision, uplink transmission power of mobile users, and computing resource allocation in the MEC servers [25].

Our investigation in this paper belongs to the category of a single user with multiple (actually, infinite) tasks in a multiple MECs environment, quite different from all the existing researches. It is clear that the benefits of considering multiple MECs are two-fold. First, multiple MECs enhance the processing power of mobile edge computing. Second, multiple MECs increase the flexibility of a UE in choosing an appropriate MEC. We are not interested in offloading one task or a group of tasks, but a stream of tasks. Our performance and cost metrics are the average response time of all tasks (offloadable and non-offloadable) generated on the UE and the average power consumption of the UE for both computation and communication, as well as the cost-performance ratio, i.e., the product of the above two metrics, which has rarely been considered before.

### 3 Preliminaries

In this section, we present the preliminaries, including a queueing model and two power consumption models. (For reader’s convenience, Section 1 of the supplementary file gives a summary of notations and their definitions in the order introduced in the paper.)

#### 3.1 A Queueing Model

To analytically study computation offloading strategy optimization in mobile edge computing, we need to establish mathematical models. Throughout the paper, we use \( \tau \) to represent the expectation of a random variable \( x \).

Assume that there is a mobile UE and \( n \) MECs, i.e., MEC\(_1\), MEC\(_2\), ..., MEC\(_n\) (see Figure 1, which contains \( n+1 \) M/G/1 queueing systems). Let \( p_i \) be the probability that MEC\(_i\) is preferred for offloading when a new offloadable task is generated, because the UE is in the vicinity of MEC\(_i\), or there is a communication channel or special processing capability available in MEC\(_i\), for all \( 1 \leq i \leq n \). Clearly, we have \( p_1 + p_2 + \cdots + p_n = 1 \). When MEC\(_i\) is preferred for offloading, the UE can offload its computations to MEC\(_i\), not other MECs.
In this paper, a UE is treated as an M/G/1 queueing system. Thus, the UE is actually a server. There is a Poisson stream of computation tasks with arrival rate $\lambda$ (measured by the number of arrival tasks per unit of time, e.g., second), i.e., the inter-arrival times are independent and identically distributed (i.i.d.) exponential random variables with mean $1/\lambda$. Note that a Poisson stream can be divided into substreams and multiple Poisson streams can be combined into a single Poisson stream. The arrival rate $\lambda$ is decomposed into $\tilde{\lambda} = \lambda_0 + \lambda$. That is, there is a Poisson stream of non-offloadable computation tasks with arrival rate $\lambda_0$, and there is a Poisson stream of offloadable computation tasks with arrival rate $\lambda$. The stream of offloadable computation tasks is further divided into $n$ substreams with arrival rates $\lambda_1, \lambda_2, \ldots, \lambda_n$ respectively, where $\lambda_i = \rho_i \lambda$, for all $1 \leq i \leq n$. The $i$th substream is generated when MEC$_i$ is preferred for offloading, where $1 \leq i \leq n$. The $i$th substream is further divided into two sub-substreams, i.e., $\lambda_i = \hat{\lambda}_i + \tilde{\lambda}_i$, such that the sub-substream with arrival rate $\lambda_i$ is offloaded to MEC$_i$ and processed remotely in MEC$_i$, while the sub-substream with arrival rate $\lambda_i$ is processed locally in the UE, where $1 \leq i \leq n$. The vector $(\lambda_1, \lambda_2, \ldots, \lambda_n)$, where $\lambda_i \leq \lambda_i$, $1 \leq i \leq n$, is actually a computation offloading strategy of the UE. Note that the offloading strategy does not specify which specific tasks are offloaded to MEC$_i$, but how a substream is divided into two sub-substreams of offloaded and non-offloaded tasks.

Let $\lambda_0 = \lambda_0 + \tilde{\lambda}_0$ be the total arrival rate of computation tasks that are processed locally in the UE, where $\lambda_0 = \tilde{\lambda}_1 + \tilde{\lambda}_2 + \cdots + \tilde{\lambda}_n$ is the total arrival rate of offloadable computation tasks that are processed locally in the UE. Let $\tilde{\lambda} = \lambda_1 + \lambda_2 + \cdots + \lambda_n$ be the total arrival rate of computation tasks that are offloaded to the $n$ MECs. Since $\lambda_0 = \tilde{\lambda} - \lambda = \tilde{\lambda} - (\lambda_1 + \tilde{\lambda}_2 + \cdots + \tilde{\lambda}_n)$, we get

$$
\lambda_0 = \tilde{\lambda} - (\lambda_1 + \lambda_2 + \cdots + \lambda_n) = \tilde{\lambda} - (\lambda_1 + \tilde{\lambda}_2 + \cdots + \tilde{\lambda}_n) - (\lambda_1 + \lambda_2 + \cdots + \lambda_n).
$$

Each MEC is also treated as an M/G/1 queueing system. Thus, an MEC is actually a server. There is a Poisson stream of computation tasks with arrival rate $\lambda_i$ to MEC$_i$. This stream of tasks is already there and has nothing to do with the UE. As mentioned above, MEC$_i$ also accepts the $i$th sub-substream with arrival rate $\lambda_i$ from the UE. Therefore, the total arrival rate of computation tasks that are processed by MEC$_i$ is $\lambda_i = \tilde{\lambda}_i + \lambda_i$, where $1 \leq i \leq n$.

Each M/G/1 queueing system maintains a queue with infinite capacity for waiting tasks when the server is busy in processing other tasks. The first-come-first-served (FCFS) queueing discipline is adopted.

The execution requirements (measured by the number of processor cycles or the number of billion instructions (BI) to be executed) of the non-offloadable computation tasks generated on the UE are i.i.d. random variables $r_0$ with an arbitrary probability distribution. We assume that its mean $\overline{r}_0$ (second moment $\overline{r}_0^2$) are available. The execution requirements of the offloadable computation tasks generated on the UE are i.i.d. random variables $r_i$ with an arbitrary probability distribution. We assume that its mean $\overline{r}_i$ and second moment $\overline{r}_i^2$ are available, where $1 \leq i \leq n$.

The amount of data (measured by the number of million bits (MB)) to be communicated between the UE and the MECs for offloadable tasks are i.i.d. random variables $d$ with an arbitrary probability distribution. We assume that its mean $\overline{d}$ and second moment $\overline{d}^2$ are available.

The UE has execution speed $s_0$ (measured by GHz or the number of billion instructions that can be executed in one second). MEC$_i$ has execution speed $s_i$, where $1 \leq i \leq n$. The communication speed (measured by the number of million bits that can be communicated in one second) between the UE and MEC$_i$ is $c_i$, where $1 \leq i \leq n$.

We would like to mention that the above queueing models can also be applicable to the situation when there is one MEC with multiple heterogeneous MEC servers $S_1, S_2, \ldots, S_n$, where each $S_i$ corresponds to MEC$_i$, for all $1 \leq i \leq n$. The condition $\lambda_i \leq \lambda_i$ can be translated into an equivalent condition $\rho_i \leq \rho_i$, which states that the utilization of $S_i$ cannot exceed certain bound $\rho_i$, since $S_i$ has performance commitment for its users, where $1 \leq i \leq n$.

To summarize, the heterogeneous servers are different in vicinity $(\rho_i)$, execution speed $(s_i)$, communication speed $(c_i)$, amount $(\lambda_i)$ and characteristics $(\overline{r}_i, \overline{r}_i^2)$ of preloaded tasks.

### 3.2 Power Consumption Models

To analytically study energy consumption in mobile edge computing, we need to establish server speed and power consumption models.

Power dissipation and circuit delay in digital CMOS circuits can be accurately modeled by simple equations, even for complex microprocessor circuits. CMOS circuits have dynamic, static, and short-circuit power dissipation; however, the dominant component in a well designed circuit is dynamic power consumption $P_d$ (i.e., the switching component of power) of the UE, which is approximately

$$
P_d = aCV^2f, \quad \text{where } a \text{ is an activity factor, } C \text{ is the loading capacitance, } V \text{ is the supply voltage, and } f \text{ is the clock frequency} \quad [7].$$

In the ideal case, the supply voltage and the clock frequency are related in such a way that $V \propto f^\phi$ for some constant $\phi > 0 \quad [29]$. The execution
speed $s_0$ of the server in the UE is usually linearly proportional to the clock frequency, namely, $s_0 \propto f$. For ease of discussion, we will assume that $V = b f^\phi$ and $s_0 = c f$, where $b$ and $c$ are some constants. Hence, we know that the dynamic power consumption of the UE is $P_d = a CV^2 f = ab^2 C f^{2\phi+1} = (ab^2 C/c^{2\phi+1})s_0^{2\phi+1} = \xi s_0^\alpha$, where $\xi = ab^2 C/c^{2\phi+1}$ and $\alpha = 2\phi + 1$. For instance, by setting $b = 1.16, a C = 7.0, c = 1.0, \phi = 0.5, \alpha = 2\phi + 1 = 2.0$, and $\xi = ab^2 C/c^\alpha = 9.4192$, the value of $P_d$ calculated by the equation $P_d = a CV^2 f = \xi s_0^\alpha$ is reasonably close to that in [12] for the Intel Pentium M processor.

The server in the UE still consumes some amount of power $P_s$, even when it is idle, which includes static power dissipation, short circuit power dissipation, and other leakage and wasted power [1].

We will consider two types of server speed and power consumption models. In the idle-speed model, the server in the UE runs at zero speed when there is no task to perform. Thus, the dynamic power consumption needs to take server utilization into consideration. The average power consumption for computation is $P = \rho_0 P_s + \rho_0 \xi s_0^\alpha + P_s$, where $\rho_0$ is the utilization of the server in the UE, which will be available shortly. In the constant-speed model, the server in the UE still runs at speed $s_0$ even if there is no task to perform. Hence, the power consumption for computation is $P = P_0 + P_s = \xi s_0^\alpha + P_s$, which is independent of server utilization.

In addition to the above power consumption of the server, the UE also has a data transmission unit which also consumes power. Let $P_i$ be the transmission power of the UE for MEC$i$, where $1 \leq i \leq n$. The data transmission rate $c_i$ from the UE to the MEC$i$ is $c_i = W \log_2(1 + \beta_i P_i)$, where $W$ is the channel bandwidth and $\beta_i$ is a combined quantity which summarizes various factors such as the channel gain between the UE and MEC$i$, the interference on the communication channel caused by other devices’ data transmission to the same MEC, and the background noise power. Since the average communication time for one offloaded task on MEC$i$ is $\bar{a}/c_i$, the average energy consumption to complete data transmission for one offloaded task on MEC$i$ is $P_i (\bar{a}/c_i)$. Thus, the average energy consumption to complete data transmission for one offloaded task on all MEC$i$s is

$$J = \sum_{i=1}^{n} \frac{\bar{a}}{\lambda_i} P_i \frac{\bar{a}}{c_i} = \sum_{i=1}^{n} \frac{\bar{a}}{\lambda_i} P_i \frac{\bar{a}}{W \log_2(1 + \beta_i P_i)} = \frac{\bar{a}}{W} \sum_{i=1}^{n} \frac{\lambda_i}{\lambda} P_i \frac{\bar{a}}{\log_2(1 + \beta_i P_i)}.$$  

For ease of discussion, we assume that $P_i$ is adjusted in such a way that $P_i/\log_2(1 + \beta_i P_i)$ is a constant $\gamma$ for all $1 \leq i \leq n$. Therefore, the average energy consumption to complete data transmission for one task is also a constant $J = \gamma (\bar{a}/W)$ (measured by Joule). Since there are $\lambda$ tasks offloaded per second, the average energy consumption per second (i.e., the average power consumption) for data communication is $\lambda J$, which should be taken into account. Thus, the average power consumption of the UE (measured by Watt) for both computation and communication is $P = \rho_0 \xi s_0^\alpha + P_s + \lambda J$ for the idle-speed model, and $P = \rho_0 \xi s_0^\alpha + P_s + \lambda J$ for the constant-speed model. Notice that $P_s$ is the main cost metric in mobile edge computing.

### 4 Problem Definitions

Before we define our optimization problems, we derive the average response time of all tasks (offloadable and non-offloadable) generated on the UE. This is the main performance metric in mobile edge computing.

**Theorem 1.** The average response time of all tasks generated on the UE is

$$T = \frac{\lambda_0}{\lambda} \left( \frac{\lambda_0}{\lambda_0} \cdot \frac{\bar{a}}{s_0} + \frac{\lambda_0}{\lambda_0} \cdot \frac{\bar{a}}{s_0} \right) + \frac{\lambda_0 (\bar{a}^2/s_0^2) + \lambda_0 (\bar{a}^2/s_0^2)}{2(1 - (\lambda_0(\bar{a}/s_0) + \lambda_0(\bar{a}/s_0)))} + \frac{\lambda_0 (\bar{a}^2/s_0^2) + \lambda_0 (\bar{a}^2/s_0^2) + 2\rho \bar{a}/(\bar{a}^2/s_0^2 + \bar{a}^2/s_0^2)}{2(1 - (\lambda_0(\bar{a}/s_0) + \lambda_0(\bar{a}/s_0)))}.$$  

*Proof.* Based on the queueing model for the UE in Section 3.1, we know that the execution times of non-offloadable tasks on the UE are i.i.d. random variables with mean $\bar{a}/s_0$ and second moment $\bar{a}^2/s_0^2$, and that the execution times of offloadable tasks on the UE are i.i.d. random variables with mean $\bar{a}/s_0$ and second moment $\bar{a}^2/s_0^2$. Therefore, the execution times of all tasks on the UE are i.i.d. random variables $x_0$ with mean

$$\bar{x}_0 = \frac{\lambda_0}{\lambda_0} \cdot \frac{\bar{a}}{s_0} + \frac{\lambda_0}{\lambda_0} \cdot \frac{\bar{a}}{s_0},$$

and second moment

$$\bar{x}_0^2 = \frac{\lambda_0}{\lambda_0} \cdot \frac{\bar{a}}{s_0} + \frac{\lambda_0}{\lambda_0} \cdot \frac{\bar{a}}{s_0}.$$  

where we notice that $\lambda_0/\lambda_0$ is the percentage of non-offloadable tasks on the UE, while $\lambda_0/\lambda_0$ is the percentage of offloadable tasks on the UE. The utilization of the server in the UE is

$$\rho_0 = \lambda_0 \bar{x}_0 = \frac{\lambda_0 \lambda_0}{\lambda_0} + \frac{\rho_0 \bar{a}}{s_0}. $$

The average waiting time of the tasks on the UE is ([(14], p. 190)

$$W_0 = \frac{\lambda_0 \lambda_0 \bar{x}_0}{2(1 - \rho_0)},$$

where

$$\lambda_0 \lambda_0 \bar{x}_0 = \lambda_0 \lambda_0 \bar{x}_0 + \frac{\rho_0 \bar{a}}{s_0}.$$  

The average response time of the tasks on the UE is

$$T_0 = \bar{x}_0 + W_0 = \bar{x}_0 + \frac{\lambda_0 \lambda_0 \bar{x}_0}{2(1 - \rho_0)} = \frac{\lambda_0}{\lambda_0} \cdot \frac{\bar{a}}{s_0} + \frac{\lambda_0}{\lambda_0} \cdot \frac{\bar{a}}{s_0} + \frac{\lambda_0 (\bar{a}^2/s_0^2) + \lambda_0 (\bar{a}^2/s_0^2)}{2(1 - (\lambda_0(\bar{a}/s_0) + \lambda_0(\bar{a}/s_0)))}.$$
Furthermore, based on the queueing model for the MECs in Section 3.1, we know that the execution times of the tasks already processed on MECi and not offloaded from the UE are i.i.d. random variables with mean $\tau_i/s_i$ and second moment $\tau_i^2/s_i^2$. The execution time of the tasks offloaded from the UE are i.i.d. random variables $r/s_i + d/c_i$, where $r/s_i$ is the computation time and $d/c_i$ is the communication time. These random variables have mean $\tau_i/s_i + d/c_i$ and second moment $\tau_i^2/s_i^2 + 2\tau d/(s_i c_i) + \tau^2/c_i^2$. Therefore, the execution times of all tasks on MECi are i.i.d. random variables $x_i$ with mean

$$x_i = \frac{\hat{\lambda}_i}{\lambda_i} \cdot \frac{\tau_i}{s_i} + \frac{\hat{\lambda}_i}{\lambda_i} \left( \frac{\tau}{s_i} + \frac{d}{c_i} \right),$$

and second moment

$$\bar{x}_i = \frac{\hat{\lambda}_i}{\lambda_i} \cdot \frac{\tau_i^2}{s_i^2} + \frac{\hat{\lambda}_i}{\lambda_i} \left( \frac{\tau^2}{s_i^2} + \frac{2\tau d}{s_i c_i} + \frac{\tau^2}{c_i^2} \right),$$

where we notice that $\hat{\lambda}_i/\lambda_i$ is the percentage of tasks already processed on MECi, and not offloaded from the UE, while $\hat{\lambda}_i/\lambda_i$ is the percentage of tasks offloaded from the UE. The utilization of the server in MECi is

$$\rho_i = \frac{\lambda_i x_i}{\tau_i},$$

The average waiting time of the tasks on MECi is

$$W_i = \frac{\lambda_i x_i^2}{2(1 - \rho_i)},$$

where

$$\lambda_i x_i = \frac{\lambda_i \tau_i}{s_i} + \frac{\lambda_i \tau}{s_i} + \frac{\lambda_i d}{c_i}.$$

The average response time of offloaded tasks on MECi is

$$T_i = \left( \frac{\tau}{s_i} + \frac{d}{c_i} \right) + W_i = \left( \frac{\tau}{s_i} + \frac{d}{c_i} \right) + \frac{\lambda_i x_i^2}{2(1 - \rho_i)} = \frac{\tau}{s_i} + \frac{d}{c_i} + \frac{\lambda_i (\tau_i^2/s_i^2)}{2(1 - (\lambda_i/\tau_i + \lambda_i/\tau_i + d/c_i))},$$

for all $1 \leq i \leq n$.

The average response time of all offloadable and non-offloadable tasks generated on the UE is

$$T = \frac{\lambda_0}{\lambda} T_0 + \frac{\lambda_1}{\lambda} T_1 + \frac{\lambda_2}{\lambda} T_2 + \cdots + \frac{\lambda_n}{\lambda} T_n.$$

The theorem is proved by substituting all the $T_i$'s into the last equation, where $0 \leq i \leq n$.

In addition to the cost metric $P$ and the performance metric $T$ in mobile edge computing, we can also define the cost-performance ratio (i.e., the power-time product) $R = PT$.

Now, we are ready to formally describe our optimization problems to be solved in this paper, which are multi-variable optimization problems.

Minimization of Average Response Time with Average Power Consumption Constraint. Given a UE specified by the parameters $p_1, p_2, \ldots, p_n, \lambda_0, \hat{\lambda}_0, r_0, r_0^2, \tau, \tau^2, \hat{\lambda}_0, \hat{\lambda}_0, P_s, J$, and $n$ MECs specified by the parameters $\lambda_i, r_i, \tau_i, s_i, c_i$, where $1 \leq i \leq n$, and power constraint $P^*$, find a computation offloading strategy $(\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_n)$, such that $T$ is minimized, subject to the conditions that $P \leq P^*$, $\hat{\lambda}_i \leq \lambda_i$, for all $1 \leq i \leq n$, and $\rho_i < 1$, for all $0 \leq i \leq n$.

Minimization of Average Power Consumption with Average Response Time Constraint. Given a UE specified by the parameters $p_1, p_2, \ldots, p_n, \lambda_0, \hat{\lambda}_0, r_0, r_0^2, \tau, \tau^2, \hat{\lambda}_0, \hat{\lambda}_0, P_s, J$, and $n$ MECs specified by the parameters $\lambda_i, r_i, \tau_i, s_i, c_i$, where $1 \leq i \leq n$, and power constraint $P^*$, find a computation offloading strategy $(\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_n)$, such that $P$ is minimized, subject to the conditions that $T \leq T^*$, $\hat{\lambda}_i \leq \lambda_i$, for all $1 \leq i \leq n$, and $\rho_i < 1$, for all $0 \leq i \leq n$.

Notice that a computation offloading strategy $(\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_n)$ is also a load distribution of offloadable tasks on the multiple heterogeneous MEC servers. Our optimization problems are actually load balancing problems, such that desired objectives are optimized.

We would like to emphasize that once an optimization problem is solved, i.e., an optimal computation offloading strategy $(\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_n)$ is found, it can be easily implemented in a real mobile edge computing environment. When a new offloadable task which belongs to $\lambda_i$ is generated, it is offloaded to MECi, with probability $\hat{\lambda}_i/\lambda_i$.

5 The Approach

In this section, we give an outline of our method to solve the three optimization problems.

We would like to mention that the above optimization problems include a subproblem, i.e., the determination of $s_0$, the execution speed of the UE, which depends on the power constraint $P^*$ or the performance constraint $T^*$, and the computation offloading strategy $(\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_n)$, among other factors. However, if we simply view $s_0$ as a function of $\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_n$, then the problems will be more sophisticated and challenging to solve. We devise a unique method in the following discussion, and based on that, we develop a sequence of efficient numerical algorithms to solve the three optimization problems.

Let us rewrite $T$ in Theorem 1 as a function of $\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_n$:

$$T(\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_n) = \frac{\hat{\lambda}_0 (\lambda - (\hat{\lambda}_1 + \hat{\lambda}_2 + \cdots + \hat{\lambda}_n))}{\lambda - (\lambda_1 + \lambda_2 + \cdots + \lambda_n)} \cdot \frac{r_0}{s_0} + \frac{\hat{\lambda}_0 (r_0^2/s_0^2)}{2(1 - (\lambda_0/r_0^2/s_0))} + \frac{\hat{\lambda}_0 (\tau_0^2/s_0^2)}{2(1 - \lambda_0/s_0)} + \sum_{i=1}^{n} \frac{\hat{\lambda}_i}{\lambda_i} \left( \frac{\tau}{s_i} + \frac{d}{c_i} \right).$$
For the idle-speed model, we represent the UE power consumption \( P \) as a function of \( \lambda_1, \lambda_2, ..., \lambda_n \):

\[
P(\lambda_1, \lambda_2, ..., \lambda_n) = \left( \frac{\lambda_0 T}{s_0} + (\lambda - (\lambda_1 + \lambda_2 + ... + \lambda_n)) \frac{T}{s_0} \right) \xi s_0^\alpha + P_s + \lambda J.
\]

For a fixed \( \bar{\lambda} = \lambda_1 + \lambda_2 + ... + \lambda_n \), we know that the condition \( P(\lambda_1, \lambda_2, ..., \lambda_n) = P^* \) implies that

\[
(\frac{\lambda_0 T}{s_0} + (\lambda - \bar{\lambda}) \frac{T}{s_0}) \xi s_0^\alpha + P_s + \lambda J = P^*,
\]

which yields

\[
s_0 = \left( \frac{P^* - P_s - \lambda J}{\xi} \right)^{1/\alpha}.
\]

Hence, for a given \( \bar{\lambda} \), \( s_0 \) becomes available.

Furthermore, we have

\[
T(\bar{\lambda}_1, \bar{\lambda}_2, ..., \bar{\lambda}_n) = \frac{\bar{\lambda} - \bar{\lambda}}{\lambda} T_0 + \sum_{i=1}^{n} \frac{\lambda_i}{\lambda} \left( \frac{\tau}{s_i} + \frac{d}{c_i} \right) + \frac{\lambda_i (\tau^2/s_i^2)}{2(1 - (\lambda_i (\tau/s_i) + \lambda_i (\tau/s_i + d/c_i)))}.
\]

where

\[
T_0 = \frac{\lambda_0 T}{s_0} + (\lambda - \bar{\lambda}) \frac{T}{s_0} + \frac{\lambda_0 (\tau^2/s_0^2) + (\lambda - \bar{\lambda}) (\tau^2/s_0^2)}{2(1 - (\lambda_0 (\tau/s_0) + (\lambda - \bar{\lambda}) (\tau/s_0)))},
\]

which is entirely known for a fixed \( \bar{\lambda} \). Therefore, for both power consumption models, we essentially need to find \( (\lambda_1, \lambda_2, ..., \lambda_n) \), which minimize \( T(\lambda_1, \lambda_2, ..., \lambda_n) \) in Eq. (1), under the constraint that

\[
\lambda_1 + \lambda_2 + ... + \lambda_n = \bar{\lambda},
\]

for a given \( \bar{\lambda} \). Then we decide the value of \( \bar{\lambda} \), such that \( T(\lambda_1, \lambda_2, ..., \lambda_n) \) is optimized.

6 Minimization of Average Response Time with Average Power Consumption Constraint

In this section, we solve the problem of minimization of average response time with average power consumption constraint.

6.1 A Numerical Method

Our optimization problem to minimize the average response time with average power consumption constraint can be solved by using the method of Lagrange multiplier, namely, \( \nabla T(\lambda_1, \lambda_2, ..., \lambda_n) = \phi \nabla F(\lambda_1, \lambda_2, ..., \lambda_n) \), where \( F(\lambda_1, \lambda_2, ..., \lambda_n) = \lambda_1 + \lambda_2 + ... + \lambda_n = \lambda \) that is, \( \partial T/\partial \lambda_i = \phi \partial F/\partial \lambda_i = \phi \), for all \( 1 \leq i \leq n \), where \( \phi \) is a Lagrange multiplier. Notice that

\[
\frac{\partial T}{\partial \lambda_i} = \frac{1}{\lambda} \left( \left( \frac{\tau}{s_i} + \frac{d}{c_i} \right) + \frac{\lambda_i (\tau^2/s_i^2) + (\lambda - \bar{\lambda}) (\tau^2/s_0^2) + \lambda_i (\tau^2/s_i^2) + \frac{2\tau d}{(s_i c_i)} + \frac{2\tau d}{(s_0 c_0)} \right)}{2(1 - (\lambda_i (\tau/s_i) + \lambda_i (\tau/s_i + d/c_i)))}.
\]

for all \( 1 \leq i \leq n \).

In the following, we develop a numerical method (which consists of a series of numerical algorithms) to solve the problem of minimization of average response time with average power consumption constraint.

Algorithm 1: Find \( \bar{\lambda} \)

Input: \( \bar{\lambda}, \tau, r, d, \alpha, \) and \( \lambda_i, \tau_i, r, s_i, c_i \), and \( \phi \).

Output: \( \bar{\lambda} \) such that \( \partial T/\partial \bar{\lambda} = \phi \).

Initialize the search interval of \( \bar{\lambda} \) as \( (0, \bar{\lambda}^*) \); (1)

\textbf{while} (the length of the search interval is \( \geq \varepsilon \)) \textbf{do} (2)

\( \bar{\lambda} \leftarrow \) the middle point of the search interval; (3)

Calculate \( \partial T/\partial \bar{\lambda} \); (4)

\textbf{if} \( (\partial T/\partial \bar{\lambda} < \phi) \) \textbf{then} (5)

Change the search interval to the right half; (6)

\textbf{else} (7)

Change the search interval to the left half; (8)

\textbf{end if} (9)

\textbf{end do}; (10)

\( \bar{\lambda} \leftarrow \) the middle point of the search interval; (11)

Calculate \( \partial T/\partial \bar{\lambda} \); (12)

\textbf{return} \( \bar{\lambda} \). (13)

Firstly, for a given \( \phi \), our numerical algorithm to find \( \bar{\lambda} \) such that \( \partial T/\partial \bar{\lambda} = \phi \) is given in Algorithm 1. The algorithm uses the classical bisection method based on the observation that \( \partial T/\partial \bar{\lambda} \) is an increasing function of \( \bar{\lambda} \). As shown in the proof of Theorem 2, \( \bar{\lambda} \) is in the range \( (0, \bar{\lambda}^*) \), where

\[
\bar{\lambda}^* = \left( \frac{1 - \bar{\lambda}/r_c}{\frac{\tau}{s_i} + \frac{d}{c_i}} \right)^{-1}.
\]
Then, the time complexity of Algorithm 1 is $O(\log(I/\epsilon))$.

Initialize the search interval of $\phi$ as $(0, ub)$, where $ub$ is sufficiently large;

while (the length of the search interval is $\geq \epsilon$) do

$\phi \leftarrow$ the middle point of the search interval;

for $i \leftarrow 1$ to $n$ do

Find $\lambda_i$ so that $\partial T/\partial \lambda_i = \phi$ using Algorithm 1; (15)

end do;

if $(\lambda_1 + \lambda_2 + \cdots + \lambda_n < \bar{\lambda})$ then

Change the search interval to the right half; (8)

else

Change the search interval to the left half; (10)

end if;

end do;

return $\bar{\lambda}_1, \bar{\lambda}_2, \ldots, \bar{\lambda}_n$. (17)

Secondly, for a given $\bar{\lambda}$, our numerical algorithm to find $\phi$ and $\bar{\lambda}_1, \bar{\lambda}_2, \ldots, \bar{\lambda}_n$, such that $\partial T/\partial \lambda_i = \phi$, for all $1 \leq i \leq n$, and $\lambda_1 + \lambda_2 + \cdots + \lambda_n = \bar{\lambda}$, is given in Algorithm 2. Again, the algorithm uses the classical bisection method based on the observation that $\bar{\lambda}$ is an increasing function $\phi$, and thus $\bar{\lambda}_1 + \bar{\lambda}_2 + \cdots + \bar{\lambda}_n$ is also an increasing function $\phi$. Due to the nested loops and the calling of Algorithm 1, the time complexity of Algorithm 2 is $O(n(\log(I/\epsilon))^3)$.

Initialize the search interval of $\bar{\lambda}$ by using Theorem 2;

while (the length of the search interval is $\geq \epsilon$) do

$\bar{\lambda} \leftarrow$ the middle point of the search interval;

Call Algorithm 2 to get $\bar{\lambda}_1, \bar{\lambda}_2, \ldots, \bar{\lambda}_n$; (4)

Calculate $s_0$; (5)

Calculate $\partial T/\partial \bar{\lambda}$; (6)

if $(\partial T/\partial \bar{\lambda} < 0)$ then

Change the search interval to the right half; (7)

else

Change the search interval to the left half; (8)

end if;

end do;

return $\bar{\lambda}$. (14)

Thirdly, we view $T(\bar{\lambda})$ as a function of $\bar{\lambda}$. Our numerical algorithm to find $\bar{\lambda}$ such that $\partial T/\partial \bar{\lambda} = 0$ (i.e., $T$ is minimized) is given in Algorithm 3. Again, the algorithm uses the classical bisection method based on the observation that $T$ is a convex function, and $\partial T/\partial \bar{\lambda}$ is an increasing function $\bar{\lambda}$. Since there is no analytical form of $\partial T/\partial \bar{\lambda}$, the value of $\partial T/\partial \bar{\lambda}$ is obtained by calculating

$$\frac{\partial T}{\partial \bar{\lambda}} = \frac{T(\bar{\lambda} + \Delta) - T(\bar{\lambda})}{\Delta}$$

for sufficiently small $\Delta$. We set $\Delta = 10^{-7}$ in this paper. Due to the nested loops and the calling of Algorithm 2, the time complexity of Algorithm 3 is $O(n(\log(I/\epsilon))^3)$.

The determination of the search interval of $\bar{\lambda}$ is critical to satisfy the many constraints in our optimization problem. The following theorem gives the initial search interval of $\bar{\lambda}$ in Algorithm 3.

**Theorem 2.** $\bar{\lambda}$ is in the range

$$\bar{\lambda} \in \left( \bar{\lambda}^*, \min \left( \frac{P^* - P_s}{J}, \sum_{i=1}^n \min \left( \lambda_i, \left( 1 - \lambda_i \frac{r_i}{s_i} \left( \frac{r}{s_i} + \frac{d_i}{c_i} \right)^{-1} \right) \right) \right) \right),$$

where $\bar{\lambda}^*$ is the solution to the equation

$$\bar{\lambda}_0 \frac{r_0}{s_0} + (\bar{\lambda} - \bar{\lambda}) \frac{r}{\xi} = \left( \frac{P^* - P_s - \bar{\lambda}J}{\xi} \right)^{1/\alpha},$$

in the range $\bar{\lambda}^* \in (0, \bar{\lambda})$.

**Proof.** There are several conditions which $\bar{\lambda}$ must satisfy. First, recall that

$$s_0 = \left( \frac{P^* - P_s - \bar{\lambda}J}{\xi(\bar{\lambda}_0 \frac{r_0}{s_0} + (\bar{\lambda} - \bar{\lambda}) \frac{r}{\xi})} \right)^{1/(\alpha-1)},$$

for the idle-speed model, and

$$s_0 = \left( \frac{P^* - P_s - \bar{\lambda}J}{\xi} \right)^{1/\alpha},$$

for the constant-speed model. Since $s_0 > 0$, we get $\bar{\lambda} < \frac{P^* - P_s}{J}$.

The above condition essentially states that $\bar{\lambda}$ cannot be too large; otherwise, the UE will not be able to finish data transmissions for offloaded tasks.

Second, the condition $\rho_0 < 1$ requires that

$$\bar{\lambda}_0 \frac{r_0}{s_0} + (\bar{\lambda} - \bar{\lambda}) \frac{r}{s_0} < 1,$$

that is,

$$\bar{\lambda}_0 \frac{r_0}{s_0} + (\bar{\lambda} - \bar{\lambda}) \frac{r}{s_0} < s_0.$$
For the constant-speed model, we get the same inequality. If 
\( \hat{\lambda}^* \) is the solution to the equation
\[
\hat{\lambda}_0 \theta_0 + (\hat{\lambda} - \hat{\lambda}) \Gamma = \left( \frac{P^* - P_\lambda - \hat{\lambda} J}{\xi} \right)^{1/\alpha},
\]
in the range \( \hat{\lambda}^* \in (0, \hat{\lambda}) \), then we have \( \hat{\lambda} > \hat{\lambda}^* \).

Third, the condition \( \rho_i < 1 \) implies that
\[
\hat{\lambda}_i \frac{\tau}{s_i} + \hat{\lambda}_i \left( \frac{\tau}{s_i} + \frac{d}{c_i} \right) < 1,
\]
which yields
\[
\hat{\lambda}_i < \left( 1 - \hat{\lambda}_i \frac{\tau}{s_i} \right) \left( \frac{\tau}{s_i} + \frac{d}{c_i} \right)^{-1},
\]
which, together with the condition \( \hat{\lambda}_i \leq \lambda_i \), gives
\[
\hat{\lambda}_i < \min \left( \hat{\lambda}_i, \left( 1 - \hat{\lambda}_i \frac{\tau}{s_i} \right) \left( \frac{\tau}{s_i} + \frac{d}{c_i} \right)^{-1} \right),
\]
for all \( 1 \leq i \leq n \). Consequently, we have
\[
\hat{\lambda} < \sum_{i=1}^{n} \min \left( \hat{\lambda}_i, \left( 1 - \hat{\lambda}_i \frac{\tau}{s_i} \right) \left( \frac{\tau}{s_i} + \frac{d}{c_i} \right)^{-1} \right).
\]

To summarize the above discussion, we know that \( \hat{\lambda} \) is in the range given in the theorem.

It is clear that \( \hat{\lambda}^* \) does not accommodate a closed-form expression. However, it can be easily obtained numerically, as shown in Algorithm 4, where we observe that
\[
f(\hat{\lambda}) = \left( \hat{\lambda}_0 \theta_0 + (\hat{\lambda} - \hat{\lambda}) \Gamma \right) \left( \frac{P^* - P_\lambda - \hat{\lambda} J}{\xi} \right)^{1/\alpha},
\]
is a decreasing function of \( \hat{\lambda} \). It is clear that the time complexity of Algorithm 4 is \( O(\log(I/\epsilon)) \).

\[\text{Algorithm 4: Find } \hat{\lambda}^*\]
\[
\text{Input: } \lambda_0, \hat{\lambda}, \theta_0, \Gamma, P^*, P_\lambda, J, \xi, \alpha. \\
\text{Output: } \hat{\lambda}^* \text{ such that } f(\hat{\lambda}^*) = 1.
\]

\[
\text{Initialize the search interval of } \hat{\lambda}^* \text{ as } (0, \hat{\lambda}); \quad (1) \\
\text{while (the length of the search interval is } \geq \epsilon \text{) do} \quad (2) \\
\quad \hat{\lambda}^* \leftarrow \text{the middle point of the search interval}; \quad (3) \\
\quad \text{Calculate } f(\hat{\lambda}^*); \quad (4) \\
\quad \text{if } (f(\hat{\lambda}^*) > 1) \text{ then} \quad (5) \\
\quad \quad \text{Change the search interval to the right half;} \quad (6) \\
\quad \text{else} \quad \quad \text{Change the search interval to the left half;} \quad (7) \\
\quad \text{end if} \quad \quad \text{end do} \quad \quad \text{end if} \quad \quad \text{return } \hat{\lambda}^*. \quad (12)
\]

Notice that line (6) of Algorithm 3 uses a numerical method to calculate \( \partial T/\partial \lambda \). The following theorem gives the accuracy of this method.

**Theorem 3.** The \( \hat{\lambda} \) found by Algorithm 3 deviates less than \( 2 \Delta \) from the real value of \( \hat{\lambda} \).

**Proof.** Let \( \hat{\lambda}_m \) be the value set in line (3) and \( \hat{\lambda}_r \) be the real value of \( \hat{\lambda} \). The correctness of the Algorithm 3 depends on the decision in line (7). We say that Algorithm 3 makes a correct decision if the outcome of line (7) is consistent with the real sign of \( \partial T/\partial \lambda_m \). If every time line (7) makes a correct decision on whether \( \partial T/\partial \lambda_m < 0 \), then the \( \hat{\lambda} \) found by Algorithm 3 is exactly the real value \( \hat{\lambda} \). However, Algorithm 3 may make an incorrect decision due to the calculation of \( \partial T/\partial \lambda_m = (T(\lambda_m + \Delta) - T(\lambda_m))/\Delta \). This may happen when \( \lambda_m < \hat{\lambda} \). Clearly, \( \partial T/\partial \lambda_m < 0 \), and the search interval is changed to the right half. However, if \( \hat{\lambda} < \lambda_m + \Delta \) and \( T(\lambda_m + \Delta) > T(\lambda_m) \), then \( \partial T/\partial \lambda_m > 0 \) by using the numerical method, and the search interval is changed to the left half. This means that Algorithm 3 will never find \( \hat{\lambda} \), i.e., the real value of \( \hat{\lambda} \). Algorithm 3 continues the search and makes correct decisions until the search interval is less than \( 2 \Delta \). In this case, the middle point \( \lambda_m \) of the search interval in line (3) can again be too close to \( \hat{\lambda} \), so that Algorithm 3 makes an incorrect decision. However, since the search interval is small enough, the \( \hat{\lambda} \) found by Algorithm 3 deviates less than \( 2 \Delta \) from the real value of \( \hat{\lambda} \). The theorem is proven.

Finally, we are ready to present our main algorithm for minimization of average response time with average power consumption constraint, which is described in Algorithm 5. The overall time complexity of Algorithm 5 is \( O(n(\log(I/\epsilon))^{3/2}) \). Algorithm 5 is able to produce management decisions, i.e., an optimal computation offloading strategy \( (\lambda_1, \lambda_2, ..., \lambda_n) \), with time complexity independent of the types of tasks.

We would like to mention that due to the efficiency of the bisection method, all our algorithms are extremely fast. The reason is that for all real search intervals, the value of \( \log(I/\epsilon) \) is just a small constant.

We also emphasize that Algorithm 5 will be employed to solve the other two optimization problems in Sections 7–8. In other words, the three optimization problems in this paper are very closely related.

\[\text{Algorithm 5: Minimize Average Response Time with Average Power Consumption Constraint}\]
\[
\text{Input: } p_1, p_2, ..., p_n, \lambda_0, \lambda, \theta_0, P_\lambda, \Gamma, \overline{\tau}, \overline{\nu}, \overline{d}, \overline{\xi}, \alpha, P_\lambda, J, \text{ and } \lambda_i, \theta_i, \overline{\tau}_i, \overline{\nu}_i, \overline{d}_i, \overline{\xi}_i \text{ where } 1 \leq i \leq n, \text{ and power constraint } P^* \text{.} \\
\text{Output: } (\hat{\lambda}_1, \hat{\lambda}_2, ..., \hat{\lambda}_n) \text{ and the minimized } T.
\]

\[
\text{Call Algorithm 4 to get } \hat{\lambda}^*; \quad (1) \\
\text{Call Algorithm 3 to get } \hat{\lambda}; \quad (2) \\
\text{Call Algorithm 2 to get } \hat{\lambda}_1, \hat{\lambda}_2, ..., \hat{\lambda}_n; \quad (3) \\
\text{Calculate } T; \quad (4) \\
\text{return } (\hat{\lambda}_1, \hat{\lambda}_2, ..., \hat{\lambda}_n) \text{ and } T. \quad (5)
\]

### 6.2 Numerical Examples and Data

In this section, we demonstrate numerical examples and data.

Let us consider a UE with \( \lambda_0 = 1.0 \) tasks/second, \( \lambda = 4.5 \) tasks/second, \( \lambda = \lambda_0 + \lambda = 5.5 \) tasks/second, \( \theta_0 = 0.5 \)
TABLE 1
Numerical Data for Minimizing Average Response Time with Average Power Consumption Constraint (Idle-Speed Model)

<table>
<thead>
<tr>
<th>$p_i$</th>
<th>$\lambda_i$</th>
<th>$\tau_{i}$</th>
<th>$\tau_{t}$</th>
<th>$\pi_{i}/s_i$</th>
<th>$\pi_{i}(\tau_{t}/s_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0828571</td>
<td>0.1028571</td>
<td>0.1228571</td>
<td>0.1428571</td>
<td>0.1628571</td>
<td>0.1828571</td>
</tr>
</tbody>
</table>

TABLE 2
Numerical Data for Minimizing Average Response Time with Average Power Consumption Constraint (Constant-Speed Model)

<table>
<thead>
<tr>
<th>$p_i$</th>
<th>$\lambda_i$</th>
<th>$\tau_{i}$</th>
<th>$\tau_{t}$</th>
<th>$\pi_{i}/s_i$</th>
<th>$\pi_{i}(\tau_{t}/s_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0828571</td>
<td>0.1028571</td>
<td>0.1228571</td>
<td>0.1428571</td>
<td>0.1628571</td>
<td>0.1828571</td>
</tr>
</tbody>
</table>

Finally, we display the output of our algorithms, including $\bar{\lambda}$ (i.e., the optimal computation offloading strategy), $\bar{\lambda}_i$ (i.e., the actual workload on each server), $\rho_i$ (i.e., the utilization of each server), and $T_i$ (i.e., the average response time of each server), for all $0 \leq i \leq n$.

The search interval of $\bar{\lambda}$ found by Algorithm 4 is $(4.0328485, 4.4729836)$, and the optimal choice of $\bar{\lambda}$ found by Algorithm 3 is $\bar{\lambda} = 4.1456417$ tasks/second. The minimized average response time of all offloadable and non-offloadable tasks generated on the UE obtained by Algorithm 5 is $T = 4.4539410$ seconds.

In Table 2, we show numerical data for minimizing average response time with average power consumption constraint for the constant-speed model. All the data are displayed in the same way as that of Table 1. The search interval of $\bar{\lambda}$ found by Algorithm 4 is $(4.0328485, 4.4729836)$, and the optimal choice of $\bar{\lambda}$ found by Algorithm 3 is $\bar{\lambda} = 4.1651254$ tasks/second. The minimized average response time of all offloadable and non-offloadable tasks generated on the UE obtained by Algorithm 5 is $T = 4.7963025$ seconds.

BL, $\bar{\tau}_{t} = 0.4$ BL, $\tau = 1.5$ BL, $\bar{\tau} = 3.0$ BL, $\bar{d} = 1.0$ MB, $\bar{P}$ = 1.5 MB, $\xi = 1.5$, $\alpha = 3.0$, $P_s = 2.0$ Watts, $J = 0.1$ Joules, and $P_r^* = 5.0$ Watts.

There are $n = 7$ MECs with $p_1 = 1.0/n - 0.06$, $p_2 = 1.0/n - 0.06$, $p_3 = 1.0/n - 0.06$, $p_4 = 1.0/n - 0.06$, $p_5 = 1.0/n - 0.06$, $p_6 = 1.0/n - 0.06$, $p_7 = 1.0/n - 0.06$. The $n$ MECs are set as $p_i = \bar{p}_i \lambda$ tasks/second, $\lambda_i = 1.50 - 0.05(i - 1)$ tasks/second, $\bar{\tau}_{t} = 1.0 + 0.05(i - 1)$ BL, $\bar{\tau}_{t} = (1.35 + 0.05(i - 1)) \bar{\tau}_{t}^2$ BL, $s_i = 2.5 + 0.1(i - 1)$ GHz, $c_i = 10.0 + 0.5(i - 1)$ MB/second, for all $1 \leq i \leq n$.

In Table 1, we show numerical data for minimizing average average response time with average power consumption constraint for the idle-speed model. First, we show $p_i$ and $\lambda_i$ for all $1 \leq i \leq n$. Second, we show $\lambda_i$, $\bar{\tau}_{t}$, $\bar{\tau}_{t}$, $s_i$ for all $0 \leq i \leq n$. Third, we show $\pi_{i}/s_i$ (i.e., the average computation time of an offloadable task on the UE or an MEC), $\pi_{i}(\tau_{t}/s_i)$ (i.e., the average computation time of a non-offloadable task on the UE or a preloaded task on MEC), and $\lambda_i(\tau_{t}/s_i)$ (i.e., the utilization due to non-offloadable tasks on the UE or preloaded tasks on MEC), for all $0 \leq i \leq n$. Fourth, we show $\lambda_i(\tau_{t}/s_i)$ in Algorithm 1 and obtained in the proof of Theorem 2, and $c_i$, $\bar{d}/c_i$, for all $1 \leq i \leq n$.
vations. (1) MEC_1, MEC_2, MEC_3 receive all the offloadable tasks designated to them, i.e., λ_i = λ', for all 1 ≤ i ≤ 3, due to their relatively low λ_i. (2) MEC_4, MEC_5, MEC_6, MEC_7 do not receive all the offloadable tasks designated to them, and the remaining offloadable tasks are processed by the UE itself, i.e., λ_i < λ', for all 4 ≤ i ≤ 7, due to their relatively high λ_i. (3) Given the same power constraint P^*, compared with the idle-speed model, the constant-speed model results in reduced s_0 and λ_0, increased λ, increased T_i for all i = 0, 4, 5, 6, 7, and increased T.

6.3 Power-Performance Tradeoff

In this section, we show the power-performance tradeoff and the impact of various parameters for the idle-speed model.

In Figure 2, we examine the impact of the speed of data communication on the average response time of all offloadable and non-offloadable tasks generated on the UE for the idle-speed model. We show T as a function of P^* for c_i = c + 0.5(i - 1) MB/second, where c = 10.0, 15.0, 20.0, 25.0, 30.0 MD/second.

In Figure 3, we examine the amount of data communication on the average response time of all offloadable and non-offloadable tasks generated on the UE for the idle-speed model. We show T as a function of P^* for d = 0.6, 0.7, 0.8, 0.9, 1.0 MD.

In Figure 4, we examine the impact of the energy consumption of data communication on the average response time of all offloadable and non-offloadable tasks generated on the UE for the idle-speed model. We show T as a function of P^* for J = 0.02, 0.04, 0.06, 0.08, 0.10 Joules.

We have the following observations. (1) These figures all demonstrate the power-performance tradeoff, i.e., more (less, respectively) average power consumption results in shorter (longer, respectively) average response time. (2) These figures also demonstrate the impact of various parameters. Figures 2–3 show that for the same power constraint, increasing the speed of data communication or decreasing the amount of data communication results in noticeable decrement in the average response time. The reason is that the processing times of offloaded tasks on all the MECs are reduced. (3) However, Figure 4 shows that decreasing the energy consumption of data communication only increases the speed of the UE and slightly decreases the average response time.

(Due to space limitation, our numerical data to show the power-performance tradeoff and the impact of various parameters for the constant-speed model are moved to Section 2.1 of the supplementary file.)

7 Minimization of Average Power Consumption with Average Response Time Constraint

In this section, we solve the problem of minimization of average power consumption with average response time constraint.

7.1 A Numerical Algorithm

Our optimization problem to minimize average power consumption with average response time constraint can be solved by using the algorithms in Section 6.1. Our numerical
method is given in Algorithm 6. The algorithm uses the classical bisection method based on the observation that $T$ obtained by Algorithm 5 is a decreasing function of $P^\ast$. The overall time complexity of Algorithm 6 is $O(n(\log(I/\varepsilon))^4)$.

**Algorithm 6**: Minimize Average Power Consumption with Average Response Time Constraint

- **Input**: $p_1, p_2, \ldots, p_n, \tilde{\lambda}_0, \tilde{\lambda}, \tilde{\tau}, \tilde{\tau}_0, \tilde{\tau}, \tilde{a}, \tilde{J}, \xi, \alpha, P_2, J$, and $\tilde{\lambda}_i, \tilde{\tau}_i, \tilde{r}_i, s_i, \alpha_i$, where $1 \leq i \leq n$, and performance constraint $T^\ast$.
- **Output**: $(\tilde{\lambda}_1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_n)$ and the minimized $P$.

1. Initialize the search interval of $P$ as $(lb, ub)$;
2. while (the length of the search interval is $\geq \varepsilon$) do
3. \hspace{1em} $P^\ast \leftarrow$ the middle point of the search interval;
4. \hspace{1em} Get $T$ by using Algorithm 5;
5. \hspace{1em} if ($T > T^\ast$) then
6. \hspace{2em} Change the search interval to the right half;
7. \hspace{1em} else
8. \hspace{2em} Change the search interval to the left half;
9. \hspace{1em} end if
10. end do;
11. $P \leftarrow$ the middle point of the search interval;
12. return $(\tilde{\lambda}_1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_n)$ and $P$.

To find the $lb$ in the algorithm, we notice that since $s_0 > 0$, we need $P^\ast > P_s + \tilde{\lambda}J$. Because $\tilde{\lambda} > \lambda^\ast$, where $\lambda^\ast$ is defined in the proof of Theorem 2 and can be found by using Algorithm 4, we set $lb = P_s + \lambda^\ast J$.

### 7.2 Numerical Examples and Data

In this section, we demonstrate numerical examples and data.

We use the same UE and MEC parameter setting in Section 6.2. Let $T^\ast = 4.0$ seconds.

In Tables 3-4, we show numerical data for minimizing average power consumption with average response time constraint for the idle-speed model and the constant-speed model respectively. For the idle-speed model, we get $P = 5.9001117$ Watts and $\tilde{\lambda} = 4.0831363$ tasks/second.

For the constant-speed model, we get $P = 6.7750964$ Watts and $\tilde{\lambda} = 4.0580587$ tasks/second. As expected, to achieve the same performance goal $T^\ast$, the constant-speed model consumes more power than the idle-speed model.

From both Tables 3 and 4, we make the following observations. (1) Lower indexed MECs receive all the offloadable tasks designated to them, due to their relatively low $\tilde{\lambda}_i$. (2) Higher indexed MECs do not receive all the offloadable tasks designated to them, and the remaining offloadable tasks are processed by the UE itself, due to their relatively high $\tilde{\lambda}_i$. (3) Given the same performance constraint $T^\ast$, compared with the idle-speed model, the constant-speed model results in reduced $s_0$, increased $\tilde{\lambda}_0$ and increased $T_0$, reduced $\tilde{\lambda}$, reduced $T_1$ for all $i = 3, 4, 5, 6, 7$, and increased $P$.

### 7.3 Power-Performance Tradeoff

In this section, we show the power-performance tradeoff and the impact of various parameters for the idle-speed model.

In Figure 5, we examine the impact of the speed of data communication on the average power consumption.
of all offloadable and non-offloadable tasks generated on the UE for the idle-speed model. We show $P$ as a function of $T^*$ for $c_i = c + 0.5(i-1)$ MB/second, where $c = 6.0, 7.0, 8.0, 9.0, 10.0$ MD/second.

In Figure 6, we examine the impact of the amount of data communication on the average power consumption of all offloadable and non-offloadable tasks generated on the UE for the idle-speed model. We show $P$ as a function of $T^*$ for $d = 1.0, 1.1, 1.2, 1.3, 1.4$ MD.

In Figure 7, we examine the impact of the energy consumption of data communication on the average power consumption of all offloadable and non-offloadable tasks generated on the UE for the idle-speed model. We show $P$ as a function of $T^*$ for $J = 0.10, 0.12, 0.14, 0.16, 0.18$ Joules.

We have the following observations. (1) These figures all demonstrate the power-performance tradeoff, i.e., longer (shorter, respectively) average response time results in less (more, respectively) average power consumption. (2) These figures also demonstrate the impact of various parameters. Figures 5–6 show that for the same performance constraint, decreasing the speed of data communication or increasing the amount of data communication results in noticeable increment in the average power consumption. The reason is that the processing times of offloaded tasks on all the MECs are increased. To keep the same average response time, the speed of the UE should be significantly enhanced to handle increased amount of offloadable but not offloaded tasks.

(3) However, Figure 7 shows that increasing the energy consumption of data communication only slightly increases the average power consumption of the UE.

(Due to space limitation, our numerical data to show the power-performance tradeoff and the impact of various parameters for the constant-speed model are moved to Section 2.2 of the supplementary file.)

8 Minimization of Cost-Performance Ratio

In this section, we solve the problem of minimization of the cost-performance ratio. (Due to space limitation, this section is moved to Section 3 of the supplementary file.)

9 Concluding Remarks

We have considered computation offloading strategy optimization with multiple heterogeneous servers in mobile edge computing. Our approach is to establish a queueing model for a UE and multiple MECs, and also power
consumption models for the UE, so that the discussion on cost and performance can be carried out rigorously. In particular, we have formulated and investigated three multi-variable optimization problems, i.e., minimization of average response time with average power consumption constraint, minimization of average power consumption with average response time constraint, and minimization of cost-performance ratio. We have developed effective and efficient numerical algorithms to solve the three problems. We have also demonstrated numerical examples and data to show the effectiveness of our method and to show the power-performance tradeoff, the power-time product, and the impact of various parameters. Since our models involve parameters easily available for any UE and MECs in any real-world scenario and our methods are computationally very efficient, the proposed computation offloading strategy optimizations in this paper can be applied to any real-world applications in mobile edge computing and fog computing.

There are still some issues worth of further investigation. First, in our model, it is assumed that an MEC server performs communication with the UE and then does the computation for each offloaded task. It is clear that enhanced performance can be achieved by overlapping communication and computation, i.e., communication is performed while a task is waiting. However, it is very challenging to analytically study such a sophisticated situation. Second, it is interesting to consider the case when each MEC server is a multicore server and requires a multiserver queuing model (e.g., M/G/m). Finally, it is of practical interest and importance to implement the optimizing techniques developed in this paper in real application environments.
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