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Abstract—The performance of dynamic distance-based location management schemes (DBLMS) in wireless communication

networks is analyzed. A Markov chain is developed as a mobility model to describe the movement of a mobile terminal in 2D cellular

structures. The paging area residence time is characterized for arbitrary cell residence time by using the Markov chain. The expected

number of paging area boundary crossings and the cost of the distance-based location update method are analyzed by using the

classical renewal theory for two different call handling models. For the call plus location update model, two cases are considered. In the

first case, the intercall time has an arbitrary distribution and the cell residence time has an exponential distribution. In the second case,

the intercall time has a hyper-Erlang distribution and the cell residence time has an arbitrary distribution. For the call without location

update model, both intercall time and cell residence time can have arbitrary distributions. Our analysis makes it possible to find the

optimal distance threshold that minimizes the total cost of location management in a DBLMS.

Index Terms—Cost analysis, distance-based location management scheme, renewal process, wireless communication network

Ç

1 INTRODUCTION

1.1 Motivation

IN order to successfully and efficiently deliver incoming
calls to a mobile terminal, a cellular wireless commu-

nication network that provides personal communication
service (PCS) needs to constantly keep track of the location
of a mobile terminal. Therefore, location and mobility
management is an important and fundamental issue in
wireless communication. A location management scheme is
a key and critical component of any wireless communica-
tion network to effectively deliver network services to
mobile users. There are two essential tasks in location
management, namely, location update (location registra-
tion) and terminal paging (call delivery):

. Location update is the process for a mobile terminal to
periodically notify its current location to a network
so that the network can revise the mobile terminal’s
location profile in a location database.

. Terminal paging is the process for a network to search
a mobile terminal by sending polling signals based
on the information of its last reported location so
that an incoming phone call can be routed to the
mobile terminal.

The location database entry of a mobile terminal is updated
when the mobile terminal performs a location update and/
or when a network performs a terminal paging during the
call delivery to the mobile terminal.

Both location update and terminal paging consume
significant communication bandwidth of a wireless net-
work, battery power of mobile terminals, memory space in
location registers and databases, and computing time at
base stations. Therefore, both location update cost and
terminal paging cost should be minimized. However, there
is a tradeoff between the cost of location update and the cost
of terminal paging. More location updates are likely to
reduce the cost of terminal paging, but excessive location
update wastes system resources while contributes little to
call delivery. On the other hand, insufficient location
update increases cost of terminal paging. A dynamic
location management scheme has the capability to adjust
its location update and terminal paging strategies based on
the mobility pattern and incoming call characteristics of a
mobile terminal, such that the combined cost of location
update and terminal paging is minimized.

1.2 Existing Work

The design and analysis of any dynamic location manage-
ment scheme depend on a mobility model of mobile
terminals. Various mobility models have been proposed in
the literature, including the shortest distance mobility
model [2], [3], the fluid flow model [7], [12], the big move
and the random walk models [13], the user mobility pattern
scheme [15], the cell coordinates system [32], the isotropic
diffusive motion model [34], 1D Markov chains [4], [11],
[14], [31], [37], and 2D Markov chains [5], [7], [17], [24].

There are three location update methods, namely, the
distance-based method, the movement-based method, and
the time-based method [11]. Accordingly, there are three
types of dynamic location management schemes, namely,
distance-based location management schemes (DBLMS), move-
ment-based location management schemes (MBLMS), and time-
based location management schemes (TBLMS). A DBLMS (an
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MBLMS and a TBLMS, respectively) employs the distance-
based (movement-based and time-based, respectively) loca-
tion update method. Furthermore, a DBLMS or an MBLMS
or a TBLMS can use various terminal paging methods.

Dynamic location management has been studied exten-
sively by many researchers. The performance of movement-
based location management schemes has been investigated
in [5], [11], [19], [27], [28], [29], [30], [33], [47], [50]. The
performance of distance-based location management
schemes has been studied in [3], [11], [14], [24], [31], [32].
The performance of time-based location management
schemes has been considered in [4], [11], [12], [34]. Terminal
paging methods with low cost and time delay have been
studied by several researchers [2], [5], [10], [24], [36], [44],
[46]. Other studied were reported in [7], [13], [15], [17], [18],
[20], [35], [37], [45], [49]. Dynamic location management in a
wireless communication network with a finite number of
cells has been treated as an optimization problem which is
solved by using bioinspired methods such as simulated
annealing, neural networks, and genetic algorithms [8], [38],
[40], [41], [42], [43]. The reader is also referred to the surveys
in [6], [26], [39], [22, Chapter 15], and [23, Chapter 11].

For distance-based location management schemes, the
studies in [11], [14], [31] assume that a wireless commu-
nication network has a linear cellular structure. Such
modeling is certainly practically less interesting, since a
wireless communication network has a 2D configuration. A
discrete-time random walk model was developed in [24],
where a wireless communication network has a 2D
hexagonal cell structure. However, the Markov chain model
of [24] implies that intercall times and cell residence times
are geometrically distributed, and the model cannot be
applied to intercall times and cell residence times that are
continuous random variables with arbitrary distributions. A
modified distance-based location update method is con-
sidered in [3] for the 2D mesh cell structure, where the
objective is to find an optimal location registration area such
that the location update cost is minimized. The study in [32]
deviates more from other studies, where the mobility of a
mobile terminal is not modeled using cell residence times
but the speed and direction of movement in a cell
coordinates system.

The investigation in [52] is the most related work to our
study, in which, the expected number of location updates
between two consecutive phone calls is derived, and the
result is further used to determine the optimal distance
threshold that minimizes the total location management
cost. The main problem is that the transition probabilities of
the Markov chain are not accurate (see Section 4 for detailed
discussion). Another limitation is that it is assumed that
the intercall time has an exponential distribution, although
the cell residence time can have an arbitrary distribution.
The approach in [52] is extended to find location distribu-
tion of a mobile terminal, which is very useful to reduce
paging cost [51]. Analysis of a random walk of a mobile
terminal in a hexagonal cell configuration is also attempted
in [9]. In [48], the authors even considered irregular cell
structures, where an arbitrary cell topology is represented
by a random planar graph.

In summarizing the current research, we find that 1) there
is no accurate description of the movement of a mobile

terminal in 2D cell configurations; 2) there is no any
characterization of the paging area (PA) residence time
which is critical in studying the performance of a DBLMS;
3) and there is no analytical expression of the cost of the
distance-based location update method. The objective of
this paper is to solve the above problems.

1.3 Our Contributions

The present paper makes significant contributions to cost
analysis and minimization of dynamic distance-based
location management schemes in wireless communication
networks. We solve three problems and the main contribu-
tions of the paper are threefold.

The first contribution of the paper is to develop a very
accurate ring level Markov chain as a mobility model to
describe the movement of a mobile terminal (Section 4).
Results of the Markov chain are critical in studying the
paging area residence time, which in turn, is critical in
studying location update cost in a DBLMS. We would like
to mention that there are many other important applications
of the results from our Markov chain and paging area
residence time. The Markov chain can be used to study
location distribution of a mobile terminal in a paging area,
which is critical in designing paging methods with reduced
cost in a DBLMS or an MBLMS. Our results from the
Markov chain and paging area residence time can also be
employed to study reachability of a mobile terminal in a
paging area, which is critical in analyzing the quality of
service and in reducing paging cost in a TBLMS.

The second contribution of the paper is to characterize
paging area residence time for arbitrary cell residence time
by using the Markov chain (Theorems 8 and 9). The main
obstacle in analyzing the performance of a DBLMS is to find
the characterization of the paging area residence time based
on known information of the cell residence time. It is clear
that the paging area residence time is determined by the cell
residence time, the movement pattern of a mobile terminal,
and the size of a paging area. By using a Markov chain that
characterizes the movement pattern of a mobile terminal in
a wireless communication network, we successfully find the
characterization of the paging area residence time using
known information of the cell residence time.

The third contribution of the paper is to solve the main
problem in analyzing the performance of a DBLMS, namely,
to find the number of paging area boundary crossings
within any time interval, which is directly related to the
number of location updates in a DBLMS. By using the
classical renewal theory, we are able to derive the expected
number of paging area boundary crossings (Theorems 1-5).
This leads to analytical results on location update cost in a
DBLMS. The results from the Markov chain and paging
area residence time are critical in the analysis of perfor-
mance of a DBLMS for arbitrary intercall time and cell
residence time. Our analysis makes it possible to find the
optimal distance threshold that minimizes the total cost of
location management in a DBLMS.

Our analysis of the distance-based location update
method is conducted for two different call handling models.
For the call plus location update (CPLU) model, we consider
two cases. In the first case, the intercall time has an arbitrary
distribution and the cell residence time has an exponential
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distribution (Theorem 10). In the second case, the intercall
time has a hyper-Erlang distribution and the cell residence
time has an arbitrary distribution (Theorem 11). For the call
without location update (CWLU) model, both intercall time
and cell residence time can have arbitrary distributions
(Theorem 12). It is well known that the distance-based
location update method has lower cost than the movement-
based location update method. However, due to lack of
analytical results of the cost of the distance-based location
update method, it is not clear at all to what extent the
distance-based location update method is better than the
movement-based location update method. Our results in
this paper give clear comparison of the two methods.

The rest of the paper is organized as follows. In Section 2,
we describe the wireless communication network model
used in this paper, location update methods, terminal
paging methods, call handling models, cost analysis, and
notations. In Section 3, we present the mathematical tools
and results used in the paper, especially the probability
distribution and expectation of the number of renewals in a
random time interval in ordinary, equilibrium, and mod-
ified renewal processes. In Section 4, we develop a Markov
chain as a mobility model to characterize the movement
pattern of a mobile terminal in a wireless communication
network. In Section 5, we derive an expression for the
paging area residence time using an expression for the cell
residence time based on the Markov chain. In Section 6, we
study the number of paging area boundary crossings
between two consecutive phone calls and the cost of
location update in a DBLMS under two call handling
models. In Section 7, we demonstrate simulation results to
show the quality of our analysis and numerical data to
show the impact of various parameters and performance
optimization. We conclude the paper in Section 8.

2 PRELIMINARIES

2.1 Dynamic Location Management Schemes

A dynamic location management scheme consists of a
location update method, a terminal paging method, and

a call handling model, all applied in a wireless commu-
nication network.

2.1.1 Wireless Communication Networks

A wireless communication network has the common
hexagonal cell configuration or mesh cell configuration. In
the hexagonal cell structure (see Fig. 1), cells are hexagons of
identical size and each cell has six neighbors. In the mesh cell
structure (see Fig. 2), cells are squares of identical size and
each cell has eight neighbors. Throughout the paper, we let
q be a constant such that q ¼ 3 for the hexagonal cell
configuration and q ¼ 4 for the mesh cell configuration. By
using the constant q, the hexagonal cell configuration and
the mesh cell configuration can be treated in a unified way.
For instance, we can say that each cell has 2q neighbors
without mentioning the particular cell structure. The net-
work is homogeneous in the sense that the behavior of a
mobile terminal is statistically the same in all the cells.

Let s be the cell registered by a mobile terminal in the last
location update. The cells in a wireless networks can be
divided into rings, where s is the center of the network and
called ring 0. The 2q neighbors of s constitute ring 1. In
general, the neighbors of all the cells in ring r, except those
neighbors in rings r� 1 and r, constitute ring rþ 1. For all
r � 0, the cells in ring r have distance r to s. For all r � 1,
the number of cells in ring r is 2qr. Notice that the rings are
defined with respect to s. When a mobile terminal updates
its location to another cell s0, s0 becomes the center of the
network, and ring r consists of the 2qr cells whose distance
to s0 is r.

When a mobile terminal u moves out of a cell s, it is
normally assumed that u moves into one of ss 2q neighbors
with equal probability [19], [27], although this assumption is
irrelevant in analyzing location update cost of movement-
based schemes. However, how umoves into the neighboring
cells is very important in analyzing location update cost of
distance-based schemes and quality of service of time-base
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schemes, and in reducing paging cost, since the way umoves
into the neighboring cells determines how fast or slow u
reaches the boundary of a paging area. When u leaves ring 0
(i.e., s0), u definitely enters ring 1. When u leaves a cell in ring
r � 1, we are interested in a defined as the probability that u
moves into ring rþ 1, and b defined as the probability that u
moves into ring r� 1. It is clear that the probability that
u remains in ring r is 1� a� b. For instance, if u moves into
one of s s 2q neighboring cells with equal probability, then for
a typical cell, we have a ¼ b ¼ ðq � 1Þ=ð2qÞ.

2.1.2 Location Update Methods

A mobile terminal u constantly moves from cell to cell. Such
movement also results in movement from ring to ring. Let
the sequence of cells visited by u before the next phone call
be denoted as s0, s1, s2; . . . , sd; . . . , where s0 ¼ s is u’s last
registered cell (not the cell in which u received the previous
phone call) and considered as u’s current location. There are
three location update methods proposed in the current
literature, namely, the distance-based method, the move-
ment-based method, and the time-based method. In the
distance-based location update method, location update is
performed as soon as u moves into a cell sj in ring d,
where d is a distance threshold, i.e., the distance of u from
the last registered cell s is d, such that sj is registered as u’s
current location. It is clear that j � d, i.e., it takes at least d
steps for u to reach ring d. In the movement-based location
update method, location update is performed as soon as u has
crossed cell boundaries for d times since the last location
update, where d is a movement threshold. It is clear that the
sequence of registered cells for u is sd; s2d; s3d; . . . In the
time-based location update method, location update is per-
formed every � units of time, where � is a time threshold,
regardless of the current location of u.

2.1.3 Terminal Paging Methods

In all dynamic location management schemes, a current
paging area consists of rings 0; 1; 2; . . . ; d� 1, where d is
some value appropriately chosen. We say that such a PA
has radius d. Since the number of cells in ring r is 2qr, for
all r � 1, the total number of cells in a PA is qd2 � qdþ 1.
It should be noticed that a PA is defined with respect to
the current location of a mobile terminal, and is changed
whenever a mobile terminal updates its location. The
radius d of a PA can be adjusted in accordance with
various cost and performance considerations. On the
other hand, the location and size of a cell are fixed in a
wireless network.

Two terminal paging methods have been proposed in the
literature. In the simple paging method, the radius of a PA is
fixed at d, where d is the distance threshold used by a
distance-based location update method, or the movement
threshold used by a movement-based location update
method, or appropriately chosen in accordance with the
time threshold used by a time-based location update method.
In the selective paging method, cells in a PA or the entire
wireless communication network are divided into disjoint
areas, such that these areas are paged one after another
successively, until a mobile terminal is found. The advantage
of the simple paging method is that a mobile terminal is
guaranteed to find in one polling step. The disadvantage of

the simple paging method is the high cost of polling qd2 �
qdþ 1 cells. The advantage of the selective paging method is

the low expected cost of paging. The disadvantage of the

selective paging method is the long time delay in finding a

mobile terminal. Since the main focus of this paper is to study

location update cost in a DBLMS, we will only consider

the simple paging method. We believe that analysis of the

selective paging method as well as its impact on the

performance of a DBLMS is a deep topic and deserves a

separate paper to deal with.

2.1.4 Call Handling Models and Renewal Processes

We will consider two different call handling models [29]. In

the call plus location update model, the location of a mobile

terminal is updated each time a phone call arrives. That is,

in addition to distance-based or movement-based or time-

based location updates, the arrival of a phone call also

initiates location update and defines a new PA. This causes

the original location update cycle of a mobile terminal being

interrupted. In the call without location update model, the

arrival of a phone call has nothing to do with location

update, that is, a mobile terminal still keeps its original

location update cycles.

2.2 Performance Analysis

2.2.1 Notations

Throughout the paper, we use PP ½E� to denote the

probability of an event E. For a random variable T , we

use EEðT Þ to represent the expectation of T and

�T ¼ EEðT Þ�1. The probability density function (pdf) of T

is fT ðtÞ, and the cumulative distribution function (cdf) of T

is FT ðtÞ. The Laplace transform of fT ðtÞ and FT ðtÞ for a

nonnegative random variable T are defined as

f�T ðsÞ ¼ EEðe�sT Þ ¼
Z 1

0

e�stfT ðtÞdt;

and

F �T ðsÞ ¼
Z 1

0

e�stFT ðtÞdt:

There are several important random variables in the

study of dynamic location management. The intercall time Tc
is defined as the length of the time interval between two

consecutive phone calls. The cell residence time Ts is defined

as the time a mobile terminal stays in a cell before it moves

into a neighboring cell. The paging area residence time Tm is

defined as the time a mobile terminal stays in the current

PA before it moves out of the PA. The quantity � ¼ �Tc=�Ts
is the call-to-mobility ratio.

Throughout the paper, we use DBLMS ðdÞ to represent a

dynamic location management scheme using the distance-

based location update method with distance threshold d

and the simple paging method. We use DBLMS ðdÞ-CPLU

and DBLMS ðdÞ-CWLU to represent a dynamic location

management scheme using the distance-based location

update method with distance threshold d under the CPLU

model and the CWLU model, respectively.
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2.2.2 Cost Analysis

The cost of dynamic location management contains two
components, i.e., the cost of location update and the cost of
terminal paging. The cost of location update is proportional
to the number of location updates. If there are Xu location
update between two consecutive phone calls, the cost of
location update is �uXu, where �u is a constant. Since Xu is
a random variable, the location update cost is actually
calculated as �uEEðXuÞ. The cost of terminal paging is
proportional to the number of cells paged. If a PA has
radius d, the cost of paging is �pðqd2 � qdþ 1Þ, where �p

is a constant.
In a DBLMS, location update is performed only when a

mobile terminal moves out of the current PA. In an MBLMS,
a mobile terminal may still resides in the current PA when a
location update is performed. This implies that there might
be unnecessary location updates. For the same value d of
distance threshold and movement threshold, an MBLMS
requires more location update cost than a DBLMS. Using a
DBLMS instead of an MBLMS can reduce location update
cost. However, for large d, if the simple paging method is
used, such reduction in location update cost does not
significantly reduce the total location management cost
because the paging cost grows dramatically as d becomes
large. Therefore, reducing both location update cost and
paging cost is the only effective way to design high
performance dynamic location management schemes.

Dynamic location management is per-terminal based. A
mobile terminal is specified by fTcðtÞ and fTsðtÞ, where fTcðtÞ
is the call pattern and fTsðtÞ is the mobility pattern. Since a
location update method determines the location update cost
and a terminal paging method determines the terminal
paging cost, for given a mobile terminal, we need to find a
balanced combination of a location update method and a
terminal paging method such that the total location
management cost for the mobile terminal is minimized.

3 RENEWAL PROCESSES

A renewal process is defined by a sequence of independent
random variables T1; T2; T3; . . . , where T2; T3; . . . are a
sequence of independent and identically distributed (i.i.d.)
random variables with a common pdf, but T1 may have a
different pdf. (The reader is referred to [1] for a general
introduction to the renewal theory.) A renewal process has
many associated random variables and properties. The
most interesting property related to our study is the number
of renewals in a random period of time. We use XðtÞ to
denote the number of renewals in a time interval of length t.
Let Sj ¼ T1 þ T2 þ � � � þ Tj. If Sj � t < Sjþ1, we say that the
number of renewals XðtÞ in a time interval of length t is j.

Let X be the number of renewals in a random time
interval of length Tc. Define

HðtÞ ¼
X1
j¼1

FSjðtÞ:

The following theorem gives the probability distribution and
the expectation of Xfor an arbitrary renewal process. The
theorem will be used in Theorems 3 and 10. The proof is
given in Appendix 1, which can be found on the Computer

Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TPDS.2012.123.

Theorem 1. For an arbitrary renewal process, we have

PP ½X ¼ j� ¼
Z 1

0

FSjðtÞ � FSjþ1
ðtÞ

� �
fTcðtÞdt;

for all j � 0; furthermore, the expected number of renewals in
a random time interval of length Tc is

EEðXÞ ¼
Z 1

0

HðtÞfTcðtÞdt;

for arbitrary T1; T2; T3; . . . and fTcðtÞ.

3.1 Ordinary Renewal Processes

An ordinary renewal process is defined by a sequence of i.i.d.
random variables T1, T2, T3; . . . , with a common pdf fT ðtÞ
[16]. In modeling dynamic location management schemes,
the Tis can be cell residence times, or paging area residence
times, or location update times. When the Tis are cell
residence times, each renewal stands for a cell boundary
crossing, and XðtÞ is the number of cell boundary crossings
in a time interval of length t. When the Tis are paging area
residence times, each renewal stands for a PA boundary
crossing, and XðtÞ is the number of PA boundary crossings
in a time interval of length t. When the Tis are location
update times, each renewal stands for a location update,
and XðtÞ is the number of location updates in a time
interval of length t. When t is randomized according to
intercall time distribution fTcðtÞ, we are essentially con-
sidering the number of cell boundary crossings, or the
number of PA boundary crossings, or the number of
location updates between two consecutive phone calls.

Based on F �SjðsÞ, we can obtain FSjðtÞ by performing the
inversion integral

FSjðtÞ ¼
1

2�i

Z �þi1

��i1
F �SjðsÞe

stds

¼ 1

2�i

Z �þi1

��i1

ðf�T ðsÞÞ
j

s
� estds;

for t � 0 and � > �a, where the integration in the complex
plane is taken to be a straight-line integration parallel to
the imaginary axis and lying to the right of �a, the abscissa
of absolute convergence for F �SjðsÞ. The usual means for
performing this integration is to carry out an integration
around a closed contour, namely, a semicircle of infinite
radius, so that the Cauchy residual theorem can be
applied. This is most easily done if F �SjðsÞ is in rational
form [25, p. 353]. This is indeed the case for a hyper-Erlang
distribution of the Tis, that is,

fT ðtÞ ¼
Xk
i¼1

wi
�ie
��itð�itÞ�i�1

ð�i � 1Þ!

 !
;

where w1 þ w2 þ � � � þ wk ¼ 1. Special forms of hyper-
Erlang distributions include hyperexponential distributions
(�i ¼ 1 for all 1 � i � k); exponential distributions (k ¼ 1
and �1 ¼ 1); chi-square distributions (k ¼ 1 and �1 ¼ 1=2);
Erlang distributions (k ¼ 1).

LI: ANALYSIS OF DISTANCE-BASED LOCATION MANAGEMENT IN WIRELESS COMMUNICATION NETWORKS 229



The following theorem will be used in Section 6.1. The
proof is given in Appendix 1, available in the online

supplemental material.

Theorem 2. If the Tis have a hyper-Erlang distribution, we have

FSjðtÞ ¼
X

j1þj2þ���þjk¼j

j

j1; j2; . . . ; jk

� �Yk
i¼1

wi�
�i
i

� �ji
Yk
i¼1

1

��ijii

þ
Xk
i¼1

1

ð�iji � 1Þ!
@

@s

� ��iji�1
 

est

s

Y
i0 6¼i

1

ðsþ �i0 Þ�i0 ji0

" #
s¼��i

1
A;

for all j � 0.

3.2 Equilibrium Renewal Processes

Consider a mobile terminal u moving through a sequence of
cells s1; s2; s3; . . . , with a sequence of cell residence times

Ts;1; Ts;2; Ts;3; . . . . Assume that u is in s1 when a phone call

arrives, i.e., u has been in s1 for a while. Clearly, Ts;1 is the

residual time of u in s1 and does not have the same pdf as the
other Ts;is. Similarly, consider a mobile terminal u moving

through a sequence of paging areas PA1, PA2, PA3; . . . , with

a sequence of paging area residence times Tm;1; Tm;2;

Tm;3; . . . Assume that u is in PA1 when a phone call arrives,

i.e., u has been in PA1 for a while. Clearly, Tm;1 is the

residual time of u in PA1 and does not have the same pdf as

the other Tm;is.
An ordinary renewal process T1; T2; T3; . . . , where the

pdf of T1 is the residual time of an ordinary Ti, is called an

equilibrium renewal process, which can be regarded as an

ordinary renewal process that has been running for a long

time before it is first observed [16]. Notice that if the Tis
have an exponential distribution, an equilibrium renewal

process becomes an ordinary renewal process.
The expected number of renewals in a random time

interval of an equilibrium renewal process is surprisingly

easy to obtain. The following theorem is a simple and
strong result in renewal theory [16]. The theorem will be

used in Theorem 12. The proof is given in Appendix 1,

available in the online supplemental material.

Theorem 3. For any probability distributions of Tc and T , the

expected number of renewals in a random time interval of

length Tc is EEðXÞ ¼ EEðTcÞ=EEðT Þ ¼ �T=�Tc for an equili-

brium renewal process.

3.3 Modified Renewal Processes

A modified renewal process has all the properties of an
ordinary renewal process T1, T2, T3; . . . , except that T1 has

a different pdf fT1
ðtÞ from that of other Tis which have the

same pdf fT ðtÞ [16]. Such a renewal process occurs in a

DBLMS-CPLU, where each arriving phone call in the
midst of cell residence time initiates a location update and

creates a new PA. However, cell residence times cannot be

altered. This results in a sequence of cell residence times
forming an equilibrium renewal process, which results in

a sequence of paging area residence times forming a

modified renewal process.

The following theorem gives the probability distribution
of X in a modified renewal process when Tc has a hyper-
Erlang distribution with pdf:

fTcðtÞ ¼
Xkc
i¼1

wc;i
�c;ið�c;itÞ�c;i�1e��c;it

ð�c;i � 1Þ!

 !
;

where wc;1 þ wc;2 þ � � � þ wc;kc ¼ 1. The proof is given in
Appendix 1, available in the online supplemental material.

Theorem 4. For a modified renewal process, if Tc has a hyper-

Erlang distribution, we have

PP ½X ¼ 0� ¼ 1�
Xkc
i¼1

wc;i
�
�c;i
c;i

ð�c;i � 1Þ!

 !

� @

@s

� ��c;i�1 f�T1
ðsÞ
s

� �
s¼�c;i

;

and

PP ½X ¼ j� ¼
Xkc
i¼1

wc;i
�
�c;i
c;i

ð�c;i � 1Þ!

 !

� @

@s

� ��c;i�1 f�T1
ðsÞð1� f�T ðsÞÞ

s

� �
ðf�T ðsÞÞ

j�1

� �
s¼�c;i

;

for all j � 1.

The following theorem gives EEðXÞ for a modified
renewal process based on Theorem 4 by straightforward
calculation. The theorem will be used in Theorem 11.

Theorem 5. If Tc has a hyper-Erlang distribution, the expected

number of renewals in a random time interval of length Tc is

EEðXÞ ¼
Xkc
i¼1

wc;i
�
�c;i
c;i

ð�c;i � 1Þ!

 !

� @

@s

� ��c;i�1 f�T1
ðsÞ

sð1� f�T ðsÞÞ

� �
s¼�c;i

;

for a modified renewal process with arbitrary fT1
ðtÞ and fT ðtÞ.

4 MOBILITY MODELING

4.1 A Cell Level Markov Chain

It is clear that the movement of a mobile terminal can be
modeled by a continuous-time semi-Markov stochastic
process with discrete state space. Such a process describes
the location of a mobile terminal at any time. In such a
process, the state space is a set of cells (discrete state space).
State transition means moving into a neighboring cell. Since
a mobile terminal can stay in a cell for arbitrary amount of

time, state transitions can occur at any time (continuous
time). Furthermore, since the cell residence time Ts can have
an arbitrary fTsðtÞ (not necessarily an exponential distribu-
tion), such a process is not a Markov process. However,
notice that at the instants of state transitions, the process
behaves just like an ordinary Markov chain. Therefore, at
those instants, we have an embedded Markov chain ([25, p. 23]).

Consider a mobile terminal u in a cell s. After staying in s
for Ts amount of time, u moves out of s and enters into one
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of the 2q neighbors of s. It is easily observed that the
movement of a mobile terminal can be described by a 2D
Markov chain. For each cell, we have a state in the Markov
chain associated with the cell. The transition probability
from a cell to a neighboring cell is 1=ð2qÞ. While the cell
level Markov chain accurately describes the real cell
structures, the number of states is exactly the same as the
number of cells. As shown below, we will need to know
the behavior of the Markov chain up to ring d, where d is the
radius of a PA, which implies that the number of states in
the Markov chain is as large as qd2 þ qdþ 1. Since we will
perform multiplications of matrices of transition probabil-
ities, the computational complexity will be Oððqd2 þ qd þ
1Þ3Þ ¼ Oðd6Þ, not mentioning the huge number of repeti-
tions of matrix multiplications to achieve the desired
numerical accuracy.

4.2 A Ring Level Markov Chain

To reduce the number of states, we can construct a ring level
Markov chain which contains states K0; K1; K2; . . . ; Kd; . . . ,
where state Kr means that a mobile terminal u is in ring r,
r � 0. Initially, u is in state K0. Instead of the probabilities of
moving into neighboring cells, we are interested in the
probabilities of moving into adjacent rings, i.e., the prob-
ability ar of moving into ring rþ 1 and the probability br of
moving into ring r� 1. Let pij denote the transition
probability from Ki to Kj, where i; j � 0. Then, we have
p01 ¼ 1, pr;rþ1 ¼ ar, pr;r�1 ¼ br, pr;r ¼ 1� ar � br, for all r � 1.
All other pijs not specified above are zeros. Using the ars
and the brs, the matrix of transition probabilities P ¼ ½pij� is

0 1 0 0 0 � � �
b1 1� a1 � b1 a1 0 0 � � �
0 b2 1� a2 � b2 a2 0 � � �
0 0 b3 1� a3 � b3 a3 � � �
..
. ..

. ..
. ..

. ..
. . .

.

2
666664

3
777775:

We use p
ðnÞ
ij to denote the n-step transition probability from

Ki to Kj, where i; j � 0. The following result is well known
([21, p. 383]), which will be used in Theorem 7.

Theorem 6. If the nth power of P is Pn ¼ ½gij�, we have
p
ðnÞ
ij ¼ gij, for all i; j � 0.

The ars and the brs can be obtained as follows. First, we
make the assumption that all the cells in the same ring are
visited with equal probability. Let the cells in ring r be s1,
s2; . . . , s2qr. Assume that cell si has xi neighbors in ring rþ 1
and yi neighbors in ring r� 1. We call such a cell as an
ðxi; yiÞ cell. If x is the average value of the xis and y is the
average value of the yis, we have ar ¼ x=ð2qÞ and
br ¼ y=ð2qÞ. That is,

ar ¼
x1 þ x2 þ � � � þ x2qr

4q2r
;

and

br ¼
y1 þ y2 þ � � � þ y2qr

4q2r
:

Let us look at the hexagonal cell structure first (see Fig. 1).
When r ¼ 1, all the six cells in ring 1 are ð3; 1Þ cells. Thus,

we have a1 ¼ 1=2 and b1 ¼ 1=6. When r > 1, there are six
ð3; 1Þ cells at the six corners of a hexagonal ring, and all
other cells are ð2; 2Þ cells. Thus, we have

ar ¼
3 � 6þ 2ð6r� 6Þ

36r
¼ 2rþ 1

6r
;

and

br ¼
1 � 6þ 2ð6r� 6Þ

36r
¼ 2r� 1

6r
:

It is clear that the above expressions for ar and br are also
valid for a1 and b1. Next, we examine the mesh cell structure
(see Fig. 2). When r ¼ 1, there are four ð3; 1Þ cells and four
ð5; 1Þ cells. Thus, we have a1 ¼ 1=2 and b1 ¼ 1=8. When
r > 1, there are four ð5; 1Þ cells at the four corners of a
square ring and eight ð3; 2Þ cells that are adjacent to the
corner cells, and all other cells are ð3; 3Þ cells. Thus, we have

ar ¼
5 � 4þ 3ð8r� 4Þ

64r
¼ 3rþ 1

8r
;

and

br ¼
1 � 4þ 2 � 8þ 3ð8r� 12Þ

64r
¼ 3r� 2

8r
:

It is clear that the above expressions for ar and br are also
valid for a1 and b1. The ars and the brs in the hexagonal and
mesh cell structures can be unified as follows:

ar ¼
ðq � 1Þrþ 1

2qr
;

and

br ¼
ðq � 1Þr� q þ 2

2qr
;

for all r � 1. The above ar and br for q ¼ 3 were obtained in
[5] and adopted in subsequent studies such as [52].

Next, we notice that the assumption that all the cells in
the same ring are visited with equal probability does not
reflect what happens in a real cell structure. It is easily
observed that when r > 1, the six corner cells of a hexagon
ring and the four corner cells in a square ring are visited less
frequently than other cells in the same ring. This means that
for a hexagon ring r, r > 1, the six ð3; 1Þ cells should carry
less weight in calculating the ars and the brs. Similarly, for a
square ring r, r > 1, the four ð5; 1Þ cells and the eight ð3; 2Þ
cells should carry less weight in calculating the ars and the
brs. The consequence is that ar should be decreased and br
should be increased, i.e.,

ar ¼
ðq � 1Þrþ 1� �q

2qr
;

and

br ¼
ðq � 1Þr� q þ 2þ �q

2qr
;

for all r > 1, where �q is an appropriately chosen value to
adjust ar and br. In our study, we set �3 ¼ 0:15 and �4 ¼ 0:42
empirically, which are very accurate, as verified in Tables 1,
3, and 4.
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Let 	
ðnÞ
ij be the probability that in a random walk starting

from stateKi, the first entry to stateKj occurs at the nth step,
where n � 1. In particular, ð	ð1Þ0d ; 	

ð2Þ
0d ; . . . ; 	

ðnÞ
0d ; :::Þ is called the

first-passage distribution for Kd. The following method is well
known ([21, p. 388]), which will be used in Theorems 8 and 9.

Theorem 7. The 	
ðnÞ
0d s can be calculated by using the following

equation:

p
ðnÞ
0d ¼

Xn
v¼1

	
ðvÞ
0d p

ðn�vÞ
dd ; n � 1;

with p
ð0Þ
dd ¼ 1.

Theorem 7 implies that 	
ð1Þ
0d ; 	

ð2Þ
0d ; . . . ; 	

ðnÞ
0d ; . . . can be

obtained successively as follows:

	
ð1Þ
0d ¼ p

ð1Þ
0d ;

	
ðnÞ
0d ¼ p

ðnÞ
0d �

Xn�1

v¼1

	
ðvÞ
0d p

ðn�vÞ
dd ; n � 2:

The quantity 	
ðnÞ
0d is the probability that starting from ring 0,

a mobile terminal u takes exactly n steps to reach ring d for
the first time and then immediately performs location
update. We notice that 	

ð1Þ
0d ¼ 	

ð2Þ
0d ¼ � � � ¼ 	

ðd�1Þ
0d ¼ 0, i.e., u

takes at least d steps to reach ring d.
The 	

ðnÞ
0d s, where n � 1, can be computed based on Pd, the

ðdþ 1Þ � ðdþ 1Þ submatrix of P consisting of the first dþ 1
rows and the first dþ 1 columns, because the 	

ðnÞ
0d s only

depend on the behavior of the Markov chain in states
K0; K1; K2; . . . ; Kd. (In fact, the last row of Pd, i.e., the pdjs,
are immaterial, because this finite Markov chain with dþ 1
states has the same first-passage distribution ð	ð1Þ0d ; 	

ð2Þ
0d ; :::;

	
ðnÞ
0d ; :::Þ for Kd as the original infinite Markov chain, no

matter what the pdjs are.) Such computation involves the
matrix powers Pd; P

2
d ; P

3
d ; . . . ; Pn

d ; . . . , to provide p
ðnÞ
0d and

p
ðnÞ
dd for all n � 1.

The expected number of steps for a random walk starting
from K0 to reach Kd is

NðdÞ ¼
X1
n¼1

n	
ðnÞ
0d ¼

X1
n¼d

n	
ðnÞ
0d :

In Fig. 1 of Appendix 2, available in the online supple-
mental material, we display numerical values of NðdÞ. We

observe that NðdÞ grows very fast as d increases. To be more

specific, we compute N 0ðdÞ when

ar ¼ br ¼
q � 1

2q
:

We find that

N 0ðdÞ ¼ dðqd� 1Þ
q � 1

;

and

NðdÞ > 1

2
N 0ðdÞ;

for all d � 1. This implies that NðdÞ ¼ Oðd2Þ. The quadratic

growth rate of NðdÞ implies significant reduction in location

update cost in DBLMSs compared with MBLMSs (see the

comment after Theorem 12).
In Table 1, we compare the numerical data of NðdÞ

obtained from our Markov chain and the experimental data

of NðdÞ obtained from computer simulations. For each d, we

simulate a random walk starting from K0 until Kd is

reached and record the length of the random walk. The

average length of 500,000 random walks is reported with 99

percent confidence interval 	0:25713 percent. We observe

that the numerical data of NðdÞ obtained from our Markov

chain and the experimental results of NðdÞ obtained from

computer simulations are extremely close, with relative

difference no more than 	0:02 percent. Although the exact

values of the ars and the brs are still mysteries to us, our

values of the ars and the brs are able to provide very reliable

performance data.
In Table 2, we show p

ðdÞ
0r , that is, the probability that a

mobile terminal is in ring r after crossing cell boundaries for

d times, where 1 � d � 10. It is noticed that when d > 3, the

probability that a mobile terminal is in ring d after crossing

cell boundaries for d times is very small. This implies that

an MBLMS makes more location updates than necessary,

since a mobile terminal is still inside a PA with high

probability after crossing cell boundaries for d times.
In Tables 1 and 2 of Appendix 3, available in the online

supplemental material, we show numerical values of the

first-passage distribution ð	ð1Þ0d ; 	
ð2Þ
0d ; . . . ; 	

ðnÞ
0d ; :::Þ for Kd.
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The Probabilities p

ðdÞ
0r
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Comparison of Numerical Data and Experimental

Results of NðdÞ



We would like to mention that our approach developed
in this section is also applicable to an irregular cell
structure [45], which can easily be divided into rings, as
long as the transition probabilities, i.e., the ars and the brs,
are available [52].

5 PAGING AREA RESIDENCE TIME

5.1 Ordinary Paging Area Residence Time

A paging area residence time is ordinary if the last
location update for the current paging area is ordinary. An
ordinary paging area residence time Tm is a sum of random
number n of i.i.d. random variables Ts;1; Ts;2; . . . ; Ts;n,
which are cell residence times with f�Ts;iðsÞ ¼ f

�
Ts
ðsÞ, for

all 1 � i � n. By paging area residence time, we mean
ordinary paging area residence time, unless otherwise
indicated (e.g., see Section 6.1).

The following theorem is the most important result of
our study, which will be used in Theorems 10, 11, and 12.

Theorem 8. The paging area residence time Tm for a PA with
radius d is characterized by

f�TmðsÞ ¼
X1
n¼d

	
ðnÞ
0d f�TsðsÞ
� 	n

;

and

EEðTmÞ ¼ NðdÞEEðTsÞ;

for arbitrary cell residence time Ts characterized by f�TsðsÞ.
Proof. For a fixed n, we use

TmðnÞ ¼ Ts;1 þ Ts;2 þ � � � þ Ts;n
to represent the paging area residence time under the
condition that it takes n steps for a mobile terminal to
reach ring d, where d is the radius of a PA. Hence, we
obtain

f�TmðnÞðsÞ ¼
Yn
i¼1

f�Ts;iðsÞ ¼ f�TsðsÞ
� 	n

:

Since the random variable n has distribution ð	ðdÞ0d ; 	
ðdþ1Þ
0d ;

	
ðdþ2Þ
0d ; :::Þ, we get

PP ½Tm � t� ¼
X1
n¼d

	
ðnÞ
0d PP ½TmðnÞ � t�;

that is,

FTmðtÞ ¼
X1
n¼d

	
ðnÞ
0d FTmðnÞðtÞ;

and

fTmðtÞ ¼
X1
n¼d

	
ðnÞ
0d fTmðnÞðtÞ:

By the property that the Laplace transform of w1f1ðtÞ þ
w1f2ðtÞ is w1f

�
1 ðsÞ þ w1f

�
2 ðsÞ, we have

f�TmðsÞ ¼
X1
n¼d

	
ðnÞ
0d f

�
TmðnÞðsÞ:

Since EEðTmðnÞÞ ¼ nEEðTsÞ, we get

EEðTmÞ ¼
X1
n¼d

	
ðnÞ
0d EEðTmðnÞÞ ¼

X1
n¼d

	
ðnÞ
0d nEEðTsÞ

¼ EEðTsÞ
X1
n¼d

n	
ðnÞ
0d ¼ NðdÞEEðTsÞ:

The theorem is proven. tu
When Ts has an exponential distribution with

fTsðtÞ ¼ �se��st;

and

f�TsðsÞ ¼
�s

sþ �s
;

TmðnÞ has an Erlang distribution with

fTmðnÞðtÞ ¼
�se

��stð�stÞn�1

ðn� 1Þ! ;

and

f�TmðnÞðsÞ ¼
�s

sþ �s

� �n
;

and Tm has a hyper-Erlang distribution with

fTmðtÞ ¼
X1
n¼d

	
ðnÞ
0d

�se
��stð�stÞn�1

ðn� 1Þ!

 !
;

and

f�TmðsÞ ¼
X1
n¼d

	
ðnÞ
0d

�s
sþ �s

� �n
:

We emphasize that even when Ts has an exponential

distribution, Tm has a hyper-Erlang distribution. It is not

reasonable to assume that Tm has a simple probability

distribution such as an exponential distribution or a

hyperexponential distribution.

5.2 Modified Paging Area Residence Time

An ordinary location update is performed at the boundary of a

cell residence time. In a DBLMS-CWLU and an MBLMS-

CWLU, all location updates are ordinary. A modified location

update is performed in the midst of a cell residence time. In a

DBLMS-CPLU and an MBLMS-CPLU, the arrival of a

phone call initiates a modified location update. However,

all subsequent location updates before the next phone call

are ordinary.
A paging area residence time is modified if the last

location update for the current paging area is modified. A

modified paging area residence time T 0m is a sum of random

number n of random variables Ts;1; Ts;2; . . . ; Ts;n, where

Ts;2; Ts;3; . . . ; Ts;n are cell residence times with f�Ts;iðsÞ ¼
f�TsðsÞ, for all 2 � i � n, but Ts;1 is the residual cell residence

time with f�Ts;1ðsÞ ¼ �Tsð1� f
�
Ts
ðsÞÞ=s.

Similar to Theorem 8, we have the following result,

which will be used in Theorems 10 and 11.
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Theorem 9. The modified paging area residence time T 0m for a PA
with radius d is characterized by

f�T 0mðsÞ ¼
X1
n¼d

	
ðnÞ
0d

�Tsð1� f�TsðsÞÞðf
�
Ts
ðsÞÞn�1

s

 !
;

and

EEðT 0mÞ ¼
EEðT 2

s Þ
2EEðTsÞ

þ ðNðdÞ � 1ÞEEðTsÞ;

for arbitrary cell residence time Ts characterized by f�TsðsÞ.
Proof. Let T 0mðnÞ ¼ Ts;1 þ Ts;2 þ � � � þ Ts;n. It is clear that

f�T 0mðnÞðsÞ ¼ f
�
Ts;1
ðsÞ
Yn
i¼2

f�Ts;iðsÞ

¼
�Tsð1� f�TsðsÞÞðf

�
Ts
ðsÞÞn�1

s
:

Thus, we get

f�T 0mðsÞ ¼
X1
n¼d

	
ðnÞ
0d f

�
T 0mðnÞðsÞ

¼
X1
n¼d

	
ðnÞ
0d

�Tsð1� f�TsðsÞÞðf
�
Ts
ðsÞÞn�1

s

 !
:

Since

EEðTs;1Þ ¼
EEðT 2

s Þ
2EEðTsÞ

;

(see [25, (5.15), p. 173]), we have

EEðT 0mðnÞÞ ¼
EEðT 2

s Þ
2EEðTsÞ

þ ðn� 1ÞEEðTsÞ;

which gives rise to

EEðT 0mÞ ¼
X1
n¼d

	
ðnÞ
0d EEðT 0mðnÞÞ ¼

EEðT 2
s Þ

2EEðTsÞ
þ ðNðdÞ � 1ÞEEðTsÞ:

This proves the theorem. tu
If Ts is an exponential random variable, T 0m is identical

to Tm.

6 COST OF LOCATION MANAGEMENT

In a distance-based location management scheme DBLMS
ðdÞ, where d is a distance threshold and also the radius of a
PA, location update is performed as soon as a mobile
terminal moves out of the current PA. Therefore, the
number of location update between two consecutive phone
calls is related to the number of paging area boundary
crossings between two consecutive phone calls.

Let us consider two consecutive phone calls, i.e., the
previous call C1 and the next call C2. Assume that a mobile
terminal u resides in PA1 when it receives C1. Before u
receives the next phone call C2, u moves through PA1,
PA2; . . . , PAXmþ1, and receives C2 in PAXmþ1, where Xm

denotes the number of PA boundary crossings. Let Tm;i
denote the residence time of u in PAi, where i � 1. The Tm;is
(except possibly Tm;1) are i.i.d. random variables with the

same pdf fTmðtÞ. The sequence of random variables
Tm;1; Tm;2; Tm;3; . . . is a renewal process.

6.1 The CPLU Model

In a DBLMS ðdÞ under the CPLU model, when the previous
call C1 arrives, location update is performed immediately
and PA1 is treated as a new PA and the paging area
residence time Tm;1 is set to zero. However, when C1

arrives, a mobile terminal is still in the midst of a cell
residence time, which implies that Tm;1 is a modified paging
area residence time. Consequently, the sequence of random
variables Tm;1; Tm;2; Tm;3; . . . is a modified renewal process.
Let Xm denote the number of PA boundary crossings (i.e.,
the number of renewals) between two consecutive phone
calls (i.e., within a time interval of random length Tc). Then,
the number of location update is Xu ¼ Xm þ 1, where we
include the location update performed right after C1 arrives.

The expected number of PA boundary crossings EEðXmÞ
can be obtained by using Theorem 1, where we need to
calculate

F �SjðsÞ ¼
f�T 0mðsÞðf

�
Tm
ðsÞÞj�1

s

and

H�ðsÞ ¼
X1
j¼1

F �SjðsÞ ¼
f�T 0mðsÞ

sð1� f�TmðsÞÞ
;

and

HðtÞ ¼
X1
j¼1

FSjðtÞ ¼
1

2�i

Z �þi1

��i1

f�T 0mðsÞe
st

sð1� f�TmðsÞÞ
ds;

where f�TmðsÞ and f�T 0mðsÞ are given by Theorems 8 and 9. We
have the following result.

Theorem 10. The total cost of location management in a DBLMS
ðdÞ under the CPLU model is

DCPLUðdÞ ¼ �uðEEðXmÞ þ 1Þ þ�pðqd2 � qdþ 1Þ;

where

EEðXmÞ ¼
Z 1

0

HðtÞfTcðtÞdt;

for any fTcðtÞ and fTsðtÞ.

If the cell residence time Ts has an exponential distribu-
tion, by Theorem 8, the paging area residence time Tm has a
hyper-Erlang distribution. Furthermore, since the residual
cell residence time of an exponential Ts has the same
distribution as Ts, the modified paging area residence time
T 0m has an identical hyper-Erlang distribution as the ordinary
paging area residence time Tm. Hence, the sequence of
random variables Tm;1; Tm;2; Tm;3; . . . is an ordinary renewal
process, and Theorem 2 can be applied to find FSjðtÞ.

If Tc has a hyper-Erlang distribution, the expected
number of PA boundary crossings EEðXmÞ can be obtained
using Theorem 5.

Theorem 11. If Tc has a hyper-Erlang distribution, the total cost
of location management in a DBLMS ðdÞ under the CPLU
model is
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DCPLUðdÞ ¼ �uðEEðXmÞ þ 1Þ þ�pðqd2 � qdþ 1Þ;

where

EEðXmÞ ¼
Xkc
i¼1

wc;i
�
�c;i
c;i

ð�c;i � 1Þ!

 !

� @

@s

� ��c;i�1 f�T 0mðsÞ
sð1� f�TmðsÞÞ

" #
s¼�c;i

;

for any mobile terminal, where f�TmðsÞ and f�T 0mðsÞ are given by

Theorems 8 and 9.

6.2 The CWLU Model

In a DBLMS ðdÞ under the CWLU model, when the previous

call C1 arrives, a mobile terminal u has been in PA1 for a

while. Hence, Tm;1 is the residual time of u in PA1 and does

not have the same pdf as the other Tm;is. The sequence of

random variables Tm;1; Tm;2; Tm;3; . . . is an equilibrium

renewal process. According to Theorems 3 and 8, we have

EðXmÞ ¼
EðTcÞ
EðTmÞ

¼ EðTcÞ
NðdÞEðTsÞ

¼ 1

NðdÞ
�Ts
�Tc

� �
¼ 1

�NðdÞ

;

where � ¼ �Tc=�Ts is the call-to-mobility ratio. The number

of location update is Xu ¼ Xm and EEðXmÞ is the expected

number of location update between two consecutive

phone calls.

Theorem 12. For any probability distributions of Tc and Ts, the

total cost of location management in a DBLMS ðdÞ under the

CWLU model is

DCWLUðdÞ ¼
�u

�NðdÞ þ�pðqd2 � qdþ 1Þ;

for any mobile terminal.

It is proven in [29] that for any probability distributions

of Tc and Ts, the location update cost in an MBLMS ðdÞ
under the CWLU model is

�u

�d
:

We have already known from Section 4 that

NðdÞ ¼ 
 � dðqd� 1Þ
q � 1

;

where 
 depends on d and q but is in a small range of

0:5 < 
 < 0:7 for all d � 2. Since NðdÞ is significantly greater

than d even for small to moderate d, compared to an

MBLMS ðdÞ-CWLU, the location update cost in a DBLMS

ðdÞ-CWLU is significantly reduced.
If we set 
 to be a constant in ð0:5; 0:7Þ, e.g., 
 ¼ 0:6, then

we get a closed-form expression of DCWLUðdÞ:

DCWLUðdÞ ¼
�

dðqd� 1Þ þ�pðqd2 � qdþ 1Þ;

where

� ¼ �uðq � 1Þ

�

:

The performance of a DBLMS ðdÞ-CWLU is determined by
d. We can find d� such that the total location update and
terminal paging cost is minimized. To minimize DCWLUðdÞ,
let us consider the derivative of DCWLUðdÞ,

@DCWLUðdÞ
@d

¼ �� 2qd� 1

d2ðqd� 1Þ2

 !
þ�pqð2d� 1Þ:

The optimal value of d� which minimizes DCWLUðdÞ in a
DBLMS ðdÞ-CWLU is either bdc or dde, where d satisfies the
following equation:

�ð2qd� 1Þ ¼ �pqd
2ð2d� 1Þðqd� 1Þ2:

7 SIMULATION RESULTS AND NUMERICAL DATA

In this section, we present simulation results and numerical
data. We consider a hyperexponential distribution of Tc
with

fTcðtÞ ¼
Xkc
i¼1

wc;i�c;ie
��c;it;

where wc;1 þ wc;2 þ � � � þ wc;kc ¼ 1, and a hypergamma dis-
tribution of Ts with

fTsðtÞ ¼
Xks
j¼1

ws;j
�s;je

��s;jtð�s;jtÞ�s;j�1

�ð�s;jÞ

 !
;

and

f�TsðsÞ ¼
Xks
j¼1

ws;j
�s;j

sþ �s;j

� ��s;j
;

where ws;1 þ ws;2 þ � � � þ ws;ks ¼ 1. It is clear that

� ¼
Xkc
i¼1

wc;i
�c;i

 !�1 Xks
j¼1

ws;j
�s;j
�s;j

� � !
:

By Theorem 11, the total cost of location management is

DCPLUðdÞ ¼ �u 1þ
Xkc
i¼1

wc;i
f�T 0mð�c;iÞ

1� f�Tmð�c;iÞ

 ! !

þ�pðqd2 � qdþ 1Þ;

for DBLMS ðdÞ-CPLU, where

f�Tmð�c;iÞ ¼
X1
n¼d

	
ðnÞ
0d

�
f�Tsð�c;iÞ

�n
;

and

f�T 0mð�c;iÞ ¼
X1
n¼d

	
ðnÞ
0d

�Tsð1� f�Tsð�c;iÞÞðf
�
Ts
ð�c;iÞÞn�1

�c;i

 !
;
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and

f�Tsð�c;iÞ ¼
Xks
j¼1

ws;j
�s;j

�c;i þ �s;j

� ��s;j
:

By Theorem 12, the total cost of location management is

DCWLUðdÞ ¼
�u

�NðdÞ þ�pðqd2 � qdþ 1Þ;

for DBLMS ðdÞ-CWLU.
We assume the following parameter settings. For Tc, let

kc ¼ 3, wc;1 ¼ 0:25, wc;2 ¼ 0:50, wc;3 ¼ 0:25, �c;1 ¼ �c=2,
�c;2 ¼ �c, �c;3 ¼ 2�c, where �c is a variable. For Ts, let
ks ¼ 3, ws;1 ¼ 0:25, ws;2 ¼ 0:50, ws;3 ¼ 0:25, �s;1 ¼ �s;2 ¼
�s;3 ¼ �s, �s;1 ¼ �s=2, �s;2 ¼ �s, �s;3 ¼ 2�s, where �s and �s
are variables. It is easy to verify that EEðTcÞ ¼ 9=ð8�cÞ, and
EEðTsÞ ¼ 9�s=ð8�sÞ, which give � ¼ EEðTsÞ=EEðTcÞ ¼ �c�s=�s.
Furthermore, we have VarðTsÞ ¼ ð19�2

s þ 72�sÞ=ð64�2
sÞ, and

the coefficient of variation of Ts,

CTs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
19�2

s þ 72�s

q� 	�
ð9�sÞ:

The total cost of location management is now determined
by seven variables, namely, q, d, �c, �s, �s, �p, and �u. By
Theorems 11 and 12, the total cost of location management
is determined by five variables, namely, q, d, �, �p, and �u,
where � is given by �c, �s, and �s. We will fix �p and
examine the impact of �u, and fix �c and see the impact of
�s and �s.

7.1 Simulation Results

Extensive simulations have been conducted to validate our
analytical results on the expected number EEðXuÞ of location
updates between two consecutive phone calls. In Tables 3
and 4, we display and compare our analytical data and
simulations results for the hexagonal cell structure with q ¼
3 and the mesh cell structure with q ¼ 4, respectively, where
�c ¼ 1, �s ¼ 40, and �s ¼ 2. The analytical data of EEðXuÞ for
the CPLU model are calculated by using Theorem 11, and
the analytical data of EEðXuÞ for the CWLU model are
calculated by using Theorem 12. The simulation results of
EEðXuÞ are obtained by simulating a mobile terminal with
random intercall time and random cell residence time
specified by the above probability density functions fTcðtÞ

and fTsðtÞ. For every pair of consecutive phone calls, we

record the number of location updates between the two

consecutive phone calls. We then report the average

number of location updates between all consecutive phone

calls. The number of phone calls is as large as 500,000, such

that the maximum 99 percent confidence interval of our

simulation results is about 	1:42622 percent. The relative

difference between a simulation result and its correspond-

ing analytical datum is also given. We observe that for the

hexagonal cell structure, the relative differences of all our

simulation results are no more than 	0:69 percent. For the

mesh cell structure, the relative differences of all our

simulation results are no more than 	1:22 percent, except

for the case d ¼ 2. These simulation results demonstrate the

high quality and accuracy of our analytical data.

7.2 Numerical Data

In Appendix 4, available in the online supplemental

material, with Figures 2-15, we present numerical data to

show the impact of various parameters and performance

optimization.

8 CONCLUDING REMARKS

The paper has made several contributions to cost analysis

and performance optimization of dynamic distance-based

location management schemes in wireless communication

networks. We have developed a Markov chain as a mobility

model to describe the movement of a mobile terminal in 2D

cellular structures. We characterized the paging area

residence time for arbitrary cell residence time by using

the Markov chain. By using the classical renewal theory, we

have analyzed the expected number of paging area

boundary crossings and the cost of the distance-based

location update method for two different call handling

models. Our analytical results enable clear comparison of

the distance-based location update method and the move-

ment-based location update method.
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TABLE 3
Comparison of Analytical Data and Simulation Results

of EEðXuÞ (q ¼ 3)

TABLE 4
Comparison of Analytical Data and Simulation Results

of EEðXuÞ (q ¼ 4)
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