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a b s t r a c t

The service capacities of a source peer at different times in a peer-to-peer (P2P) network exhibit temporal
correlation. Unfortunately, there is no analytical resultwhich clearly characterizes the expected download
time from a source peer with stochastic and time-varying service capacity. The main contribution of this
paper is to analyze the expected file download time in P2P networks with stochastic and time-varying
service capacities. The service capacity of a source peer is treated as a stochastic process. Analytical results
which characterize the expected download time from a source peer with stochastic and time-varying
service capacity are derived for the autoregressive model of order 1. Simulation results are presented to
validate our analytical results. Numerical data are given to show the impact of the degree of correlation
and the strength of noise on the expected file download time. For any chunk allocation method, an
analytical result of the expected parallel download time from a source peer with stochastic and time-
varying service capacity is derived. It is shown that the algorithmwhich chooses chunk sizes proportional
to the expected service capacities has better performance than the algorithmwhich chooses equal chunk
sizes. It is also shown that multiple source peers do reduce the parallel download time significantly.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

1.1. Motivation

It has been well known that the analysis of file download
time in a peer-to-peer (P2P) network has three challenges,
i.e., randomness, spatial heterogeneity, and temporal correlation
[1–4]. Randomnessmeans that the service capacity of a source peer
in a P2P network is a random variable, due to variable workload
and unpredictable network traffic and congestion and delay
encountered by a file transfer. Furthermore, service capacities in
a P2P network exhibit both spatial heterogeneity and temporal
correlation. Spatial heterogeneitymeans that the service capacities

∗ Tel.: +1 845 257 3534; fax: +1 845 257 3996.
E-mail address: lik@newpaltz.edu.

http://dx.doi.org/10.1016/j.future.2014.09.003
0167-739X/© 2014 Elsevier B.V. All rights reserved.
of different source peers have different probability distributions.
Temporal correlation means that the service capacities of a
source peer at different times are correlated. Randomness, spatial
heterogeneity, and temporal correlation all have impact on file
download times.

Analysis of file download time in a P2P network with
heterogeneous source peers and random service capacities has
been conducted. In [2], the problem of reducing download times
in P2P file sharing systems with stochastic service capacities
is addressed, and a chunk-based switching and peer selection
algorithm using the method of probing high-capacity peers is
proposed and the expected download time of the algorithm is
analyzed. It is proved in [4] that for two or more heterogeneous
source peers and sufficiently large file size, the expected file
download time of the time-based switching algorithm is less than
and can be arbitrarily less than the expected download time of
the chunk-based switching algorithm and the expected download
time of the permanent connection algorithm. Furthermore, it is
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shown that the expected file download time of the time-based
switching algorithm is in the range of the file size divided by the
harmonic mean of service capacities and the file size divided by
the arithmetic mean of service capacities.

In [1], the problem of minimizing file download time from
source peers with time-varying service capacities is considered.
A random chunk-based switching method and a random periodic
switching method for single downloading is proposed, aiming to
reduce the effect of spatial heterogeneity and temporal correlation
and to achieve the harmonic mean of service capacities. A parallel
downloading method which divides a file into chunks of equal
sizes is also proposed. The performance of all these methods
are evaluated by simulations. Despite the above effort, there
is no analytical result which clearly characterizes the expected
download time from a source peer with stochastic and time-
varying service capacity.

1.2. Our contributions

The main contribution of this paper is to analyze the expected
file download time in peer-to-peer networks with stochastic
and time-varying service capacities. Our work in this paper has
quantitative implication for real-world applications.

In Sections 2–4, we consider the expected time of a single
download. We treat the service capacity of a source peer as
a stochastic process (Section 2). For the autoregressive model
of order 1, we derive analytical results which characterize the
expected download time from a source peer with stochastic and
time-varying service capacity (Section 3). In Section 4, we present
simulation results to validate our analytical results. We also give
numerical data to show the impact of the degree of correlation and
the strength of noise on the expected file download time.

In Section 5, we consider the expected time of a parallel
download. For any chunk allocation method, we derive an
analytical result of the expected parallel download time from a
source peer with stochastic and time-varying service capacity. We
show that the algorithm which chooses chunk sizes proportional
to the expected service capacities has better performance than
the algorithm which chooses equal chunk sizes. We also show
that multiple source peers do reduce the parallel download time
significantly.

2. Time-varying service capacities

The service capacity of a source peer is treated as a stochastic
process. Assume that the time of a P2P file sharing system is
divided into time slots of equal length. Let Ci(t) denote the random
service capacity of source peer i at time slot t = 1, 2, 3, . . . , where
t = 1 is the starting time of a file download.

Let Ti(S) be the download time of a file of size S > 0 from source
peer i, treated as a discrete (integer) random variable. Throughout
the paper, we use P[e] to denote the probability of an event e, and
E(X) the expectation of a random variable X .

The following theorem gives a general characterization of
E(Ti(S)).

Theorem 1. The expected file download time is

E(Ti(S)) =

∞
t=0

P


t

j=1

Ci(j) < S


.

Proof. It is clear that Ti(S) = t if and only if

Ci(1) + Ci(2) + · · · + Ci(t − 1) < S ≤ Ci(1) + Ci(2) + · · · + Ci(t).
Notice that Ti(S) > t if and only if Ci(1) + Ci(2) + · · · + Ci(t) < S.
Thus, we have the probability mass function (pmf) of Ti(S),

P[Ti(S) = t] = P[Ti(S) > t − 1] − P[Ti(S) > t]
= P[Ci(1) + Ci(2) + · · · + Ci(t − 1) < S]

− P[Ci(1) + Ci(2) + · · · + Ci(t) < S],

for all t = 1, 2, 3, . . . . The expectation of Ti(S) is

E(Ti(S)) =

∞
t=1

tP[Ti(S) = t]

=

∞
t=1

P[Ti(S) ≥ t]

=

∞
t=1

P[Ti(S) > t − 1]

=

∞
t=1

P[Ci(1) + Ci(2) + · · · + Ci(t − 1) < S]

=

∞
t=0

P[Ci(1) + Ci(2) + · · · + Ci(t) < S].

The theorem is proven. �

It remains to analyze Ci(1) + Ci(2) + · · · + Ci(t). In this paper,
we will mainly use an autoregressive model to specify Ci(t), which
is an effective way to characterize stochastic and time-varying
service capacities [1].

3. Analytical results

3.1. An autoregressive model

We consider a class of stochastic processes called the autore-
gressive model of order 1 (AR(1)) to study stochastic and time-
varying service capacities. In an AR(1) stochastic process [5], we
have

Ci(t) = ϕiCi(t − 1) + εi(t) + di,

for all t ≥ 2. In the above equation, Ci(1), i.e., the initial service
capacity of source peer i, is a random variable with probability
distribution function (pdf) fCi(c), cumulative distribution function
(cdf) FCi(c), mean µCi , and variance σ 2

Ci
. A constant 0 ≤ ϕi < 1

indicates the degree of correlation between Ci(t) and Ci(t−1). The
noise process εi(2), εi(3), εi(4), . . . is a sequence of independent
and identically distributed (i.i.d.) random variables with pdf fεi(c),
cdf Fεi(c), zero mean µεi = 0, and variance σ 2

εi
. A constant di =

(1 − ϕi)µCi is set in such a way that all the Ci(t)’s have the same
expectation.

The following theorem shows that the summation Ci(1) +

Ci(2) + · · · + Ci(t) of t correlated random variables is actu-
ally a linear combination of t independent random variables
Ci(1), εi(2), εi(3), . . . , εi(t).

Theorem 2. We have

Ci(1) + Ci(2) + · · · + Ci(t)

=


1 − ϕt

i

1 − ϕi


Ci(1) +

t
j=2


1 − ϕ

t−j+1
i

1 − ϕi


εi(j)

+


t −

1 − ϕt
i

1 − ϕi


µCi .
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Proof. Notice that by the recursive definition of Ci(t), we have

Ci(1) = ϕ0
i C(1),

Ci(2) = ϕ1
i C(1) + εi(2) + di,

Ci(3) = ϕ2
i C(1) + (ϕiεi(2) + εi(3)) + (ϕi + 1)di,

Ci(4) = ϕ3
i C(1) + (ϕ2

i εi(2) + ϕiεi(3) + εi(4))
+ (ϕ2

i + ϕi + 1)di,
...

Ci(t) = ϕt−1
i C(1) + (ϕt−2

i εi(2) + ϕt−3
i εi(3) + · · · + εi(t))

+ (ϕt−2
i + · · · + ϕi + 1)di.

Hence, we get

Ci(1) + Ci(2) + · · · + Ci(t)

=


1 − ϕt

i

1 − ϕi


Ci(1) +


1 − ϕt−1

i

1 − ϕi


εi(2) +


1 − ϕt−2

i

1 − ϕi


εi(3)

+ · · · +


1 − ϕ1

i

1 − ϕi


εi(t)

+


1 − ϕ0

i

1 − ϕi
+

1 − ϕ1
i

1 − ϕi
+

1 − ϕ2
i

1 − ϕi
+ · · · +

1 − ϕt−1
i

1 − ϕi


di

=


1 − ϕt

i

1 − ϕi


Ci(1) +


1 − ϕt−1

i

1 − ϕi


εi(2) +


1 − ϕt−2

i

1 − ϕi


εi(3)

+ · · · +


1 − ϕ1

i

1 − ϕi


εi(t) +

1
1 − ϕi


t −

1 − ϕt
i

1 − ϕi


di

=


1 − ϕt

i

1 − ϕi


Ci(1) +


1 − ϕt−1

i

1 − ϕi


εi(2) +


1 − ϕt−2

i

1 − ϕi


εi(3)

+ · · · +


1 − ϕ1

i

1 − ϕi


εi(t) +


t −

1 − ϕt
i

1 − ϕi


µCi .

The theorem is proven. �

It is clear that an AR(1) stochastic process Ci(t) with t ≥ 1 is
determined by fCi(c) and fεi(c). In this paper, we assume that the
εi(t)’s are normal random variables with parameters µεi = 0 and
σ 2

εi
, i.e.,

fεi(c) =
1

√
2πσεi

e−c2/(2σ 2
εi

)
,

in (−∞, +∞).
The following subsections derive further results.

3.2. Arbitrary distribution of fCi(c)

In this section, we provide an analytical result on E(Ti(S)) for an
arbitrary distribution of fCi(c). Let φ(x) = e−x2/2/

√
2π be the pdf

of a standard normal distribution.

Theorem 3. The expected file download time is

E(Ti(S)) = 2 +


∞

0


∞
t=2

Φ


S − µi(t, c)

σi(t)


fCi(c)dc

= 2 +


∞

0


FCi(c)

∞
t=2

1
σi(t)


1 − ϕt

i

1 − ϕi



× φ


S − µi(t, c)

σi(t)


dc,

for any pdf fCi(c).
Proof. Let Ti(S, c) be the download time of a file of size S from
source peer iwhen Ci(1) = c . In this case, by Theorem 2, we get

Ci(1) + Ci(2) + · · · + Ci(t) =


1 − ϕt−1

i

1 − ϕi


εi(2)

+


1 − ϕt−2

i

1 − ϕi


εi(3) + · · · +


1 − ϕ1

i

1 − ϕi


εi(t)

+


1 − ϕt

i

1 − ϕi


c +


t −

1 − ϕt
i

1 − ϕi


µCi ,

that is, the sum Ci(1)+Ci(2)+· · ·+Ci(t) is a linear combination of
t − 1 independent random variables εi(2), εi(3), . . . , εi(t). Since a
linear combination of independent normal randomvariables is still
a normal random variable [6], the sum Ci(1) + Ci(2) + · · · + Ci(t)
is normally distributed with parameters µi(t, c) and σ 2

i (t), where

µi(t, c) =


1 − ϕt

i

1 − ϕi


c +


t −

1 − ϕt
i

1 − ϕi


µCi , t ≥ 1,

with µi(0, c) = 0, and

σ 2
i (t) =

1
(1 − ϕi)2


t − 2


1 − ϕt

i

1 − ϕi


+


1 − ϕ2t

i

1 − ϕ2
i


σ 2

εi
, t ≥ 2,

with σi(0) = σi(1) = 0. Therefore, we have

P[Ci(1) + Ci(2) + · · · + Ci(t) < S]

=

 S

0

1
√
2πσi(t)

e−(c−µi(t,c))2/(2σ 2
i (t))dc.

Since
Ci(1) + Ci(2) + · · · + Ci(t) − µi(t, c)

σi(t)

is a standard normal random variable with mean 0 and variance 1,
the above probability can also be represented as

P[Ci(1) + Ci(2) + · · · + Ci(t) < S] = Φ


S − µi(t, c)

σi(t)


,

where Φ(x) is the cdf of a standard normal distribution.
By Theorem 1, the expectation of Ti(S, c) is

E(Ti(S, c)) =

∞
t=0

Φ


S − µi(t, c)

σi(t)


= 2 +

∞
t=2

Φ


S − µi(t, c)

σi(t)


,

where we notice thatΦ(+∞) = 1when t = 0, 1. By randomizing
c in Ti(S, c), we get

E(Ti(S)) =


∞

0
E(Ti(S, c))fCi(c)dc

=


∞

0


2 +

∞
t=2

Φ


S − µi(t, c)

σi(t)


fCi(c)dc

= 2 +


∞

0


∞
t=2

Φ


S − µi(t, c)

σi(t)


fCi(c)dc

= 2 +


∞

0


∞
t=2

Φ


S − µi(t, c)

σi(t)


dFCi(c)

= 2 + FCi(c)


∞
t=2

Φ


S − µi(t, c)

σi(t)


∞

0
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+


∞

0


FCi(c)

∞
t=2

1
σi(t)


1 − ϕt

i

1 − ϕi



× φ


S − µi(t, c)

σi(t)


dc.

The theorem is proven by noticing that FCi(0) = 0 and Φ(−∞)
= 0. �

Theorem 3 provides two different ways to calculate E(Ti(S)) by
using numerical integration.

3.3. Normal distribution of fCi(c)

The expressions in Theorem 3 can be simplified if more
information about fCi(c) is available. For instance, consider the case
when Ci(1) is a normal random variable with parameters µCi and
σ 2
Ci
, i.e.,

fCi(c) =
1

√
2πσCi

e−(c−µCi )
2/(2σ 2

Ci
)
,

where we assume that µCi is reasonably large while σCi is
reasonably small such that the distribution of fCi(c) in (−∞, 0] is
negligible. A normal distribution can characterize the up and down
fluctuation of stochastic service capacities.

Theorem 4. For a normal distribution of fCi(c), we have

E(Ti(S)) =

∞
t=0

Φ


S − µi(t)

σi(t)


.

Proof. Since a linear combination of independent normal random
variables is still a normal random variable, the sum Ci(1)+Ci(2)+

· · · + Ci(t) in Theorem 2 is normally distributed with parameters
µi(t) and σ 2

i (t), where

µi(t) = tµCi ,

and

σ 2
i (t) =


1 − ϕt

i

1 − ϕi

2

σ 2
Ci +

1 − ϕt−1
i

1 − ϕi

2

+


1 − ϕt−2

i

1 − ϕi

2

+ · · · +


1 − ϕ1

i

1 − ϕi

2


σ 2
εi
.

Therefore, we have

P[Ci(1) + Ci(2) + · · · + Ci(t) < S]

=

 S

0

1
√
2πσi(t)

e−(c−µi(t))2/(2σ 2
i (t))dc.

Since
Ci(1) + Ci(2) + · · · + Ci(t) − µi(t)

σi(t)

is a standard normal random variable with mean 0 and variance 1,
the above probability can also be represented as

P[Ci(1) + Ci(2) + · · · + Ci(t) < S] = Φ


S − µi(t)

σi(t)


,

where Φ(x) is the cdf of a standard normal distribution.
Based on the above discussion, we know that the pmf of Ti(S) is

P[Ti(S) = t] = Φ


S − µi(t − 1)

σi(t − 1)


− Φ


S − µi(t)

σi(t)


,

for all t = 1, 2, 3, . . . . The expectation of Ti(S) is

E(Ti(S)) =

∞
t=0

Φ


S − µi(t)

σi(t)


.

The theorem is proven. �

Notice that σ 2
i (t) is an increasing function of σ 2

Ci
and σ 2

εi
.

Furthermore, σ 2
i (t) is an increasing function of ϕi and very

sensitive to ϕi, i.e., the level of correlation. When ϕi = 0, σ 2
i (t)

gets its minimum value

σ 2
i (t) = σ 2

Ci + (t − 1)σ 2
εi
.

When ϕi → 1, σ 2
i (t) can be arbitrarily close to

σ 2
i (t) → t2σ 2

Ci + (12
+ 22

+ · · · + (t − 1)2)σ 2
εi

= t2σ 2
Ci +


t(t − 1)(2t − 1)

6


σ 2

εi
.

The impact of the noise process increases as ϕi increases. Since

t−1
k=1

(1 − ϕk
i )

2
=

t−1
k=0

(1 − ϕk
i )

2

=

t−1
k=0

(1 − 2ϕk
i + (ϕk

i )
2)

= t − 2
t−1
k=0

ϕk
i +

t−1
k=0

(ϕ2
i )

k

= t − 2

1 − ϕt

i

1 − ϕi


+


1 − ϕ2t

i

1 − ϕ2
i


,

we obtain

σ 2
i (t) =


1 − ϕt

i

1 − ϕi

2

σ 2
Ci

+
1

(1 − ϕi)2


t − 2


1 − ϕt

i

1 − ϕi


+


1 − ϕ2t

i

1 − ϕ2
i


σ 2

εi
.

Notice that for fixed σCi , σεi , and ϕi, σ 2
i (t) = Θ(t) as t → ∞,

where f (x) = Θ(g(x)) means that f (x) and g(x) have the same
growth rate. For a fixed ϕi, we haveµi(t)/σi(t) = Θ(

√
t) → ∞ as

t → ∞, i.e., the summation in Theorem 4 converges. However, as
ϕi → 1, we have σ 2

i (t) = Θ(t3) andµi(t)/σi(t) = Θ(1/
√
t) → 0

as t → ∞. Since Φ(0) = 0.5, the summation in Theorem 4 does
not converge and E(Ti(S)) = ∞.

3.4. Uncorrelated service capacities

As an extreme case, when ϕi = 0 and εi(t) = Ci(1) − µCi , the
stochastic process Ci(1), Ci(2), Ci(3), . . . is actually a sequence of
i.i.d. random variables with the same pdf fCi(c) in [0, ∞), i.e., we
have uncorrelated service capacities. Let µi = µCi and σ 2

i = σ 2
Ci

=

σ 2
εi
. Then, the Ci(t)’s are normal random variables with parameters

µi and σ 2
i , i.e.,

fCi(c) =
1

√
2πσi

e−(c−µi)
2/(2σ 2

i ).

Theorem 5. For uncorrelated service capacities, we have

E(Ti(S)) =

∞
t=0

Φ


S − tµi
√
tσi


.



40 K. Li / Future Generation Computer Systems 42 (2015) 36–43
Proof. It is clear that Ci(1) + Ci(2) + · · · + Ci(t) is also normally
distributed with parameters tµi and tσ 2

i . Hence, we have

P[Ci(1) + Ci(2) + · · · + Ci(t) < S] = Φ


S − tµi
√
tσi


.

The pmf of Ti(S) is

P[Ti(S) = t] = Φ


S − (t − 1)µi

√
t − 1σi


− Φ


S − tµi
√
tσi


,

for all t = 1, 2, 3, . . . . The expectation of Ti(S) is

E(Ti(S)) =

∞
t=0

Φ


S − tµi
√
tσi


.

The theorem is proven. �

4. Simulation results and numerical data

In this section, we present our simulation results and numerical
data. As in most P2P file sharing and exchange systems, the file
sizes S are in the range 10–1500 MB [7]. The service capacity of
a source peer is in the range 50–1000 kbps, i.e., 0.375–7.5 MB/min.

4.1. Simulation results

To validate our analytical results in the last section, we have
conducted simulations. We consider two distributions of fCi(c).
One is a normal distribution with µCi = 5 and σCi = 0.5. Another
is a Pareto distribution (commonly used for modeling network
traffic) with pdf

fCi(c) =
αβα

cα+1
,

in the range [β, ∞), where α is the shape parameter and β is the
scale parameter. We set α = 10 and β = 4.5, such that

µCi =
αβ

α − 1
= 5,

and

σCi =
β

α − 1


α

α − 2
=

√
5
4

≈ 0.559.

Assume that σεi = 0.5.
In Table 1, we display our simulation results of E(Ti(S))

and compare them with analytical results. For each S =

10, 20, . . . , 100, we show analytical results calculated by using
Theorem 3 for the Pareto distribution and Theorem 4 for the
normal distribution. We also show simulation results, where each
value is the average of 10,000 experiments. The maximum 99%
confidence interval is ±0.57667%. The relative difference of each
simulation result compared with the corresponding analytical
result is also given. We observe that each simulation result is very
close to its corresponding analytical result, with relative difference
nomore than±0.5%. This validates the correctness of our analytical
results.

4.2. Numerical data

In this section, we present numerical data to show the expected
file download time on a source peer i which has time-varying
service capacity. Assume that fCi(c) has a normal distribution.

The major parameters in our analytical model are the mean of
the service capacityµCi , the variance of the service capacity σ 2

Ci
, the

degree of correlation ϕi, the strength of noise σεi , and the file size S.
In Fig. 1, we demonstrate the expected file download time E(Ti(S))
Fig. 1. The expected download time vs. file size (varying ϕi).

Fig. 2. The expected download time vs. file size (varying σεi ).

for 5≤S ≤100 and ϕi =0.91, 0.95, 0.99, whereµCi =5, σCi = 0.5,
andσεi = 0.5. It is observed thatE(Ti(S)) is almost a linear function
of S. It is also observed that E(Ti(S)) > S/µCi . Furthermore,
the difference between E(Ti(S)) and S/µCi gets more significant
as ϕi increases, i.e., increased correlation between Ci(t − 1) and
Ci(t) increases the expected file download time and reduces the
performance of a source peer.

In Fig. 2, we demonstrate the expected file download time
E(Ti(S)) for 5 ≤ S ≤ 100 and σεi = 0.1, 0.5, 0.9, where
µCi = 5, σCi = 0.5, and ϕi = 0.95. It is observed that E(Ti(S))
is almost a linear function of S. It is also observed that E(Ti(S)) >
S/µCi . Furthermore, the difference between E(Ti(S)) and S/µCi
getsmore significant as σεi increases, i.e., increased noise increases
the expected file download time and reduces the performance of a
source peer.

The impact of ϕi is further demonstrated in Fig. 3, where we
show the expected file download time E(Ti(S)) for 0.90≤ϕi ≤0.99
and S = 20, 60, 100, with µCi = 5, σCi = 0.5, and σεi = 0.5.
It is observed that as ϕi increases, the expected download time
also increases smoothly and slowly. Beyond 0.98, the expected
download time increases dramatically, i.e., strong correlation
degrades the performance of a source peer significantly.

The impact of σεi is further demonstrated in Fig. 4, where we
show the expected file download time E(Ti(S)) for 0.1 ≤ σεi ≤ 0.9
and S = 20, 60, 100, with µCi = 5, σCi = 0.5, and ϕi = 0.95.
It is observed that for reasonable noise level, as σεi increases, the
expected download time also increases smoothly and slowly.

5. Parallel download and chunk allocation

A file can be downloaded from r source peers 1, 2, . . . , r
simultaneously. It is assumed that all source peers are stable and
remain in a P2P network for significant amount of time. There is
no effect of peer churn [8] for downloading the file of interest,
i.e., all source peers are available during downloading of the file.
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Table 1
Comparison of analytical and simulation results of E(Ti(S)).

S Normal distribution Pareto distribution
Analytical Simulation Relative differ. Analytical Simulation Relative differ.

10 2.50284 2.50930 +0.25794% 2.60386 2.59930 −0.17507%
20 4.58560 4.59390 +0.18093% 4.60198 4.59260 −0.20374%
30 6.69421 6.72100 +0.40019% 6.70408 6.69760 −0.09668%
40 8.80453 8.79400 −0.11957% 8.82034 8.80200 −0.20788%
50 10.92369 10.93020 +0.05957% 10.94329 10.94590 +0.02384%
60 13.04310 13.05000 +0.05289% 13.06634 13.05590 −0.07988%
70 15.15922 15.08620 −0.48168% 15.18546 15.19010 +0.03052%
80 17.27169 17.21880 −0.30621% 17.29847 17.37570 +0.44647%
90 19.37494 19.35900 −0.08229% 19.40427 19.34020 −0.33016%

100 21.47610 21.46150 −0.06798% 21.50247 21.42540 −0.35841%
Fig. 3. The expected download time vs. degree of correlation (varying S).

Fig. 4. The expected download time vs. noise strength (varying S).

Moreover, all the r source peers are seed peers, i.e., they all hold
a complete copy of a file, such that any chunk of the file can be
obtained from any source peer.

In a parallel download, a file of size S is divided into r chunks of
sizes S1, S2, . . . , Sr , such that chunk Si is downloaded from source
peer i, for all 1 ≤ i ≤ r in parallel. Different algorithms have
different strategies in choosing the chunk sizes and have different
parallel download times.

The following theorem analyzes the expected parallel down-
load time.

Theorem 6. If fCi(c) is a normal distribution with parameters µCi
and σ 2

Ci
, the expected parallel download time is

E(TIPID(S, r)) =

∞
t=0


1 −

r
i=1


1 − Φ


Si − µi(t)

σi(t)


.

Proof. The parallel download time for a file of size S from r source
peers is

TIPID(S, r) = max{T1(S1), T2(S2), . . . , Tr(Sr)}.
Notice that

P [Ti(Si) < t] = 1 − P [Ti(Si) = t] − P [Ti(Si) > t]
= 1 − (P[Ti(Si) > t − 1] − P[Ti(Si) > t])

− P [Ti(Si) > t]
= 1 − P[Ti(Si) > t − 1].

Therefore, for a normal distribution of fCi(c), we have

P[TIPID(S, r) < t] =

r
i=1

P [Ti(Si) < t]

=

r
i=1

(1 − P[Ti(Si) > t − 1])

=

r
i=1

(1 − P[Ci(1) + Ci(2) + · · ·

+ Ci(t − 1) < Si])

=

r
i=1


1 − Φ


Si − µi(t − 1)

σi(t − 1)


(by Theorem 4).

The expected parallel download time is

E(TIPID(S, r)) =

∞
t=1

P[TIPID(S, r) ≥ t]

=

∞
t=1

(1 − P[TIPID(S, r) < t])

=

∞
t=1


1 −

r
i=1


1 − Φ


Si − µi(t − 1)

σi(t − 1)



=

∞
t=0


1 −

r
i=1


1 − Φ


Si − µi(t)

σi(t)


.

The theorem is proven. �

Ourmain problemhere is to find chunk sizes S1, S2, . . . , Sr , such
that the expected parallel download time isminimized. It turns out
that this is an extremely complicated multi-variable optimization
problem and hard to solve. Instead, we will consider two heuristic
solutions.

5.1. Chunk allocation algorithms

We consider two parallel download and chunk allocation
algorithms. In the naive parallel download algorithm IPID0, a file of
size S is divided into r chunks of equal size S1 = S2 = · · · = Sr =

S/r [1].
Algorithm IPID1 for parallel download and chunk allocation

works as follows. Instead of dividing a file into chunks of equal
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Fig. 5. The expected parallel download time vs. file size.

sizes, algorithm IPID1 divides a file of size S into chunks of
sizes S1, S2, . . . , Sr , such that chunk sizes are proportional to the
expected service capacities, that is,

Si =


µCi

µC1 + µC2 + · · · + µCr


S,

for all 1 ≤ i ≤ r . Algorithm IPID1 has no knowledge of the current
service capacities of the source peers. However, algorithm IPID1
attempts to do chunk allocation based on the expected behavior
of source peers.

5.2. Performance comparison

Let us consider a P2P file sharing system with r = 10
heterogeneous source peers. Assume that Ci has time-varying
service capacity, where the mean of the service capacity is µCi =

4.1 + 0.2(i − 1), and the variance of the service capacity is σCi =

0.5 + 0.05(i − 1), and the degree of correlation is ϕi = 0.95, and
the strength of noise is σεi = 0.5.

In Fig. 5, we demonstrate the expected parallel download time
E(TIPID(S, r)) of algorithms IPID0 and IPID1 for file size 100≤S≤1000.
We observe that algorithm IPID1 has better performance than IPID0
due to a better chunk allocation strategy.

5.3. The impact of parallelism

We say that the r source peers 1, 2, . . . , r are homogeneous if
their initial service capacities C1(1), C2(1), . . . , Cr(1) are identical
random variables C with the same pdf,

fC1(1)(c) = fC2(1)(c) = · · · = fCr (1)(c) = fC (c),

and their noise processes have the same pdf,

fε1(c) = fε2(c) = · · · = fεr (c) = fε(c),

and they have the same degree of correlation,

ϕ1 = ϕ2 = · · · = ϕr = ϕ.

Notice that this does not mean that the r source peers have the
same service capacity. In fact, during any time slot, the service
capacities of the r source peers can be entirely and radically
different as governed by fC (c). Even if they have the same initial
service capacity, their subsequent service capacities can still
change as governed by fε(c).

In Fig. 6, we demonstrate the impact of parallelism for
homogeneous source peers. Assume that C is a normal random
variablewith parametersµC = 5 andσC = 0.5. The commonnoise
process has a normal distribution with mean 0 and σε = 0.5. The
degree of correlation is ϕ = 0.95. We demonstrate the expected
parallel download time E(TIPID(S, r)) (notice that algorithms IPID0
and IPID1 are identical for homogeneous source peers) for 1≤ r≤10
Fig. 6. The expected parallel download time vs. parallelism (varying S).

and S = 20, 60, 100. We observe that although r source peers
do not reduce the expected parallel download time by a factor
of r , multiple source peers do reduce the parallel download time
significantly.

6. Related work

Extensive investigation has been performed by many re-
searchers in the last few years for performance measurement,
modeling, analysis, and optimization of file sharing in P2P net-
works. In this section, we review the related research.

Research in this area has been conducted at three different
levels, i.e., system level, peer group level, and individual peer
level. At the system level, research is focused on establishing
models of P2P networks such as queueing models [9,10] and
fluid models [11], so that overall system characterizations such
as system throughput and average file download time can
be obtained. At the peer group level, research is focused on
distributing a file from a set of source peers to a set of user
peers, so that the overall distribution time is minimized [12–17].
At the individual peer level, research is focused on analyzing and
minimizing the file download time of a single peer [1,2,4].

It is clear that the vast majority of file downloads are per-
formed by individual users. Therefore, P2P network performance
optimization from a single peer’s point of view has been an inter-
esting and important issue. File download strategies for an indi-
vidual user peer can be classified into two categories, namely, sin-
gle download methods from one source peer and parallel down-
load methods from several source peers simultaneously. The main
concern in single downloadmethods is the peer selection problem,
namely, switching among source peers and finally settling on one,
while keeping the total time of probing and downloading to amin-
imum [18–22,2,4].

It is well known that themethod of parallel downloading can be
used to reduce file download times. The main concern in parallel
download methods is the chunk allocation problem, namely, how
to divide a file to be downloaded into chunks which can be
downloaded from several source peers simultaneously. In [1], it is
proposed that a file is divided into chunks of equal sizes. In [23], it
is observed that to achieve the maximum speedup, chunks should
be allocated such that all servers finish their transmissions at the
same time. It has been observed that performance improvement
experienced by clients who perform parallel downloading comes
at the expense of clientswho simply go to a single server to retrieve
files [24].

Performance measurement, modeling, analysis, and optimiza-
tion of parallel document downloading in the Internet and file
sharing in P2P networks have also been conducted at three differ-
ent levels, i.e., system level, peer/client group level, and individual
peer/client level. At the system level, research is focused on un-
derstanding the impact of large scale parallel downloading on the
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performance of a network [24–27]. At the peer/client group level,
research is focused on parallel document/file downloading from
multiple mirror sites and source peers such that duplicated
transmissions are kept to a minimum by using efficient mul-
ticasting [28]. At the individual peer/client level, research is
focused on minimizing the parallel file download time for a
single peer/client [1,23]. Fine parallel downloading algorithms for
an individual user peer are critical in competing for network re-
sources. A comprehensive and analytical performance study of par-
allel download algorithms is given in [3] for source peers with
random service capacities.

7. Conclusions

We have analyzed the expected file download time in peer-to-
peer networks with stochastic and time-varying service capacities.
We treated the service capacity of a source peer as a stochastic
process. For the autoregressive model of order 1, we derived
analytical results which characterize the expected download time
from a source peer with stochastic and time-varying service
capacity.Wepresented simulation results to validate our analytical
results. We also gave numerical data to show the impact of the
degree of correlation and the strength of noise on the expected file
download time.

We have also considered the expected time of a parallel
download. For any chunk allocation method, we derived an
analytical result of the expected parallel download time from a
source peer with stochastic and time-varying service capacity. We
showed that the algorithmwhich chooses chunk sizes proportional
to the expected service capacities has better performance than
the algorithm which chooses equal chunk sizes. We also showed
that multiple source peers do reduce the parallel download time
significantly.
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