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Abstract

For the transport networks only equipped with sparse or isolated detectors, short-term traf-
fic flow forecasting faces the following problems: (1) there are only temporal information
and no spatial information; (2) the noises in the traffic flow significantly affect the fore-
casting performance. In this paper, a lag-related noise shrinkage stacked long short-term
memory (LSTM) network is proposed for the traffic flow forecasting task only related
to temporal information. To extract effective temporal features, the optimal time lags are
selected in the traffic flow and converted into lag-related multi-dimensional data. Then, a
discrete wavelet threshold denoising shrinkage algorithm is designed to filter the noises to
construct a more reliable training set. A multi-level stacked LSTM network is employed to
learn the features of the training set to map the past traffic flow to the future flow. Four
benchmark datasets are to evaluate the forecasting performance by extensive experiments.
The comparison with the state-of-the-art models demonstrates an average improvement
of 7.28% in MAPE and 6.02% in RMSE. In addition, the proposed method has been
applied in the Guilin Travel Network Bus Intelligent Dispatching System. It improves the
utilization of the vehicles and reduces operating costs.

1 INTRODUCTION

Traffic flow including traffic flow rate, density, and average
speed, is one of the key factors to evaluate the state of road

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any medium, provided the

original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2023 The Authors. IET Intelligent Transport Systems published by John Wiley & Sons Ltd on behalf of The Institution of Engineering and Technology.

traffic [1]. Accurate and timely traffic flow information is criti-
cal for the successful deployment of intelligent transportation
systems, which provide reliable traffic information for logis-
tics departments, commercial organizations, tourism service
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organizations, and government management agencies [2, 3].
Short-term traffic flow forecasting is on the micro-level. Sub-
tle changes in traffic flow often have a great impact on future
traffic flow. Due to the inherent randomness of traffic flow and
the external noise [4], such as accidents, climate, manual traffic
control, or detectors malfunction, accurately identifying effec-
tive changes in traffic flow and filtering noise are difficult if
not impossible. Four typical highway datasets of Amsterdam
are employed in the study. The highways with different types
of noise and conditions are representative, including those with
high traffic flow change rates, those prone to traffic accidents,
those with complex road conditions, and those with relatively
mild traffic conditions. The details are described in Section 3.1.

In the literature, a variety of short-term traffic flow forecast-
ing methods have been proposed. The first type is based on
conventional time series models, such as moving average model,
regressive model [5–7], autoregressive integrated moving aver-
age model [8], Bayesian network [9], and hidden Markova
model [10]. Furthermore, some variants by the combinations
of these models have been applied for short-term traffic flow
forecasting, such as the Kalman autoregressive integrated
moving average model (KARIMA) [11], the autoregressive
integrated moving average with an explanatory variable model
(ARIMAX) [12], and the seasonal autoregressive integrated
moving average model (SARIMA) [13]. These methods per-
form well in stationary traffic flow data. However, due to
unexpected incidents, the actual traffic flow data manifest com-
plicated behaviors that have nonlinear parts and are not always
stationary.

The emerging machine learning methods have been
employed for short-term traffic flow forecasting, such as
deep belief network [14], fuzzy logic [15], Kalman filter [16, 17],
ensemble learning [18], support vector regression [19], k-nearest
neighbor [20], and extreme learning machines [21]. Machine
learning methods require a large amount of sample data and
sufficient training effort to establish the mapping function
[22, 23]. These methods show more advanced predictive capa-
bilities than classical statistical models [24]. In particular, deep
neural network methods such as stacked autoencoder [25, 26],
recurrent neural network (RNN) [27], and generative adversarial
nets [28] have greatly improved the accuracy of forecasting.
Recent studies use temporal and spatial information of traffic
flow or multidimensional information to further improve
forecasting performance. For example, Liu et al. [29] combine
convolutional neural network and long short-term memory
(LSTM) to develop a deep learning-based forecasting model
by extracting the temporal and spatial dependencies of traffic
flow. Lu et al. [30] employ a novel multi-diffusion convolution
block and a stacked LSTM block to learn the spatial-temporal
dependencies of intricate traffic data. Ma et al. [31] apply mul-
tiple features for multi-lane short-term traffic forecasting with
a convolutional LSTM neural network architecture. However, it
is difficult to acquire spatial information in transportation net-
works that only have sparse or isolated traffic detectors. In these
cases, it is challenging to make the forecasting task only have
temporal traffic information and without spatial traffic informa-
tion. These studies aim to improve the accuracy of short-term

traffic flow forecasting only based on temporal traffic
flow sequence.

Various RNNs [32, 33] have been applied in this task. How-
ever, traditional RNN has the key disadvantage of gradient
vanishing or exploding. The LSTM network was proposed to
overcome this issue [20, 34]. Nevertheless, the existing LSTM
network still has a shortcoming in terms of short-term traffic
forecasting. The mean absolute error or mean square error
loss is commonly used in conventional LSTMs, such as [35],
which is based on the assumption that the deviation between
the estimated value and the true value obeys a Gaussian distri-
bution. Therefore, how to make the residuals of the data obey
the Gaussian distribution is the key to advancing the prediction
accuracy of traditional LSTM. However, emergencies and
accidents can bring impulse interference and outliers to traffic
flow, and the Gaussian assumption of prediction residuals does
not always hold [36]. Conventional LSTM may deteriorate
severely under non-Gaussian conditions [37]. In this regard,
a more robust criterion is needed to prevent the interference
of irregular samples. Furthermore, relying solely on LSTM
networks to extract the features of the traffic flow data is prob-
ably biased [38]. Therefore, two critical questions need to be
answered to improve the forecasting accuracy. The first one is
what reasonable time lags is for a specific road segmentation by
fully understanding the time correlation of the traffic flow. The
second one is how to accurately identify and filter the noises
from the traffic flow sequence. This research aims to propose a
framework for the combination of statistical methods and deep
learning methods to raise traffic flow forecasting accuracy by
solving these two critical questions.

The contributions of this research are summarized as
follows.

∙ The study proposes to forecast the short-term traffic flow by
a multi-level stacked LSTM enhanced by data preprocessing.

∙ The study designs a lag-related method to effectively identify
time lags for the traffic flow, and explore the optimal level of
the discrete wavelet threshold denoising shrinkage algorithm
to filter the noises in traffic flow sequences.

∙ Extensive experiments show the proposed method outper-
forms the state-of-the-art models by 7.28% in MAPE and
6.02% in RMSE. Furthermore, the proposed method applies
to a real-world bus intelligent dispatching system in Guilin,
China, and improves the utilization of the vehicles.

2 METHODOLOGY

To solve the two critical questions above, a lag-related noise
shrinkage stacked long short-term memory (LNS-SLSTM)
network is proposed for the traffic flow forecasting task. First, a
data preprocessing block is employed to extract effective infor-
mation and filter noises simultaneously. The series correlation
from the traffic flow sequence is uncovered by autocorrelation
and partial autocorrelation techniques [39]. Then, the noises in
the traffic flow are identified and filtered by a discrete wavelet
threshold denoising shrinkage algorithm. The different levels
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FIGURE 1 The workflow of the LNS-SLSTM.

of wavelet denoising are explored to determine the optimal one.
After that, a multi-level stacked LSTM network is designed to
learn the denoised data.

Four benchmark datasets are employed to evaluate the
performance of the proposed methods through extensive
experiments. The forecasting performance is compared to the
frequently used models in the published papers in recent years.
The results demonstrate the effectiveness and superiority of the
proposed model for short-term traffic flow forecasting.

2.1 Overview

The traffic flow recorded by n detectors on the highway at time
t is denoted as Xt ∈ ℝn. The traffic flow data in the past T

time intervals are St = [Xt−T +1, … ,Xt ]. The task of short-term
traffic flow forecasting is to build a mapping function to predict
the traffic flow at the next time interval through a data sequence
St , as Equation 1.

St = [Xt−T +1, … ,Xt ]
f

⟶ X̂t+1. (1)

In traffic flow series St , the general name of all historical time
traffic flows used in traffic flow prediction are called time lags.
In Equation 1, Xt is the value corresponding to Xt+1’s 1 time
lags. Similarly, Xt−1 is the value corresponding to Xt+1’s 2 time
lags, and so on.

The workflow of the proposed LNS-SLSTM is shown in
Figure 1. The proposed method includes two parts which
are the data preprocessing block and the stacked LSTM. The
method input the traffic flow series data into the data prepro-
cessing block from the left. There are three steps of data prepro-
cessing. First, a current sequence is selected by the calculation
of autocorrelation, and time lags are selected by the calculation
of partial autocorrelation, to choose the appropriate series data.
Second, the selected series data is denoised by a discrete wavelet
denoising algorithm. Third, the denoised data is rearranged to
generate the input data of the LSTM model. After that, the well-

ALGORITHM 1 The LNS-SLSTM Method.

Input: traffic flow sequence St

Output: mapping forecasting function

1. current sequence X ← autocorrelation of St ;

2. time lags ← partial autocorrelation of St ;

3. repeat

4. low-frequency detail H and high-frequency detail A ← wavelet denoising
for X ;

5. input data for the stacked LSTM ← rearrange the related time lags of H ,
A, and X ;

6. next prediction;

7. until the end of the training.

preprocessed data are employed to train a stack LSTM. A dense
layer follows the LSTM for the prediction of the traffic flow.
The detailed operation of LNS-SLSTM method the is described
in Algorithm 1. The traffic flow sequence St is the input data of
the method, and the aim is to map the function of the predic-
tion. First, the current traffic flow sequence St is input into the
data preprocessing block. In the data preprocessing block, three
important things need to be considered. One thing is to select
the current sequence X and the most effective time lags. The
second thing is to employ a discrete wavelet threshold denois-
ing method to decompose and recompose the sequence into
low-frequency detail sequence H and high-frequency details
sequence A. The last thing is rearranging the related time lags
of H , A, and X to generate the single-step input data for
the stacked LSTM network. Then, the well-preprocessed data
train the multi-level stacked LSTM network, which learns the
mapping from the past traffic flow to the future traffic flow.

At the bottom of Figure 1, it shows every stage of the
workflow of the LNS-SLSTM. In Section 2, the contents are
described in the order of the LNS-SLSTM workflow. To begin
with, it is how the current sequence and time lags are selected.
Then, it is how the denoising method works and the model
input data generation. Last, is the multi-stacked LSTM structure.
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2.2 Data preprocessing

2.2.1 Current sequence and time lags

The time lag is important for the traffic flow forecasting task.
The study compares the current traffic flow with the historical
flow to analyze the period and trend of the traffic flow. For
a traffic flow sequence [Xt−n+1, … ,Xt ], the autocorrelation is
employed to analyze the period and trend. The autocorrelation
is calculated by Equation (2).

𝛾h =

n−h∑
t=1

(Xt+h − 𝜇̂)(Xt − 𝜇̂)∑n

t=1(Xt − 𝜇̂)2
, (2)

where h represents the number of lags, 𝜇̂ is the overall mean
used to calculate the correlation. According to the calcula-
tion, the length of the current sequence X is determined
for the forecasting task. The details will be discussed in
Section 3.3.

Partial autocorrelation refers to the relationship between
the current observation and the observation of the previous
step, which removes the intervened observation. For exam-
ple, for a traffic flow sequence [Xt−n+1, … ,Xt ], the partial
autocorrelation at lag k is to remove the correlation from
(Xt−1,Xt−2, … ,Xt−k−1) after the relevant influence caused by
the lag term. The partial autocorrelation of the traffic flow is
calculated by Equation (3).

𝜌Xt ,Xt−k|Xt−1,…,Xt−k+1
=

E [(Xt − ÊXt )(Xt−k − ÊXt−k )]

E [(Xt−k − ÊXt−k )2]
,

k = 1, 2, … , n, (3)

where ÊXt = E [Xt |Xt−1, … ,Xt−k+1], and ÊXt−k =
E [Xt−k|Xt−1, … ,Xt−k+1].

The partial autocorrelation can independently indicate the
degree of correlation between two traffic flow sequences. Each
lag k is calculated for the collection {𝜌i}, where −1 ≤ 𝜌i ≤

1, and i ∈ k. The collection shows the relationship between
the two traffic flow for time lag k. The closer |𝜌i | is to 1
the higher correlation between two traffic flow sequences. To
determine the partial autocorrelation coefficient of the most
related traffic flow sequences, the largest ones are found in {𝜌i}.
The index the largest {𝜌i} is i. In this way, the most effective
historical time lags {Xi} are got, and the number of the ele-
ments for {Xi}, which is m. The details will be discussed in
Section 3.3.

2.2.2 Sequence denoising

The wavelet transform can capture the details of the time-series
signal compared with other denoising methods, and it has
better performance than the ones based on Fourier transform
[40]. In this work, the wavelet transform is taken for the time-
frequency signal analysis of the traffic flow, since it can solve

the non-stationary signal processing problem. The discrete
wavelet threshold denoising method is simple to implement,
and can suppress noise to a large extent. There are two key
parameters to determine denoising performance. One is the
noise threshold 𝜆, and the other is the threshold function [41].
There are two basic types of threshold functions, which are
divided into hard threshold ones and soft threshold ones. The
advantage of the hard threshold is that the denoised signal can
better retain the singular characteristic information, whereas
the disadvantage is that when the signal is reconstructed, it
is easy to produce signal distortion such as oscillation and
Pseudo-Gibbs effect at the discontinuous point [42]. The
advantage of soft threshold is that the signal after denoising
is smoother, but the high-frequency estimated coefficient
and the original coefficient have the disadvantage of constant
error. Moreover, the singular characteristic information of the
signal after denoising is blurred. The Garrote threshold [43] is
adopted and the parameters are further optimized to balance
the advantages of the hard threshold and the soft threshold.
The conventional wavelet noise threshold remains unchanged
on the decomposition scale, which leads to a deviation between
the estimated threshold and the actual threshold for each scale.
The wavelet coefficients of noise decrease as the scale increases.
Therefore, when the signal is denoising, the threshold of the
layer-by-layer scale should also decrease with the increase of the
decomposition scale. In this regard, the threshold is calculated
as follows. The threshold 𝜆 j under j th-level scale is calculated by
Equation (4).

𝜆 j = 𝜎 j

√
2 log100 Nj , (4)

where Nj is the length of the high-frequency wavelet coeffi-
cients and 𝜎 j is the estimation of the noise standard variance at
j th-level scale.

In this study, to estimate the noise in the wavelet domain
for a noisy traffic flow sequence, such a method is used to per-
form Daubechies wavelet transform on the signal, and arrange
the high-frequency wavelet coefficient modulus obtained by
processing each scale according to size. Then, the estimated
noise is obtained during this scale transformation, for example,
𝜎 = MAD∕0.6745, where MAD is the median absolute devi-
ation. In this way, the denoise is more flexible and effective,
since the influence of the difference of coefficients obtained
after the wavelet processing of each scale on the noise is
fully considered.

The Garrote threshold function is as Equation 5.

ŵi, j =

⎧⎪⎨⎪⎩
0 |wi, j | ≤ 𝜆 j

wi, j −
𝜆 j

2

wi, j

|wi, j | > 𝜆 j .
(5)

where ŵi, j is the estimated detail coefficient, and wi, j is the
detailed coefficient obtained by wavelet transform. The Gar-
rote threshold is |wi, j | > 𝜆 j . For each high-frequency detail, the
coefficient is subtracted to shrink. In this way, the characteristics
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FIGURE 2 The schematic of wavelet denoising processing.

of each high-frequency detailed coefficient are better consid-
ered, and the signal characteristic information is better to keep
the signal smoother.

In the wavelet domain, the effective signal energy is concen-
trated and represented by a few high-amplitude coefficients,
while noise is represented by a great quantity of small-amplitude
coefficients. The wavelet denoising shrinkage method uses this
sparse characteristic of wavelet coefficients to filter noise
from the signal. The discrete wavelet threshold denoising is
to habitually perform multi-scale wavelet transformation on
sequence signals and divide the obtained detailed coefficients
of each scale into low-frequency and high-frequency detail
coefficients. The usual processing method is to keep the
low-frequency detail coefficients unchanged, and select an
appropriate threshold to shrink the high-frequency detail
coefficients. Then, the denoising signal is obtained through
wavelet reconstruction. Different from the conventional
ones, another signal reconstruction method is taken. The
reconstruction process is to interpolate the low-frequency
coefficients and the denoised high-frequency coefficients,
respectively. Then, those are reconstructed through the inverse
wavelet transform to obtain consecutive sequences, which
are the low-frequency sequence and the high-frequency
sequence. The process of wavelet denoising is depicted in
Figure 2. The wavelet denoising method summarizes in
Algorithm 2.

2.2.3 Input data generation

As discussed in the previous section, for the prediction
of each time interval X̂t , the partial autocorrelation is
used to select m most related lags to form a 1 × m array
X̂t = [X1, … ,Xm].

The length of the historical window n is determined from the
period, trend, or other modes according to the analysis of auto-
correlation. n is the number of matrix columns to form a n × m

matrix. Each row is the historical time lags of the prediction,
and each column is the lag sequence of the corresponding step

ALGORITHM 2 Wavelet Denoising Method.

Input: current traffic flow sequence X

Output: denoised high-frequency sequence and low-frequency sequence

1. Select a wavelet

2. Select the decomposition levels j (1 ≤ j ≤ K ), where K = log2N , N is the
length of the sequence.

3. Make the j levels discrete wavelet transform (DWT) of the sequence X ,
decomposing it into j parts of high-frequency detail coefficients
D1,D2, … ,D j , and the j th-level low-frequency detail coefficients A j .

4. Estimate the 𝜎 j and calculate the 𝜆 j for each part of high-frequency detail
coefficients. And apply the noise thresholding to them.

5. A0 is a zero values sequence with the length of N , and all the denoised
high-frequency coefficients d1, d2, … , d j , with A0 to generate the
denoised high-frequency sequence by the inverse discrete wavelet
transform (IDWT)

6. D0 is a zero values sequence with the length of N , and the j th-level
low-frequency detail coefficients with D0 to restore the low-frequency
sequence by the IDWT.

of the original sequence. The matrix is as Equation 6.

SCo =

⎡⎢⎢⎢⎣
X̂t

⋮

X̂t−n+1

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎣
X11 ⋯ X1m

⋮ ⋮ ⋮

Xn1 ⋯ Xnm

⎤⎥⎥⎥⎦
, (6)

Then, the data preprocessing block utilizes discrete wavelet
threshold denoising to decompose and recompose each column
of SCo into high-frequency sequence SCoh and low-frequency
sequence SCol .

SCoh =
⎡⎢⎢⎣

X̂th

⋮

X̂t−n+1h

⎤⎥⎥⎦ =
⎡⎢⎢⎣
X11h

⋯ X1mh

⋮ ⋮ ⋮

Xn1h
⋯ Xnmh

⎤⎥⎥⎦ ,

SCol =
⎡⎢⎢⎣

X̂tl

⋮

X̂t−n+1l

⎤⎥⎥⎦ =
⎡⎢⎢⎣
X11l

⋯ X1ml

⋮ ⋮ ⋮

Xn1l
⋯ Xnml

⎤⎥⎥⎦ . (7)

For the denoising algorithm in this study, when the original
data is denoised, it inevitably reduces some effective infor-
mation while reducing noise. To compensate for the loss of
effective information, the original data and the denoised data
are integrated and then input into the neural network, so that
the network can calculate and determine the contribution of the
denoised data and the original data to the prediction results. This
is to achieve a balance between noise removal and maximum
retention of valid information. Therefore, after the processing
of discrete wavelet threshold denoising, A new matrix together
with SCO as a result of the data preprocessing is shown in Equa-
tion 8. Each row of the matrix SPo is one time training step size
for the LSTM network. The data for each time step contain
the traffic flow corresponding to the time lags, and each time
lag has three dimensions, including the original value, the high-
frequency value, and the low-frequency value. For selected m
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FIGURE 3 The stacked LSTM structure.

time lags, the input data dimension is m × 3.

SPo =
[
SCo SCoh SCol

]
. (8)

2.3 Multi-level stacked LSTM network

The LSTM network can overcome the main disadvantage of
vanishing or exploding gradients in RNNs. As it is shown in
Figure 3, there are three gates, input gate, forget gate, and output
gate in the LSTM network. These gates are used to control the
transmission of LSTM information, and determine the cell state
ct and output signal ht . The input gate is shown in Equations 9
and 10.

it = 𝜎i (xt Wxi + ht−1Whi + bi ), (9)

ĉt = 𝜎c (xt Wxc + ht−1Whc + bc ), (10)

where Wxi , Wxc , Whi , Whc are weight matrices. bi , bc are the biases.
𝜎i represents the sigmoid function and 𝜎c represents the tanh
function. The input gate determines the information retained
in the input information xt and ht−1. The input gate includes a
sigmoid and a tanh neural network layer output which is it and
ĉt . The forget gate is ft , which determines the information to
be forgotten in the input information xt and ht−1, as shown in
Equation (11).

ft = 𝜎 f (xt Wx f + ht−1Wh f + b f ), (11)

where Wx f and Wh f are weight matrices. b f is the bias. 𝜎 f rep-
resents the sigmoid function. The last moment cell state ct−1 is
multiplied by ft to select the forgotten and retained informa-
tion. it is multiplied by ĉt . Then, they are added together to get
the new cell state ct shown in Equation 12.

ct = ft ⊙ ct−1 + it ⊙ ĉt . (12)

The output gate integrates the cell state ct with the output
signal ht−1 and the input signal xt . They pass through a tanh

layer as the output signal ht at the current time. As it shown in
Equation (13).

ht = 𝜎o(xt Wxo + ht−1Who + bo) ⊙ 𝜎hct , (13)

where Wxo and Who are the weight matrices. bo is the bias. 𝜎o

represent the sigmoid function and 𝜎h represent the tanh func-
tion. The LSTM has been proven successful in a wide range
of challenging prediction tasks, such as [14, 30, 34]. Increas-
ing the depth of the LSTM network by stacking improves the
efficiency of training, and obtains higher accuracy. The added
layer can learn the representations from previous layers and
create new representations at a high level of abstraction. How-
ever, if the network depth is too deep, it will also cause gradient
explosion/vanishing issues. In Section 3.3, the study will discuss
the influence of the number of stacked layers on the forecast-
ing performance. The study can properly increase the depth of
the LSTM neural network by stacking the LSTM unit together.
Essentially, the stacked LSTM network is taking one LSTM unit
output and feeds it into another LSTM unit. For instance, the
level 2 stacked LSTM network is shown in Figure 3.

3 CASE STUDY

3.1 Data description

As shown in Figure 4, four typical datasets from Amsterdam,
Netherlands are employed to evaluate the forecasting perfor-
mance of the proposed method, which are widely used in [25,
44, 45]. The data are collected from four detection points by
MONICA detectors located on four highways. The data are col-
lected from 20 May 2010, to 24 June 2010. The statistics are
performed every minute, and the flow of vehicles passing by in
that minute is counted and converted into the hourly traffic flow
of that minute. These four highways are representative.

∙ A1 is the border highway, the first high-occupancy 3+ separa-
tion lane in Europe. The lane occupancy rate changes greatly
instantaneously and the prediction are difficult.
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250 LI ET AL.

FIGURE 4 The map of the four highways in Amsterdam.

∙ A2 is a busy highway in the Netherlands and is prone to con-
gestion. It can be used to verify the prediction performance
of the method with traffic congestion.

∙ A4 is a domestic standard national highway, and its traffic
flow is relatively moderate.

∙ A8 is a connecting highway with a total length of about 10
kilometers. It is prone to traffic accidents and can be used to
verify the predictive performance of traffic emergencies.

3.2 Evaluation criteria

The mean absolute percentage error (MAPE) and the root mean
square error (RMSE) are widely used in traffic flow forecasting
tasks, such as [25, 44, 45]. The study employed these two criteria
to evaluate the performance of the proposed method and the
control ones. The MAPE is defined as Equation (14), and the
RMSE is defined as Equation (15).

MAPE =
1
m

m∑
i=1

(
ŷl − yi

yi

)
, (14)

RMSE =

√√√√ 1
m

m∑
i=1

(ŷl − yi )2. (15)

3.3 Experimental setups and analysis

Traffic flow data is aggregated from the dataset with ten
minutes time intervals for the experiment. The selected traffic
flow data series has 5040 time intervals, of which 4032 time
intervals are used for training and 1008 time intervals are used
for testing. The experiment is based on Keras (an advanced
neural network API written in Python). A Bayesian optimiza-
tion tool kit, Hyperas is used to adjust the hyperparameters.
The optimized hyperparameters include unit, epoch, and batch
size. Unit is the characteristic dimension of the hidden layer in
the LSTM model. Batch size refers to the number of training
examples in one iteration. A certain number of examples are

TABLE 1 The hyperparameters of the LSTM.

Hyperparameter Value

Units 64

Batch size 40

Epochs 100

used to update the parameters of the model through the batch
gradient descent algorithm in each iteration. Epoch means that
the whole training set is transmitted forward and backward
once through the deep neural network. The range of the unit
is set as [16, 32, 64, 128, 256]. the batch size range is set as
[10, 20, 40, 80, 160], and the epoch range is set as [50, 100, 200].
the tuned hyperparameters for the experiments are listed in
Table 1.

The training step of the LSTM is set to 1, and each LSTM
layer is set to one hidden layer whose dimension is 64. The
epoch number is set to 100. The batch size is set to 40. The
decayed_learning_rate updating in network training is given by
Equation (16).

decayed _learning_rate = learning_rate ⋅ decay_rate

global _step

decay_steps , (16)

where learning_rate = 0.1, decay_steps = 80 and decay_rate = 0.96.
Loss function set to mean absolute error as Equation (17).

MAE =

∑n

i
|yi − ŷl |

n
. (17)

The experiment repeats 20 times for each prediction, and
averages the results of the 20 experiments as the final results
to eliminate the randomness of the single experimental results.

First, 1-week traffic flow data is taken from A1, A2, A4, and
A8 as the input data of Algorithm 1 to calculate the autocorrela-
tion. Figure 5 shows that the autocorrelation of four highways is
similar to the cosine function, and has a period which is around
one day (144 time intervals). Thus, the study selects n = 144 as
the length of the current sequence X .

Simultaneously, these 1-week data are used to calculate the
partial autocorrelation, which is shown in Figure 6. The largest
ones are found in 𝜋i from the four highways are the time
lag 1 and 2. Therefore, it concludes that the most related
traffic flow of Xt is Xt−1 and Xt−2, which are two adjacent
historical traffic flows. And then, the Daubechies1 wavelet func-
tion is chosen for the DWT and IDWT at level 1 in the
model for example. As shown in Figure 7, the original traf-
fic flow is decomposed and recomposed to a low-frequency
and a high-frequency sequence. The low-frequency sequence
keeps the base model of the original signal. The high-frequency
sequence includes most of the noise. For the high-frequency
sequence, the study applies denoising depicted in Figure 8.
The noises are flited while the character of the sequence
is maintained.

As a result, as known from Algorithm 2, Equa-
tion (6), Equation (7), and Equation (8), for the
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LI ET AL. 251

FIGURE 5 The autocorrelation of four highways.

FIGURE 6 The partial autocorrelation of four highways.

FIGURE 7 The low-frequency and high-frequency sequence of the traffic flow.

experiment data, the one training steps input of the
LSTM model is [Xt−1,Xt−2,X(t−1)h ,X(t−1)l ,X(t−2)h ,
X(t−2)l ].

The differences in the wavelet scale impact the result.
To select the optimal wavelet scale, the study has done
wavelet threshold denoising of 1 to 3 levels, as depicted in
Table 2. As shown in the table, the level 2 wavelet achieves
a well-balanced performance on the four highways. Thus,
it is more suitable to select the level 2 wavelet threshold
denoising.

The study increases the depth of the LSTM network by stack-
ing the LSTM unit together to improve the efficiency of training
for higher accuracy. To illustrate the influence of the number of
stacked layers, the study presents the performances for different
numbers of stacked layers, for example, n = 1, 2, 3, 4, in Table 3.
Figure 9 shows the percentage of the reduction for the MAPE
and the RMSE of one stacked layer compared with other num-
bers of the layer. The stacked LSTM of 2 layers is the blue line.
For highways, A1, A2, A4, and A8, the results show an average
advantage in the stacked LSTM of 2 layers.
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252 LI ET AL.

FIGURE 8 The high-frequency part after wavelet threshold denoising.

TABLE 2 Wavelet threshold denoising comparison.

Level 1 Level 2 Level 3

A1 MAPE 10.44 10.65 10.70

RMSE 271.74 268.68 273.09

A2 MAPE 9.41 9.71 9.56

RMSE 200.51 197.45 201.16

A4 MAPE 10.31 10.44 10.27

RMSE 206.74 207.18 207.68

A8 MAPE 11.52 11.26 10.95

RMSE 157.71 152.97 163.47

TABLE 3 The comparison of different numbers of stacked layer LSTM.

n=1 n=2 n=3 n=4

A1 MAPE 11.18 10.65 10.87 10.70

RMSE 278.68 268.68 268.82 277.54

A2 MAPE 10.04 9.71 9.57 9.78

RMSE 198.05 197.45 195.61 196.92

A4 MAPE 10.75 10.44 10.53 10.51

RMSE 207.50 207.18 207.35 209.67

A8 MAPE 11.37 11.26 11.42 11.29

RMSE 158.97 152.97 153.54 156.77

3.4 Comparison with other methods

The study employs two baseline models, the historical average
(HA) and the random walk model (RW), for the experi-

FIGURE 9 The percentage of the reduction for the MAPE and the
RMSE.

ment. The study also compares the proposed method with
seven frequently used methods in recent years’ publications
for two criteria, MAPE and RMSE. These methods include
the exponential smoothing model (ES), grey model (GM),
least-squares boosting (LSBOOST), support vector regression
method (SVR), stacked autoencoder model (SAE), Kalman
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LI ET AL. 253

filtering model (KF), and LSTM model. Besides, six latest state-
of-the-art models are included, SVRGSAS [19], SrOrkNNr
[46], GA-KELM [21], PSOGSA-ELM [47], ABC-ELM [48],
NiLSTM [20]. The brief introductions of these models are
as follows.

HA: The average traffic flow in the past period is used as the
forecast of current traffic flow.

RW: The traffic flow deviates from its previous value by a
random step in each period. For more details on RW, refer to
Reference [49].

ES: A special weighted moving average method. The
smoothing factor 𝛼 to 0.4 with quadratic exponential smooth-
ing.

GM: A predictive method that builds mathematical models
and makes predictions by using a small amount of incomplete
information [50]. In this experiment, the GM(1,1) model was
employed to predict the traffic flow.

LSBoost: One of the most popular boosting algorithms that
ensembles linear regression. Zhou et al. [25] have applied this
method to load forecasting in the energy day-ahead market
And they declared that the least squares boosting algorithm
gives more robust results than the SARIMA method for
load forecasting.

SAE: The stacked autoencoder is trained in a layer-wise
greedy fashion [51]. The spatial and temporal correlations are
inherently considered in this model. The deep architecture of
the SAE is set to [120, 60, 30] by cross-validation.

KF: The transition matrix is set to an n × n identity matrix.
The variance of measurement noise R is set to 0.1. The initial
state is set to [

1

n
, … ,

1

n
]. The initial error covariance and process

noise are set to 0.01 × In×n. The study sets the length of state
variable n to 8, the same as Cai et al. [19].

SVR: The regression horizon is set to 8, which is the same as
Cai et al. [19]. The kernel type is the radial basis function (RBF).
The parameter C is set to the maximum difference between the
traffic flow. The width parameter for the RBF kernel is set to
3 × 10−6.

LSTM: The LSTM model with the following hyperparame-
ters. The training step is 1, and the hidden layer dimension is 64.
The epoch number is 100. The batch size is 40.

SVRGSA: A hybrid traffic flow forecasting model combin-
ing gravitational search algorithm (GSA) and the SVR model.
The GSA is employed to search optimal SVR parameters. RBF
is the kernel function. The ranges of these three parameters
in the SVR model are set as C ∈ (1, 10, 000), 𝜀 ∈ (0, 10), and
𝛾 ∈ (0, 1). The value of 𝜀 is closely related to the noise of the
sample. GSA parameters are as follows. The population size is
40, maximum number of iterations is 100, G0 is 100, and 𝛿 is
20, the same as Cai et al. [19].

SrOrkNNr: The sample-rebalanced and outlier-rejected k-
nearest neighbor regression model is a random subspace
ensemble framework that generates multiple random subspaces
for short-term traffic flow forecasting. It designs two kinds of
probabilities, 𝜔1 and 𝜔2, corresponding to the distance of the
hyperplane of kth local nearest neighbor (HKNN) and the kth
fuzzy nearest neighbor, respectively, representing the local and

TABLE 4 The comparison of MAPE with other methods.

Model A1 A2 A4 A8

HA 16.87 15.53 16.72 16.24

RW 12.65 11.43 12.06 12.37

ES 11.94 10.75 11.97 12.00

GM 12.55 10.88 13.28 12.92

LSBOOST 13.78 14.43 12.90 14.00

SAE 13.57 11.59 12.70 12.71

KF 12.46 10.72 12.62 12.63

SVR 14.34 12.22 12.23 12.48

LSTM 12.34 11.35 11.91 12.45

SVRGSA (2019) [19] 11.15 9.42 10.65 11.81

SrOrkNNr (2020) [46] 11.27 10.00 11.60 11.63

GA-KELM (2023) [21] 11.67 9.83 11.31 12.59

PSOGSA-ELM (2022) [47] 11.53 10.16 11.67 12.05

ABC-ELM (2022) [48] 11.40 9.95 11.26 11.90

NiLSTM (2020) [20] 12.00 10.54 11.74 11.92

LNS-SLSTM 10.65 9.71 10.44 11.26

global information of the data. The optimal parameters k, 𝜔1
and 𝜔2 are set to 15, 0.4, and 0.6.

GA-KELM: A genetic-search-algorithm-improved kernel
extreme learning machine unleashes the potential for improved
prediction accuracy and generalization performance by substi-
tuting the inner product with a kernel function.

PSOGSA-ELM: A two-stage hybrid extreme learning
model. First, the particle swarm optimization algorithm is
employed for determining the initial population distribution
of the gravitational search algorithm to improve the efficiency
of the global optimal value search. Second, the results of the
previous stage, rather than the network structure parameters
randomly generated by the extreme learning machine, are used
to train the hybrid forecasting model in a data-driven way.

ABC-ELM: A model uses the characteristics of the artificial
bee colony algorithm to optimize the model so that the model
can better and faster find the optimal solution in space. Besides,
it also uses the characteristics of the limit learning machine to
quickly deal with this nonlinear problem of short-term traffic
flow forecasting.

NiLSTM: The noise-immune long short-term memory
network embeds a noise-immune loss function deduced by
maximum correntropy into the LSTM network for short-term
traffic flow forecasting. The training step is 1. The hidden layer
dimension is 256. The epoch number is 50. The batch size is 32.

From Tables 4 and 5, the study finds that LNS-SLSTM is
superior to traditional parametric and nonparametric methods.
This is because the parameterization method is difficult to deal
with the nonlinear relationship within the traffic data using finite
parameters and fixed model settings. For example, HA is easily
affected by unexpected events. RW prediction is unstable. When
the traffic state changes significantly, KF tends to overshoot,
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254 LI ET AL.

TABLE 5 The comparison of RMSE with other methods.

Model A1 A2 A4 A8

HA 404.84 348.96 357.85 218.72

RW 312.92 223.82 230.01 174.14

ES 315.82 226.40 237.76 174.67

GM 348.38 255.86 274.48 188.97

LSBOOST 306.33 233.88 229.78 177.52

SAE 301.44 214.22 226.12 166.71

KF 332.03 239.87 250.51 187.48

SVR 329.09 259.74 253.66 190.30

LSTM 295.48 221.66 220.84 169.01

SVRGSA (2019) [19] 284.97 192.68 213.69 161.07

SrOrkNNr (2020) [46] 281.30 203.54 218.37 162.38

GA-KELM (2023) [21] 284.67 193.83 220.89 163.02

PSOGSA-ELM (2022) [47] 288.03 204.09 220.52 163.92

ABC-ELM (2022) [48] 286.25 200.42 220.07 163.67

NiLSTM (2020) [20] 286.52 204.03 224.53 164.56

LNS-SLSTM 268.68 197.45 207.18 152.97

which greatly reduces the prediction performance. The per-
formance of nonparametric methods, such as SVR, mainly
depends on the selection of kernel functions and parameters.
At present, there is no good method to solve the problem
of selecting a kernel function to construct an SVR algorithm
according to the actual data model for traffic flow prediction.
The accuracy of LSTM network prediction is largely based
on the assumption that the deviation between the estimated
value and the real value follows the Gaussian distribution,
which is difficult to achieve in the actual traffic flow prediction
with noise. The LSN-SLSTM achieves the lowest MAPE and
RMSE than other models on almost all datasets. Except for A2
datasets, LSN-SLSTM has 3.08% higher in MAPE and 2.48%
higher RMSE than SVRGSA shown in Figure 11. Considering
the prediction performance of all methods on four highways,the
LSN-SLSTM has the best comprehensive effect. To depict the
advances of the proposed model, the LNS-SLSTM method is
compared with the six state-of-the-art methods, respectively, on
four highways, incorporating SVRGSA, SOKNN, GA-KELM,
PSOGSA-ELM, ABC-ELM, and NiLSTM. The distribution
diagram for the improvement of MAPE and RMSE is shown in
Figure 10. Overall, the maximum average advance is 0.99, the
minimum is 0.20, and the average is 0.73 in MAPE. Meanwhile,
the maximum average advances of the overall is 13.37, the
minimum is 5.62, and the average is 11.61 in RMSE. Specifi-
cally, for A1, A2, A4, and A8, it achieves the average advance,
respectively, is 0.82, 0.36, 1.15, 0.60 in MAPE and 17.22, 5.84,
13.12, and 10.28 in RMSE. Figure 11 shows the reduction
of the MAPE prediction error of the LNS-SLSTM method.
Overall, the average reduction is 7.28% compared with the
above six methods on four highways; respectively, its average
reduces by 9.99%, 1.76%, 9.81%, and 7.55% on A1, A2, A4,
and A8. It also portrays the reduction of the RMSE prediction

FIGURE 10 The distribution of MAPE and RMSE improvement.

error of the LNS-SLSTM method in Figure 11, The overall
average reduction is 6.02%; respectively, on A1, A2, A4, and
A8., it reduces 7.24%, 1.82%, 7.26%, and 7.76% on average.

In conclusion, the comparison and analysis of the experimen-
tal results illustrate that the proposed method is superior to the
state-of-the-art methods mentioned in this paper. The effective-
ness of the proposed method is suitable for short-term traffic
flow forecasting, and the application of the proposed methods
is demonstrated in the next section.

3.5 Real-world application

Currently, public transportation companies face widespread
vehicle scheduling problems, such as high investment, slow
response, poor efficiency, and serious loss of passenger sources.
The study embeds the LNS-SLSTM in the bus intelligent dis-
patching system to forecast short-term traffic flow on specific
road sections for the dynamic adjustment of bus dispatch. The
study improves the intelligence of bus operation and dispatch
management for more efficient usage of resources, such as
people, vehicles, and routes for bus companies.
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LI ET AL. 255

FIGURE 11 The comparison of MAPE and RMSE improvement.

FIGURE 12 Congestion dispatching service.

The proposed LNS-SLSTM method has been applied to the
Guilin Travel Network Bus Intelligent Dispatching System. This
method is a part of the line congestion dispatching function
module. The implementation scheme of the line congestion
dispatching function is shown in Figure 12. The congestion dis-
patching model receives the current line of the travel bus and
the traffic flow prediction to generate the dispatching result of
the system for the mobile terminal and platform.

For the detail, the dispatching model judges the degree of
road congestion which refers to the ratio of traffic flow to road
traffic capacity, through the saturation of roads. The road traffic
capacity refers to the maximum traffic flow rate of a section of
the road passing through a cross-section in a unit of time under
certain road and traffic conditions. According to the Code for
Design of Urban Road Engineering (CJJ37-2012)(2016 version)
[52], the traffic capacity of the target road can be obtained by
looking up the table and calculating accordingly.

FIGURE 13 Dispatching method of this road section.

TABLE 6 The comparison of the congestion dispatching method.

Dispatching method Congestion avoid Operation

Original method No Add a bus

New method Yes Detour

For example, there are largely residential areas, hospitals,
schools, and commercial markets in the section of North
Zhongshan Road, and traffic congestion is easily caused by
holidays, emergencies, accidents etc. This section is shown
in Figure 13. Traffic detectors are set at positions A and B
of Zhongshan North Road to collect traffic flow. The traffic
congestion prediction and line dispatching are conducted
according to the collected data. The travel bus line of Guilin
Travel Company has no stops on this section, but ten min-
utes before passing through this road, the system predicts
whether congestion or not of the section, if congestion the
vehicles will bypass the standby line in advance, to avoid
being unable to pass smoothly after entering the congested
section, which will delay the travel of passengers or increase the
vehicle scheduling.

Effective congestion dispatching is based on accurate traffic
flow prediction. The application of the LNS-LSTM method
improves the effect of traffic flow prediction and can avoid
traffic congestion in specific sections in advance. The following
Table 6 shows the difference between the original congestion
scheduling and the new predictive congestion scheduling of
Guilin Travel Company. In the previous method, there was
no ability to predict congestion in advance. Once vehicles
get stuck in congestion, corresponding vehicle shifts need
to be increased. In contrast, the new predictive scheduling
can effectively forecast the congestion to bypass the standby
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256 LI ET AL.

line in advance, avoid congestion, and not need to increase
vehicle shifts. Therefore, when the road section is congested,
the previous method requires two vehicles on the line, while
the new method only needs to detour without adding more
vehicles. Only one vehicle is needed on the line, so the vehicle
dispatching efficiency of the new method is 50% higher than
that of the old method. At the same time, the operating costs
of manpower and materials are reduced accordingly.

4 CONCLUSION

In this paper, the study proposes a short-term traffic flow
forecasting method that considers only temporal correlations
of the traffic flow, which is common in transport networks only
equipped with sparse or isolated detectors. The study designs
a lag-related method to effectively identify the time lags by
autocorrelation and partial autocorrelation. Then, the optimal
level of the discrete wavelet threshold denoising shrinkage algo-
rithm is explored. The denoised traffic flow data is employed
to train a multi-level stacked long short-term memory network.
The proposed method is compared with nine commonly used
methods and six state-of-the-art models on four benchmark
datasets from the highways in Amsterdam, Netherlands. The
experimental results demonstrate an average improvement of
7.28% in MAPE and 6.02% in RMSE compared with state-
of-the-art methods. Furthermore, the proposed method is
applied in an intelligent bus dispatching system. The successful
application also demonstrates the effectiveness and superiority
of the proposed method.
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