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Abstract—In multiagent reinforcement learning, policy evalu-
ation is a central problem. To solve this problem, decentralized
temporal-difference (TD) learning is one of the most popular
methods, which has been investigated in recent years. However,
existing decentralized variants of TD learning often suffer from
slow convergence due to the sensitive selection of learning rates.
Inspired by the great success of adaptive gradient methods in
the training of deep neural networks, this article proposes a
decentralized adaptive TD(L) learning algorithm for general A
with linear function approximation, referred to as D-AMSTD(1),
which can mitigate the selective sensitivity of learning rates.
Furthermore, we establish the finite-time performance bounds
of D-AMSTD(A) under the Markovian observation model. The
theoretical results show that D-AMSTD()A) can linearly converge
to an arbitrarily small size of neighborhood of the optimal weight.
Finally, we verify the efficacy of D-AMSTD()A) through a variety
of experiments. The results show that D-AMSTD(A) outperforms
existing decentralized TD learning methods.

Index Terms—TFinite-time bounds, multiagent reinforcement
learning (MARL), policy evaluation, temporal-difference (TD)
learning.

I. INTRODUCTION

IN MODERN machine learning, one of the most popular
paradigms is reinforcement learning (RL), which learns
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an optimal policy via maximizing a cumulative reward [1].
Therefore, how to estimate the cumulative reward is a central
problem in RL. To solve this problem, temporal-difference
(TD) learning is one of the most dominant methods in RL [2],
which estimates the cumulative reward through an iteration
process under a given policy. The classical TD uses a tabular to
represent the cumulative reward, where the estimates of entry-
wise cumulative reward are stored state-by-state. Nevertheless,
the “curse of dimensionality” can be caused by the tabular
TD with large state spaces. To address this issue, various
approximators can be used to approximate the cumulative
reward [1], [3]. In general, approximators are divided into
linear and nonlinear approximations. In particular, deep RL has
been successfully applied in many domains [4], where deep
neural networks are regarded as nonlinear approximators. For
example, AlphaGo [5], AlphaGo Zero [6], games [7], etc.

Despite the success of RL with nonlinear approximators,
however, the convergence of TD learning cannot be guaranteed
through nonlinear methods [8]. To ensure the convergence of
TD learning, linear function approximation methods are used
in general. Furthermore, linear approximators are efficiently
implemented on both computation and data in practice com-
pared to nonlinear approximators [1]. For this reason, this
article focuses on the design and analysis of TD learning,
where the value function is parameterized by linearly com-
bining the preselected bias functions. According to the update
rule of the vanilla TD learning, the weight parameters can be
estimated by an iteration process. Albeit the iteration process
is simple, the rigorous analysis of convergence performance
remains a challenging task [8]. Toward this direction, the
asymptotic performance of TD learning with a linear approxi-
mation is established in [8], [9], [10], and [11]. Nevertheless,
the nonasymptotic performance analysis has recently received
increasing interest because massive data examples need to
be handled in artificial intelligence, signal processing, and
control tasks. Moreover, the statistical efficiency of algo-
rithms can be better understood in terms of nonasymptotic
analysis. Compared to the asymptotic analysis of TD learn-
ing, its nonasymptotic analysis faces more challenges in
particular [12]. For example, the bias and correlation are
introduced in the update of TD, which cannot correspond
to stochastic gradient ascent. Despite these challenges, the
nonasymptotic analysis of TD learning was also developed in
recent years [13], [14], [15], [16], [17], [18].
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Albeit the nonasymptotic analysis of TD learning has made
great progress, the aforementioned works were made for the
centralized setting. When dealing with some tasks in the
multiagent paradigm, however, this setting suffers from some
limitations, including the communication bottleneck problem
in wireless networks, the privacy and secrecy problem in
sensitive applications, and the robust problem [19]. Moreover,
the central coordinator may not even exist in many practical
applications. For these reasons, decentralized TD learning
methods were proposed recently in multiagent RL (MARL)
environments [12], [20], [21], [22], [23], [24], [25], which
suppose that each agent only knows its own local information
and can communicate with its neighbors over a multiagent
network. Moreover, the optimal weight parameter is sought
in a cooperative manner without any central coordinator.
Specifically, Mathkar and Borkar [20] analyzed the asymptotic
performance of decentralized TD(0) learning by using the
ordinary differential equation (ODE) approach. Under the
independently and identically distributed (i.i.d.) assumption,
Doan et al. [21] rigorously analyzed the nonasymptotic (i.e.,
finite-time) performance of decentralized TD(0) learning.
Nevertheless, it is hard to satisfy the i.i.d. assumption in
practice [14]. For this reason, the nonasymptotic analysis of
decentralized TD(0) learning was established in [12] and [22]
under the Markovian model, which is a more realistic scenario
than i.i.d. Although TD(0) learning has a faster convergence
rate, its approximation capability is weaker. Moreover, the
more general TD learning, referred to as TD(X) with A €
[0, 1], may learn more efficiently [1]. For this reason, the
finite-time performance of TD(A) learning was also established
under the Markovian model in [24] and [25].

However, the above-mentioned decentralized TD learning
may suffer from slow convergence because their convergence
rates are sensitive to the selection of learning rates [16], [26].
In these decentralized TD learning with linear function
approximation, the update rules are similar to stochas-
tic gradient optimization, which leads to poor convergence
performance because the gradient is scaled uniformly in all
updated directions. To address this issue in SGD, various
ADAM-type methods were recently proposed in stochastic
optimization [27], [28], where the gradient is adaptively scaled
by adjusting dynamically the learning rate. Due to their supe-
rior performance, ADAM-type methods have been usually used
empirically in RL [29]. Motivated by the empirical success,
TD learning incorporated ADAM-type updates and its conver-
gence guarantee has been recently developed in [16] and [17].
Despite these theoretical efforts, the aforementioned ADAM-
type TD learning algorithms were suitable for single-agent
RL. Very recently, Zhu et al. [30] proposed a distributed
adaptive TD(0) learning algorithm and proved its nonasymp-
totic performance. However, decentralized adaptive variants of
TD(A) learning with linear function approximation have rarely
been investigated for MARL to our knowledge. Thereby, there
still exists an open question:

Can provable decentralized adaptive TD()) methods for a
general A be developed to accelerate the decentralized vanilla
TD(A) learning as AMSGRAD in [28]?
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To answer this question, we propose a decentralized
adaptive TD(X) learning algorithm by incorporating the adap-
tive gradient method into the decentralized TD(A) learning.
Nevertheless, the design and analysis of decentralized adaptive
TD(X) learning algorithm is highly nontrivial due to the
following reasons: 1) the updates of TD(X) learning do not
follow the gradient ascent direction of stochastic optimization;
2) the Markovian model naturally gives rise to the biased
“gradient” in the update process; 3) adaptive methods include
complex update rules; and 4) the effort of the communication
protocol and the adaptive learning rates is interactional in
the update process. Despite these challenges, we also rigor-
ously analyze the nonasymptotic performance of the proposed
algorithm under the Markovian model. To obtain the finite-
time convergence performance, we also choose a multistep
Lyapunov function [18], [22], [31] to deal with the biased
gradient introduced by the Markovian model. To the best
of our knowledge, the proposed algorithm in this article is
the first decentralized adaptive TD(X) learning. In short, our
contributions are summarized as follows.

1) We develop a decentralized adaptive TD learning algo-
rithm with a general A, referred to as D-AMSTD(A),
where AMSGRAD is incorporated into the decentralized
variant of TD(X) learning.

2) We also establish the finite-time performance bound
of D-AMSTD(A) under the Markovian model, which
is more real scenario than the i.i.d. model, i.e.,
D-AMSTD(A) converges to a neighborhood of the
optimal weight at a linear rate.

3) We verify the efficacy of D-AMSTD(A) by a variety
of experiments. The results show that the convergence
performance of D-AMSTD(A) outperforms existing
decentralized TD learning algorithms with nonasymp-
totic convergence guarantees.

Organization: Section II briefly reviews some related works
with respect to TD learning. Some requisite backgrounds
are provided in Section III. In Section IV, we develop a
decentralized adaptive variant of TD(A) learning. Moreover,
some standard assumptions are also made in Section IV for
the performance analysis. In Section V, we present the main
results of this article under the Markovian observation model.
We provide the finite-time analysis of the proposed algorithm
in Section VI. Meanwhile, we evaluate the effectiveness of
the proposed algorithm by various experiments in Section VII.
Finally, Section VIII concludes this article.

Notation: In this article, all vectors are column vectors. The
d-dimensional real space is denoted by RY. The real matrix
with size m x n is denoted by R"*"*. We use 1,, to denote the
m-dimensional vector with all ones. The transpose of a vector
or matrix is represented by (). The £»-norm and £,-norm
of vectors are denoted by | - || and || - |0, respectively. The
notation |M||1,1 = Zﬁ,zl |my;| with a matrix M = [m;] €
R™". The element-wise product and division are designated
as x©y and x/y for any vectors x and y, respectively. Besides,
the element-wise square root of a vector x is represented by
J/x. For any two vectors, we use min(-, ) and max(,-) to
represent the minimum and maximum, respectively.
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II. RELATED WORK

TD learning, which is a recursive method for estimating
the value function, was originally proposed in [2]. Albeit
the implementation of vanilla TD learning is simple and
efficient, its performance analysis still requires sophisticated
tools. Toward the theoretical direction, some performance
analysis results of TD learning have been presented recently.
Specifically, Jaakkola et al. [32] utilized stochastic approxi-
mation methods to establish the first convergence result of TD
learning, which employs a tabular representation for the value
function. When the state space is large or infinite, however,
the tabular-based TD learning becomes intractable due to
the problem of the curse of dimensionality. For this reason,
Tsitsiklis and Roy [8] rigorously analyzed the asymptotic
convergence of TD learning with linear function approxi-
mation. Although the asymptotic performance is revealed,
the nonasymptotic performance, which is very important in
practice, is barely known. Toward this direction, the first
result is offered by [33]. Nonetheless, Lakshminarayanan and
Szepesvéri [34] pointed out that there are several serious
errors in the theoretical analysis. Thereafter, Dalal et al. [14]
established the nonasymptotic (i.e., finite-time) performance of
TD learning, where they assumed that the observation model is
i.i.d. However, this assumption cannot be satisfied in practice.
In order to mitigate this assumption, Bhandari et al. [13]
offered the finite-time convergence rate of TD learning under
the Markovian observation model, in which the projection step
is also introduced in this work. In practice, however, it is
hard to implement the projection step. To eschew the pro-
jection step, the finite-time convergence rate was established
by leveraging the Lyapunov theory in [15], [18], and [31].
Nonetheless, the original TD update, which is very sensitive
to the selection of step-sizes, is used in the above-mentioned
works. For this reason, Sun et al. [16] investigated the
adaptive TD learning algorithms and established their finite-
time performance, where ADAGRAD [35] is incorporated into
the original TD learning. Incorporating AMSGRAD [28] into
the vanilla TD learning was investigated in [17]. Moreover, the
finite-time performance was also established for the different
choices of step-sizes. However, all the aforementioned works
were made for single-agent RL.

The multiagent paradigm, which includes multiple agents,
is also widely applied within engineering, whereas single-
agent RL may be unfit for solving MARL problems. For
this reason, MARL has received significant interest in recent
years. Specifically, Mathkar and Borkar [20] offered the
first asymptotic analysis of the distributed TD(0) learning
with gossip, in which the ODE-based method is utilized
in their analysis. Thereafter, the finite-time convergence
rate of distributed TD(0) learning was also established
by [21] with i.i.d. observation models. To alleviate this
strong assumption, Sun et al. [22] investigated the finite-
time performance of decentralized TD(0) learning with the
Markovian observation model, where a multistep Lyapunov
method is used to control the bias of the gradient. Furthermore,
Wang et al. [12] presented a decentralized TD(0) tracker to
improve the nonasymptotic performance. Meanwhile, Lin and
Ling [23] presented decentralized TD(0) learning methods
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by leveraging the gradient tracking technique, which is often
used to accelerate the rate of convergence in distributed
optimization [36], [37], [38]. This work does not establish the
corresponding finite-time error bounds. Besides, Zhu et al. [30]
designed and analyzed the adaptive variant of decentralized
TD(0) learning. The aforementioned efforts are made for
decentralized TD(0) learning, however, the more general
TD(X) learning may learn more efficiently in practice [1]. For
this reason, Doan et al. [24] studied the decentralized variant
of TD(A) learning. Moreover, its finite-time convergence
performance was also established for constant and diminishing
step-sizes, respectively. Besides, a Byzantine-resilient decen-
tralized TD(X) learning and its finite-time performance were
also investigated in [25]. The above-mentioned works utilize
the original TD(X) update, however, how to design and analyze
the decentralized adaptive variants of TD()) learning remains
an open problem. Indeed, the decentralized adaptive gradient
algorithms have been recently proposed for the training of
distributed machine learning models. More recently, decentral-
ized optimization algorithms were proposed in [39] and [40].
Furthermore, the convergence performance was also analyzed
rigorously for convex and submodular objective functions. For
nonconvex objective functions, Chen et al. [41] first pointed
out the convergence issue of DADAM [42] for nonconvex
optimization. To address this issue, a general decentralized
adaptive algorithmic framework was offered in this work.
Moreover, the rate of convergence was also established rigor-
ously. However, the decentralized adaptive variants of TD(A)
learning have barely been studied to the best of our knowledge.
For this reason, we attempt to bridge this gap between ADAM-
type updates and decentralized TD()) learning in MARL.

III. PRELIMINARIES

This section provides some background for the Markov
decision process (MDP). Thereafter, we review the policy
evaluation problem. To solve the problem, we also review
centralized TD learning, which is one of the most dominant
algorithms for policy evaluation.

A. Markov Decision Process and Policy Evaluation

An MDRP is characterized as a tuple (S, U, P, R, y), where
S is a state space, U is an action space, P denotes a matrix
of transition probability, and y denotes a discount fact with
0 < y < 1. Thus, the probability of transitioning to state
s’ € S under the state s € S and the action u € U is described
by P(s', s, u) = Pr(s'|s, u). Moreover, ), g Pr(s'|s,u) = 1.
Meanwhile, R (s, u, s") stands for the transition reward. In this
MDP, the value function (accumulative reward) J, : S — R
under a policy @ : S + U is defined as

Jo(s) = ]E|:Z Y R(se, ur, s,)|s0 = si| (1)

=0

where so denotes the initial state. Furthermore, the value
function can be rewritten as [1]

Jo(s) = Z o (u]s) Z Pr(s'ls, u) [R(s, u, s') + yJu(s)]-(2)

ueld s'eS
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When

R(s) = Z Z o (uls) Pr(s']s, u) R(s, u, s")
s'eS ueld
and
P(s,s) = Z w (uls) Pr(s']s, u)
ueld

were known, the value function J, can be obtained by
solving (2). For brevity, the subscript w is neglected henceforth
in the notations because it is fixed in this article.

B. Centralized Temporal-Difference Learning

The state space S is too large to compute the value function
directly by solving (2) in practice. To mitigate the issue,
the value function J is approximated by a low-dimensional
function J. In particular, we consider linear function approxi-
mation, i.e.,

d
J(s) 2 J(s,0) =) Ophp(s) 3)
p=1
where d <« |S] and ¢,(s) € R denotes a feature value and
0y € R denotes a weight. For ease of exposition, define

| | — (T —
Q=1 ba|=|: : :
| | R —
where ¢ (s) = (¢1(s), ..., ¢a(s)) . Moreover, let
J®) = (7. 0)....T(S10)
with 6 == (01, ..

c RISlxd

.,64) 7, then (3) can be written as
J(0) = ®6. “4)

To find the optimal approximation J of J, it has necessitated
the design of TD learning algorithms that can find effectively
the optimal weight 6*. In the centralized TD learning, the
weight 6, is updated as follows:

Or41 = O + 0 d; VoI (s, 0y) )

where «; > 0 is the learning rate, d; denotes the TD at iteration
t and is defined as

dy=r+ Vj(st—i-la 0) — J(s1, 6). (6)

Here, r; = R(si+1, us, s¢). The gradient V@j(s,, 6;) can be
computed by

t
Vol (s, 0) =z =) _(yA)' " (sr) (7)

=0
where X € [0, 1] is a constant. For brevity, define
861, &) = diVoJ (51, 6;)
= 2(yd(sit1) — () 0 + rizs ®)
where ¢; denotes the randomness of the tuple (s;, 7y, Sr41)-

Using (5) yields
Orr1 = 0 + 1861, &1)- )
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For ease of exposition, let Q; = z;(y¢(si+1) — ¢(s7)) | and
b; := riz;, then (8) can be rewritten as

80, &) = Q16 + by (10)

Let 7 € R!S denote the unique stationary distribution
of the Markov chain if it is ergodic. Moreover, let D =
diag(m (1), ..., 7(IS])) and r'(s) = D yc5P(s,sHR(s, s,
where R(s,s") = Y,y @ (uls) Pr(s'|s, u)R(s', u, 5), then the
following relation:

0= lim E[Q,] = ¢ DU - D an
1— 00
and
o0
e 15 a8 T t.J
b= lim E[b] = & D> (yiP)'r (12)
=0
hold, where P stands for the transition matrix, r :=
' (1),....,7(SD)T, and
o0
U= (1-21) ZA’()/P)’“.
=0
Thus, we obtain
3(0) == 00 + b. (13)

Further, Tsitsiklis and Roy [8] showed that g(6*) = 0.

IV. MULTIAGENT REINFORCEMENT LEARNING,
DECENTRALIZED ADAPTIVE TD(A) LEARNING,
AND ASSUMPTIONS

This section first introduces the policy evaluation problem
in MARL. To solve this problem, we propose a decen-
tralized adaptive TD(A) learning algorithm over networks.
Furthermore, we also make some standard assumptions for
analyzing the nonasymptotic performance of the proposed
algorithm.

A. Multiagent Reinforcement Learning

In this article, a network with N agents is denoted by G :=
WV, E), where V = {1,..., N} is the set of agents and & is
the set of edges. The set of neighbors of agent i is denoted
by N; = {j € V|(i,)j) € &}. Furthermore, MARL can be
modeled by a multiagent MDP, which is characterized by a
tuple (S, {UMY,, P,{R}Y,, v, G). In the multiagent MDP,
all agents can observe the state space S, each agent i € V only
utilizes its own action space Uf; and observes its own reward
function R;, respectively.

Under a given policy w; of agent i € V, the action u; ; € U;
is selected by agent i, then the state s, transits to s,y at time
t. Meanwhile, agent i can reveal a reward r;; .= R;(ss, St+1)-
The value function Jp(s) can be defined as

1 N oo
Jp(s) = E|:]V Z Z )/’R,-(s;, Ui, s,+1)

i=1 =0

N s]. (14)
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Furthermore, the value function Jp(s) is also the solution of ~Algorithm 1 Decentralized Adaptive TD(A) Learning Over

the multiagent Bellman equation, i.e.,

N
Ip(s) = %Z > o(uils)
i=1 u;el;
x Z Pr(s'|s, ui) [Ri(s, ui, s') + yJg(s')]. (15)

s'eS
Similar to the centralized RL, when S is very large, which
leads to the problem of curse of dimensionality, we need to
seek the approximation jp(s) of the value function Jp(s).
Toward this end, this article considers the case that linear
approximation is used to approximate the value function
Jp(s), i.e., this approximation is presented in (3) or (4). Define

o
bi=®'D) (yAP)'r]
=0
where /= (F(D),....70S)T with r(s) =
Y ves P(s,s)Ri(s,s'). Then, the optimal weight 6* also
satisfies the following equality [21]:

00* +bp =0 (16)

where the matrix Q is negative definite and
1
bp = 21: bi.
=

In this article, we assume that each agent can communicate
with its neighbors. Thus, the objective is to find the optimal
weight 6* in a cooperative way without any central agent.

B. Decentralized Adaptive TD(A) Learning

In order to find cooperatively the optimal weight 6*
over the network G, we propose a decentralized adap-
tive TD(X) learning algorithm by integrating decentralized
optimization algorithm and AMSGRAD into TD(A) learning,
which is called D-AMSTD()A). The details are summarized in
Algorithm 1. More specifically, each agent i € V computes
local gradient g; by observing (sy, 1z, Sz+1), i.€.,

8i(0irs &) = 2(yP(sie) — ¢G5 i+ rigz. (1)
The first and second moments are updated as follows:
mis = Bimi—1 + (1 — B1)gi(6is. &) (18)
and
Vi = Boviu—1 + (1 — 2)gi(0ir. &) © 8i(0irn &) (19)

where B, B2 € [0, 1) are constants. To ensure the conver-

gence, we also define
\7,"; = max(f/i,t_l, vi,,). (20)

Moreover, each agent i € V performs a consensus step, where
each agent exchanges its local estimate with its neighbors, i.e.,

9i,t+% = Z aijbj i

JeN;

2n

Networks (D-AMSTD(1))
Input: The number of agents N; doubly stochastic matrix A =
[aij] € RV*N: feature matrix ®; learning rate o.
Output: {6;;} forieV and t > 1.
1: Initialize: 6;0 = 6., mjp = O,Wi’% = vio = Vio = €ly
for all i € V.
2: fort=1,2,... do
3 fori=1,...,N do
4 g0 &) = 2y dlser) — () 0ir +riezss
5: miy = Bimi—1 + (1 — B1)giBir, &n);
6: Vie = Bovir—1 + (1 — B2)gi(0i 1, &) © gi(Bis, &1);
7.
8
9

Vi = max Vi1, i)
000} = 2jen; %t

Wit = DN @jWi 15
10: Wi, = max (Wi, €);
11 Oi+1 = 9,-,,% + az%;
12: Zi41 = YAz + @ (s141)3
13: wi,t-ﬁ-% = min(W,;t + Vi — Vi1, Ggo)
14:  end for
15: end for

where a; > 0 denotes a weight. Then, each agent i € V
updates w;, by performing a consensus step, i.e.,

Wit = E aijwi’t_%.
JEN;

Similar to vanilla ADAM for numerical stability, we also define

(22)

wi,; = max (Wi, €)

where € is a positive constant. Finally, the parameter 6;; is
given by
mi ¢

0; =6, 1 +ou——.
i,t+1 l’t+7 l‘m

(23)

Besides, the estimate of the second moment is updated as

~ . [~ ~ ~ 2

W q 1 = min (W + 5 — T, G ) (24)
where G, is a constant. In this article, we assume that € <
Ggo since € > 0 can be arbitrarily small. For convenience, we

also introduce the following matrices:

T T
61,[ my,
0). mj,
N N3
®l‘ = S RNXd, Mt = . RNXd
T T
LON .+ My ¢
r T
81 (Gl,t, Ct)
T
— 32(92,ta ;t) Nxd
C‘A(@t, {T) = . S R x
T
_gN(QN,t» fz)
T =T
Vig Vit
v i,
N ~ N3
Vl‘ = . (S ]RNXd, Vt = . ]RNXd
T =T
LVN,t YNt
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w w
%z Alr’t
Wt Nxd Wt Nxd
Wt = . R s and Wt = . eRR .
E o
WN.t Wt
Then, using (21) and (23) yields
M,
®;+1 =A®; +Ol; (25)

NALA

where A = [qg;] € RV*N_ In addition, we also define some
average variables as follows:

1 & gl gl
9[ = ﬁ ;9,’),, Wl = ]V ;Wi’;, and W, = ]V ;VV\L;.

By the definition of ®;, we have

_ 1
6, =—01y.

N (26)

C. Some Standard Assumptions

In order to ensure that D-AMSTD(A) is convergent, we also
make some standard assumptions, which can be found in the
literature of optimization algorithms and TD learning. First, we
present the following assumption that the domain is bounded,
which is also made in [17], [27], and [28].

Assumption 1: There exists a positive constant Do, such
that [|6;; — 6; | < Do fori,j eV and ¢ > 0.

We also need to make some assumptions with respect to
the reward function R;(s, s") and the feature matrix ®, respec-
tively. These assumptions can be also found in [13] and [16].

Assumption 2: For all i € V, suppose that |R;(s, s')| < Fmax
with rpax > 0 for all 5,5 € S.

For simplicity, the uniform boundedness is adopted in
this article. We can use nonuniform boundedness to replace
Assumption 2, which was also made in [21].

Assumption 3: Suppose that @ is full column rank. For all
s€S, llgp@I < 1.

Assumption 3 means that the vectors {¢(s)} are linearly
independent and normalized. Furthermore, because d < |S],
we can also ensure that Assumption 3 holds. Furthermore,
following Assumptions 2 and 3, we have:

10 = |ardisien) = s |

IA

t
A+7Y rn)'"
=0
I+y
T 1l—yA

27)

and

Bl = lziricl

t
max Z(V)L)t_r
=0
max

T 1—yA

IA

(28)

Thus, by the definitions of Q and bp, we can obtain ||Q| <
(14 y)/(1 = y2) and ||bp|l < rmax/(1 — Y1), respectively.
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Next, we make the standard assumption on the Markov
chain, which is also provided in TD learning [8], [12], [22].

Assumption 4: Assume that the Markov chain with P is
irreducible and aperiodic.

For two probability measures x; and x2, we use dry(x1, x2)
to denote the total-variation norm, which is defined as

1
drv(x1, x2) = 5 3 1016 = @)l (29)
seS
Then, using Assumption 4 yields [43]
sup drv (Pr(s; € -|so = 5), ) < 00>’ (30)

seS

where gp > 0 and 0 < s < 1 are constants, and s; € - means
that s, is an element of the state space S or its subset.

Finally, we also present some standard assumptions on
graphs, which are made in [44] and [45].

Assumption 5: The graph G is connected and undirected.

Assumption 5 ensures that the information can be
exchanged among agents directly or indirectly.

Assumption 6: The matrix A is doubly stochastic.
Moreover, if (i,j) € £, then a; > 0; otherwise a;; = 0.

Assumption 6 implies that vaz Vaij = Zjvzl aj =
1. Besides, the ith largest eigenvalue is denoted by oj.
Furthermore, this article also defines o := max(|oz|, |on]).

V. MAIN RESULTS

This section establishes the convergence behaviors of
D-AMSTD(A) when «; = o under the Markovian model, which
is a more realistic case than the i.i.d. model. Albeit we focus on
constant learning rates, the nonasymptotic analytical methods
can be also extended to diminishing learning rates. To obtain
the nonasymptotic bounds, we first estimate the mean-squared
error between the average weight 6, and the optimal weight
6*. For this reason, we define some variables as

8T (1 + y)*(1 — p1)*

W (a, T) := 1 r—4
1(a, T) E I (I+v)
Lt Y2 = Br)?
(1—yr)?
27%a(1 + y)%(1 — B1)? _—
1
21— ) (1+v)
+4T(1 — BOT(T; 1)
2 2 _ 2
oo, ) = TELIVAZ P gy 2 g2

2e3/2(1 — yr)?
8T (1 4+ p)*(1 — Bn)*

1+ v 6%

31 —yr)?
Sa(l+ )21 — p1)? 2 BIT?G?
+32T 2 ||0*|| + / =
(1—yn) w'e

T?a(1 +y)*(1 — B1)?
263/2(1 — ya)?
1 <(1 —y2)Goo
X
(14 y)? 1—Bi
(1 — B1)*TG2,
2n'e2/N

1+v)T2

2
+ ’"max)

t+T-2
o ~ ~
— D V= Vi,
k=0
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1 2 (1—PB1)?
+ 3T = BOT(T:0) + 1o72 ¥ max = D™

(1—yr)?
N AT*3 (1 4 )% (1 — ﬁl)“rfnax(l e
S —yn)? Y
2dTa+/NG* (1 - B1)* o 2aT?B7GE
+ > +
€ 1—0o €

and
T?a(1+ )21 — p1)?
263/2(1 — yr)?
8T (1 + p)*(1 — B*
(1 —ya
ca(l+9)20 =B | .2 BTG
T o  + ==
(1—yA) n'e
T?a(1+y)*(1 — p1)?
263/2(1 — ya)?
1 ((1 — Y1) Goo
X 2
(1+y) 1—Bi
(1-B1)*TGS, o 5 =
Vi —Vi_
zn/EZW 1—0 kz ” k k 1”1,1

=0

1 arz. (1 — B1)?
~T( — [(T) + 1672 —max =7

+ 5T = p)al (T) + 0

ax (1 + U)ZT—4

Wy, T) = A+ T2 e’

1+ )7 o

+ 32

(14 v)I2

2
+ rmax)

t+T-2

N AT*3 (1 + y)*(1 — ',
31 —ynt
N 2dTa+/NG* (1 - B1)? o N 20T?B2G2,
€? - €

where
_a(l+y)(1-B)
e(l—yAr)
2005 (1 +y)
Tl -y =)

L(T;0) = -max{(2[0” | + rimax. 1}

and

200(1 +y)
T —y2)(A — )
Then, the formal_statement of the convergence result about the
average weight 6, is presented as follows.
Theorem 1: Under Assumptions 1-6, the sequences {6;;},

{8i(6ir, ¢}, {mic}, {vieds Vi), and {w;,} are generated by
Algorithm 1. Let

I(T) = -max{2]|6*| 4 rmax. 1}.

e / ’ Gw
(= Bk + O

T:= mTin T‘F(T) <

4G (1 — B1)
and
~ . { 1+7n + }
a = minj @y, ———————=—
27(1 — Br)kax

where oy > 0 is a constant. Moreover, define 7, := max{r >
1|5 > ). Then, for t > 1, we have

20205Ge0

E[6: - 0*|’] = 02040 — 6|* - o
T(1 — B1)kmax
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2 LG
- 0205 ooQ ) 31)
T(1 — B1)Kkmax

where ' and n’ are some positive constants

+ min{gf‘_t"‘, 1} - (ngtz —

(3 n 12a2(1—ﬂ1)2(1+y)2)T 9

07 = e(l—y)’
o 2 4 12204 P14y
e(1—y)?
24(1 —ﬂ1)2< 22 L 2 25262
= (A + 26| +r >+3oz —
03 |:€(1 _ yk)z ( )/) H H max /31 €
3dV/N(1 — B1)*Gh o
e2(1—o0)
-7 GB+u)(G+uT-1)
+
2+ Q2+v)?
with
o 22 = B +y)?
e(l — y)\)z_
~5 0
aT (1 — B1)kmax
p=1+4 ————F"—¢€(0,1)
€ 200G

05 = Wz(&,?)
2 7 0
o 27(1 — K, o~
@3 n/+M/+ ( B1)Kkmax +\I-’1(Ol,T)
02 G
>0

and

05 = W}(@,7)

2 7 0
o 2T(1 — K A
_ 03 n/ +M/ + ( /31) max +y, (O[, T) )
02 G

The detailed proof of Theorem 1 can be found in Section VI.
Under the Markovian model, the average weight 8, can linearly
converge to the neighborhood of the optimal weight 6*.
Further, following from Lemma 2 and Theorem 1, we prove
that (1/N) Zivzl El6;: — 6*||1%] is also linearly convergent
under the Markovian model.

Proposition 1: Under Assumptions 1-6, the sequences
{0i,6}, {8iBir, €O}, {Amie}, Vi), {Vis), and {w;,} are generated
by Algorithm 1. Then, for # > 1, we have

N
1 2 _ 2 202 GZ
v 10 =0 ] < 2enct o - 0 1255
!
+ 2min{gy ", 1} - <Q3a2 —~ A—ZQZQSGW- )
T(1 — Bk

_ 4Q29gGoo
T(1 — Bt
The detailed proof of Proposition 1 can be found in
Section VI. Furthermore, we also make the following remarks.
Remark 1: Proposition 1 implies that the proposed algo-

rithm achieves the same convergence rate as the centralized TD
learning [13], where a projection step is employed. However,

(32)
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it is hard to implement the projection step in practice since
it requires some prior knowledge with respect to the weight
0. Hence, the proposed algorithm has removed the projection
step. In addition, the convergence rate of D-AMSTD(A) also
matches the centralized TD learning [15], where the projection
step is removed. Nevertheless, only after a mixing-time,
the bounds in [15] become available. However, the bounds
obtained in this article are available for any ¢ > 1.

Remark 2: D-AMSTD(A) also achieves the same conver-
gence rate as the distributed TD()A) [24], where constant and
diminishing learning rates are adopted. Similar to [15], these
bounds in [24] can be applicable only after a mixing-time
(t > ty), which denotes the second phase in our analysis.
For any ¢ > 1, however, our bounds in this article can be
available. Further, the proposed algorithm combines the TD
learning and the ADAM-type optimization algorithm, which
has superior performance for training the models of deep
learning. Furthermore, the proposed algorithm can mitigate
the sensitive selection of learning rate because the adaptive
learning rate is used in D-AMSTD(A).

VI. NONASYMPTOTIC ANALYSIS OF D-AMSTD(A)

This section presents the proofs of the main results in
detail. Toward this end, we present some lemmas, which are
very important in our analysis. First, we bound uniformly the
variables g; (0, {1), Mi s, Vit Vig, and w;, below.

Lemma 1: Under Assumptions 1-3, the sequences {6;},
{i0in, ¢}, {mis), {vig), {Vii), and {w;,} are generated by
Algorithm 1. Then, for all i € V and any ¢ > 0, we have

(1 4+ ¥)Doo + rmax
1 —yA

lgi(6ii 1) | o < |&i(Bi- &1)| < . (33)

Moreover, we also have [millcc < [Imisll < Goos IViilloo =

G%, I9islloo < G2, and ||wi(lloo < G2, for any ¢ > 0 and all
i €V, where Goo := ([(1 + ¥)Doo + Fmax]/[1 — Y A]).

Proof: See Appendix A in the supplementary material. MW

Next, we bound the consensus error (1/N) vaz 1 16;, ,—5,”2,
which plays a pivotal role in our proofs. The formal statement
is described as follows.

Lemma 2: Under Assumptions 1-6, the sequences {6;;},
{gi0in, ¢DY, {mis), {vig), {Vis), and {w;,} are generated by
Algorithm 1. Then, for any ¢t > 0, we have

1 _ 2 42
% 0 =1 = e (34)
i=1

Proof: See Appendix B in the supplementary material. MW

Next, we provide a nonasymptotic analysis of D-AMSTD(A)
under the Markovian model, where the observed data is
collected from the trajectory of a single multiagent MDP.
Compared to the i.i.d. model, the Markovian model will incur
a biased estimate of g;(6;, ¢;), which becomes a challenge
in performance analysis. To address this issue, we first bound
this bias by using Assumption 4. Moreover, this result is stated
formally in the following lemma.
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Lemma 3: Under Assumptions 1-6, the sequences {6;;},

{8i(0is, )}, {mis}, {vis), {Vis), and {w;;} are generated by
Algorithm 1. Then, we have

1 t+7T—-1
38 EUCRSIMEARSG)
=1

< r@n (|7 -0%] +1)
for t > 1 and ® € RV*4, where
2007 (1 +y)

T —yr(A —»)

and T is a positive integer.
Proof: See Appendix C in the supplementary material. MW
In the Markovian model, we cannot bound directly the
mean-squared error since there exists a bias. To address this
issue, we use Lemma 3 and a multistep Lyapunov function,

which is also introduced in [18], [22], and [31]. Namely,
define

(35)

I(T;1) = . max{2||9*|| + 7max, 1}

t+T—-1

en= Y 0. -6
T=t

To prove Theorem 1, we first bound the difference between
L£(t+ 1) and £(¢). This result is stated formally as follows.

Lemma 4: Under Assumptions 1-6, the sequences {6;;},
{&iOir, ¢}, {mifd, {vie)s {Vis), and {w;,} are generated by
Algorithm 1. Moreover, there exist & and T such that

(36)

2T(1 — B

G ) +aW¥i(a,T) € (0, 1).

l+a (n’ +u'+
Then, for ¢ > 0, we have
E[L(+ 1) — L0 H] < a¥s(@, T)

27(1 — Bi)ic2an

~ 7 = 2
O + ¥ (@, T)i| 16: —6%|

(37

+a[n’+u’+

where ' and n’ are positive constants

_ / ’ GOC
(= )k + G

T= mTin T‘F(T) <

4G (1 = B1)
and
~ . { L+n 4+ }
o = minj ag, — — 5 [
2T(1 — B1)Kkmax

Proof: See Appendix D in the supplementary material. W

Further, the multistep Lyapunov function £(z) is also upper
bounded by the following result.

Lemma 5: Under Assumptions 1-6, the sequences {6;;},
{&iOir, ¢} {misd, {vie), {Vie), and {w;,} are generated by
Algorithm 1. Then, for > 0, we have

£) < 028 — 6% |* + 0302 (38)

where
12a2(17ﬁ1)2(1+y)2)T _
(3 + e(1-yn)? !

1202(1-B1)>(1+y)?
2+ e(1—yn)?

02 =
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and
o | BB (PP + ) 0
3dVN(1 — ﬁl)zGioa:|
2(1—-0)
-7 (B+v) ((3 o)1 - 1)
240 2+ v)?
with

oo 20202 4y
e(l — )/)»)2

Proof: See Appendix E in the supplementary material. M

Due to space limitation, we only provide the proof roadmap
of Theorem 1 as follows. The detailed proof can be found in
Appendix F in the supplemental material.

Proof Roadmap of Theorem 1: The time ¢ is divided into
two phases: 1) t < ¢, and 2) t > t,, where #, := max{t >
15 > a}.

1) The First Phase. By using Lemmas 4 and 5, we have

aT(l — B2
2Q2Goo

3 o 0
o 2T(1 K o~
03 n/ / ( B1)Kmax v, (Ol, T)
02 G

E[£( + DIH:] < |:1 + }E[S(I)I%]

+ Oé‘lfz(ff, /7:)
= 04E[L£(0)|H:] + 050

Using some algebraic manipulations yields
t

ELL()] < 0,£(0) + osa =
o4 —1

_ t_ ]
< 020480 — 6*|” + 030%0}, + o5 zj —
< 020460 — 9*H2 + 030” + %
20205G0
T(1 = Bk

Following the definition of £(r), we obtain:

< 020460 — 9*H2 + 030% —

— 2
E[[7: - 6*|*] = Bl2o)
— 2
< 0204]60 — 6| + 0302
_ 20205G0
T(1 — )i
2) The Second Phase: For t > t,, we first have
ELL(r+ DIH,] < 04E[L(0)|H,] + 050
Then, we have
— 2 _
ELL(0)] < 020480 — 6% | + 03070} ™

2020-G
_(Qét‘—za_l_l)/\ 9205 OOQ _
T(1 — B1)Kkmax
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Using some algebraic manipulations, we can obtain

_ _ ) G
E[[0: - 0*|*] < 0204180 — 6*|* - AQZQ—SOOQ
T(1 — B1)kmax
’
+min{QZ_la, 1} . (Q30{2 - /M)
ra - ﬂl)Kgax

Thus, we obtain the result of Theorem 1.
Finally, we prove Proposition 1 by using Lemma 2 and
Theorem 1. The more detailed proof is presented as follows.
Proof of Proposition 1: Following from the inequality ||x+
y[I? < 2||Ix]|1> + 2|ly/|?, we obtain that:

1< 2 1 & - = 2
5 D B[l = 6] = 5 D B[ 6w — 8+ 8 - 67|]
i=1 i=1

=

M=

E[H@m —5z||2]

i=1

2E[ 8 - "]
202

1 —o?2

__40205Gee
T(1 — B)icfax

+2min[92_[", 1}

2
N
4

G? _
=% + 2020460 — 6 I°

IA

2 LG
-(Qg(xZ—A 0205 ooQ ) (39)
T(1 — B1)Kkmax

where (39) is derived from Lemma 2 and Theorem 1. Then,
we prove completely the result in Proposition 1. |

VII. EXPERIMENTS

In this section, we conduct a variety of experiments to
validate the theoretical analysis and evaluate the performance
of D-AMSTD(A). To this end, we implement D-AMSTD(A)
to solve the cooperative navigation task [46], where all
landmarks are occupied by agents in a cooperative manner.

To evaluate the performance of the proposed algorithm, the
mean consensus error is used to measure the performance
of D-AMSTD(A). In addition, we compare D-AMSTD(A) with
popular decentralized TD learning algorithms, including dis-
tributed TD(0) [22], distributed TD(0)+GT [23], distributed
TD(0)+GC [23], MS-ADTD [30], and distributed TD(A) [24].
For a fair comparison, we also implement the above-mentioned
methods to solve the cooperative navigation task.

A. Experimental Settings

In our experiments, we set hyperparameters 81 = 0.9, > =
0.999, and y = 0.9. Moreover, the learning rate «; is selected
as oy = ap/+/t + 1, where o is a positive constant.

B. Experimental Results

First, we compare D-AMSTD(A) with other decentralized
TD learning algorithms with different numbers of agents under
the cycle graph and star graph, respectively. In this experiment,
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we set A

0.9. The experimental results are shown in
Figs. 1 and 2, respectively. We can see that our algorithm
D-AMSTD(A) is overall faster than other decentralized TD
learning methods for different numbers of agents under the
cycle graph and star graph, respectively. Furthermore, the
fluctuation of our algorithm is also smaller than other methods
under different graphs with varying numbers of agents. In
other words, D-AMSTD(A) can more stably converge to the
optimal point than other decentralized TD learning methods.

In the second experiment, we study how the learning rate
affects the mean consensus error under the cycle graph with
12 agents. The results are shown in Fig. 3. More specifically,

04 r M
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Fig. 3 shows that the proposed algorithm D-AMSTD(A) is
more robust to the selection of the hyperparameter ¢, which
affects the learning rate «;. In other words, D-AMSTD(A) is
less sensitive to the selection of learning rates compared with
other distributed TD(0) learning methods.

In the third experiment, we test the mean consensus errors
of D-AMSTD(A) under the cycle graph with 12 agents,
where o9 = 0.5. As shown in Fig. 4, we can observe that
D-AMSTD(A) outperforms distributed TD(A) [24] when « is
larger. Furthermore, distributed TD(A) is unstable with larger
oy for different A. In comparison, our algorithm D-AMSTD(A)
is still stable with larger og. According to Fig. 5, we also see
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Fig. 6. (a) Comparison of D-AMSTD(A) on graphs with different topology

and (b) comparison of D-AMSTD(A) on a cycle graph with different sizes.

that our algorithm D-AMSTD(A) is more stable than distributed
TD(X) with different A when oo = 0.001. Moreover, when o
is smaller, distributed TD(X) is still less stable under different
A. Thus, D-AMSTD()) is more robust to the selection of «g
and A. Moreover, we are easier to tune D-AMSTD(A) compared
to distributed TD(A) in practice.

Finally, we investigate how the mean consensus error of
D-AMSTD(A) is affected by different graphs and the num-
ber of agents, where A 0.9. As shown in Fig. 6(a),
the mean consensus error decreases more slowly on graphs
with worse connectivity than on graphs with better con-
nectivity. Meanwhile, Fig. 6(b) shows that D-AMSTD(A) on
smaller graphs is slightly faster than on larger graphs.
Thereby, theoretical predictions are agreed with empirical
results.

VIII. CONCLUSION

This article has proposed a decentralized adaptive TD(X)
learning algorithm termed as D-AMSTD(A) for the decen-
tralized policy evaluation problem. Moreover, we have
also analyzed rigorously the finite-time performance of
D-AMSTD(A) under the Markovian model, i.e., D-AMSTD(A)
linearly converges to an arbitrarily small size of neigh-
borhood of the optimal weight by appropriately choosing
learning rates. Furthermore, the convergence rate can match
the centralized variants of TD learning. Finally, we have
conducted various experiments to verify the efficacy of
D-AMSTD(A).
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