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Abstract—Massive Open Online Courses (MOOCs) belong to a new cloud-based service in education that suffers from low completion rates. Effective pre-learning intervention services, such as recommending courses with a high probability of completion or filtering courses with a very low probability of completion, will encourage students to spend more time and energy on proper courses, thus can reduce the dropout ratio. In practice, intervention services are introduced when students are predicted to drop out. However, existing methods concentrate on analyzing students’ learning actions and predicting final dropout after a period of enrollment, which are insufficient in preventing students from enrolling in unsuitable courses and withdrawing mid-way. This paper presents a neural network-based Explainable Self-supervised Model (ESM) to predict MOOC dropout before enrollment. Specifically, the student’s learning actions on an unenrolled course are estimated using previous logs by the neural network. And then, the action’s contribution to the completion of a course is calculated in a similar way. Therefore, the probability of completion for an unenrolled course is predicted by aggregating the learning actions and their contribution to the completion. To train the neural network, a self-supervised training strategy is proposed, where enrolled courses in the training data are randomly selected as validation in each epoch. The ESM outperforms existing methods in terms of prediction accuracy and efficiency. The average increment of Area Under the ROC Curve (AUC) and F-score (F1) in the two MOOCs datasets, XuetangX and KDDCUP, are 8.3% and 0.6%, respectively. Furthermore, the two pre-learning intervention services named courses recommendation and courses filtration are proposed. When courses are recommended, the completion rate increased from 22% to 60% in XuetangX, and from 27% to 45% in KDDCUP. By filtering courses predicted with low completion probability, 40% wasted time in uncompleted courses will be saved in XuetangX.

Index Terms—Dropout prediction, MOOCs, neural network, pre-learning intervention service, self-supervised training.

I. INTRODUCTION

With the rapid development of computing technologies, there has been a surge of mobile applications that impact various aspects of modern life, including personalized education, healthcare, and entertainment services [1]. In education, cloud computing offers desirable properties for delivering e-learning services, particularly in scenarios where these services are computer-intensive. Massive Open Online Courses (MOOCs) platforms, for example, gather resources such as virtual worlds, simulations, video streaming, and more [2], [3]. This new form of education based on e-learning services generates a vast amount of log information, including information on students and courses, students’ actions, and more, which is incredibly valuable for prediction and pre-learning intervention services aimed at improving the quality of education.

The past decades have witnessed the rapid development of MOOCs, where people can get access to learning resources anywhere and anytime. However, e-learning services suffer from a low completion rate [4], [5] because many students often enroll in multiple courses without considering their ability for completing them. This makes it difficult to guarantee the quality of MOOCs. To achieve a better effect of this service, platforms should first predict the objective event of whether students drop out of enrolled courses, which is useful to analyze the deep reason for dropout. Many pioneer researchers contributed to the analysis of the dropout in MOOCs [6], [7], [8], where both prediction method and quantitative analysis of dropout are proposed. After predicting the dropout, the second step is to develop learning intervention services for enrollments (pairs of students and courses) with a high probability of dropout. For example, MOOCs platforms could recommend courses to students before enrollment, or provide learning suggestions during student’s study. Literature [9] is an early work for dropout analysis and intervention designing. More importantly, earlier dropout prediction leads to earlier learning intervention services by MOOCs, significantly improving the quality of online platforms.

Since finding the potential dropout is the first step to revealing the deep reason for dropout and designing the learning intervention services, MOOC platforms, instructors, and students stand...
to gain from the ability to predict and analyze the dropout before enrollment. First, the earlier dropouts of students are predicted, the earlier personalized learning intervention services could be developed to improve the graduation rate [10]. It is shown that online education institutions with the highest graduation rate also attract more students than the average for all higher education [11]. Next, the dropout rate can be used for evaluating the quality of an instructor’s course. Predictive dropout rates can inform the optimization of curriculum construction [12], [13], enabling instructors to improve their course quality as early as possible. Finally, predictive dropout rates also provide meaningful information for course recommendations by the platform. By recommending prerequisite courses to students who are predicted to drop out, platforms can improve the student-graduation rate in MOOCs [14], [15].

However, existing research on dropout prediction primarily focuses on students’ learning behavior after they have already enrolled in a course. This requires students to first enroll in a course and study for a period [11], [16], [17], which leads to inefficient enrollments and results in a collection of useless data if the student ultimately drops out. Predicting dropout in advance is challenging, and it is also difficult to measure the quality of a course promptly with limited enrollments. Additionally, understanding the learning process of students is just as important as predicting the outcome in education [18], and uncovering explainable evidence behind high dropout rates is crucial, yet often overlooked in current dropout prediction methods.

This paper investigates the feasibility of accurately predicting student dropout before enrollment in a course. To achieve this, the authors propose an Explainable self-supervised Model (ESM) that not only predicts dropout but also provides intermediate results for dropout analysis. Particularly, ESM characterizes a student’s learning habits by estimating the probability of actions taken in previous courses. For a completed course, ESM also defines the contribution of each action to the completion. Both the learning habits and action’s contribution can be regarded as the probability of taking actions, which are explainable intermediate information (displayed in Fig. 4). And the probability of a student completing a course is defined as the consistency between the learning habits and the action’s contribution. In experiments, ESM is evaluated on two benchmark datasets and achieves better performance than existing methods without using any additional learning logs.

Based on the early dropout prediction method, a pre-learning intervention service is designed, where the courses with a high probability of completion to the student are recommended. The result of the simulation experiment on course recommendation shows that introducing early intervention services can significantly improve the completion rate. Most students will select suitable courses and finally complete them. Existing learning intervention strategies, such as sending personalized encouragement emails [10], offering support materials before exams [19], and gradually increasing the difficulty in tests [20], mainly focus on designing intervention during the learning courses, rather than pre-learning intervention service. Therefore, the pre-learning intervention is a novel intervention form in education.

To verify the effectiveness of ESM on dropout prediction and pre-learning intervention, an ablation experiment and case study are designed using two benchmark datasets, XuetangX and KDDCUP. These two datasets record the log data of actions when students actually learn in online platforms, and details of these datasets are shown in Table III. In the task of dropout prediction, results show that ESM improves Area Under the ROC Curve (AUC) and F-score (F1) in two benchmark datasets with 8.3% and 0.6% on average, respectively. Moreover, in the simulation experiment of intervention, the first intervention, course recommendation, improves the 28% completion rate on average in the two platforms. And in the second intervention, course filtration, 40% of wasted time in courses that are predicted to not be completed will be saved in XuetangX. The source code is available on GitHub.1

The contributions of this paper are summarized:

- To the best of our knowledge, ESM is the first work to address the issue of predicting student dropout before enrollment in MOOCs. By establishing the probability model, the relationship between courses, students, and actions is more explainable. Moreover, the training phase of ESM is self-supervised, which does not require additional annotation of data.
- Two pre-learning intervention services based on the early dropout prediction ESM is proposed. The first intervention is recommending courses to improve the average completion rate of MOOCs platforms. The second intervention is filtering courses to avoid student wasting time in uncompleted courses.

The remainder of this paper is organized as follows. Section II reviews related works on early dropout prediction in online courses. The mathematical formulation of the early dropout prediction task is presented in Section III. The proposed method is introduced in detail, including the explainable analysis, in Section IV. The experimental results demonstrating the performance of the proposed method compared to the State-of-the-Art (SOTA) baseline in the same setting are shown in Section V. A pre-learning intervention service based on the early dropout prediction method is proposed in Section VI, with simulation results that verify its effectiveness for both the platform and students. The paper is concluded in Section VII.

II. RELATED WORK

It is pointed out that MOOCs suffer from a very low completion rate [5], which implies that most students tend to enroll in excessive courses but only complete a few of them. Statistical results show that the probability that a student completes a course is lower than 10% in some MOOCs platforms [4], [21], [22]. One of the main reasons is the low barrier to dropping out from these courses because of the negligible cost of enrollment [10]. In this paper, improving the completion rate is regarded as a two-stage process, dropout prediction, and learning intervention service.

A. Dropout Prediction

Dropout prediction is an emerging topic in the field of AI education, which is divided into two categories: (1) Study Session Dropout Prediction (SSDP) and (2) Student Dropout Prediction (SDP) in MOOCs.

MOOCs have a low completion rate, with statistics showing that only a small percentage of students complete the courses they enroll in. Dropout prediction in MOOCs is a growing field of study in AI education, with two main categories: (1) Study Session Dropout Prediction (SSDP) and (2) Student Dropout Prediction (SDP). These categories aim to predict dropouts in MOOCs by analyzing student behavior and other factors.

The SSDP problem was recently defined by Lee et al. [23], which is a task to predict the probability that a learner drops out from his ongoing study session. It is hypothesized that the commonality between the dropout prediction and knowledge tracing tasks would be beneficial to the SSDP task [24]. However, a learner’s study session dropout in a course does not mean that the learner eventually drops out of that course. In practice, the course dropout is more important since it can reflect the final result of the learning state. In this section, methods and applications of SDP are mainly discussed.

For the SDP task, the goal is to predict if a student will finish the course at last. Most existing SDP research efforts are focused on SDP after students’ enrollment. These existing methods use action or behavior data such as test score data, watching videos, click action, and answering questions generated by students during the learning process after enrolling in courses to establish the dropout prediction model. Prenkaj et al. first classified the existing SDP literature into Plain Modelisation and Sequence Labelling [11], [25].

- **Plain Modelization**

  Plain Modelization refers to the time-invariant nature of the raw log of student activities performed in a MOOC platform, such as the gender, age, and previous GPA of students. Nagrecha et al. took the first step in the direction of incorporating interpretability in MOOC dropout prediction [26]. They selected two interpretable classification methods, decision trees, and logistic regression, to predict the dropout. Another early deep-learning-based dropout prediction model combining the Convolutonal Neural Networks (CNN) and Recurrent Neural Networks (RNN) [27]. Feng et al. established a Context-aware Feature Interaction Network (CFIN) model to predict users’ dropout in MOOCs by employing a data set of XuetangX [16], which achieves State-of-the-Art performance compared to previous methods.

Some other methods can also be classified into the plain modelization category, but the formulations differ from CFIN. Xing et al. developed a deep learning algorithm using a weekly temporal prediction mechanism to build dropout models [4]. A self-tuning early detection system was built in [28], where personal information, previous education, and current enrollment information are considered. Bonifro et al. exploited machine learning techniques that allow them to predict the dropout of a first-year undergraduate student [29]. An optimization method was structured to modify the initial weight for each training sample in [17]. Lin et al. designed a double-tower framework [30] to predict whether a student will drop out this semester.

- **Sequence Labelling**

  Sequence Labelling only considers time-varying features modeled as time series, for example, the time series of click-stream. Chen et al. proposed a Decision Trees Extreme Learning Machine (DT-ELM), a novel hybrid algorithm combining a decision tree and extreme learning machine [31], to predict who will terminate learning in the next week. The time series was modeled as one-dimensional grid data sampled at fixed time intervals in [32]. Drousiotis et al. established a data optimization method [33] to convert the XuetangX time-series dataset into a discrete-variable dataset, and further predicted the student dropout by using Long Short Term Memory (LSTM), decision trees, and random forests. Wu et al. implemented a deep neural network model consisting of CNN, LSTM, and SVM (CLMS-Net) [34], predicting whether the student will drop out the following day. Mogavi et al. addressed Dropout-Plus (DP) to predict student dropouts and explained the possible reasons why dropouts happened in a real-world platform [35].

There are also a few literature discussions on SDP before students’ enrollment. Cheng et al. utilized students’ academic data to predict whether these students will drop out in the next semester [36]. However, this work mainly focuses on traditional classes instead of the MOOC environment.

Most previous methods used the data generated after students’ enrollment in courses to predict their dropouts. Different from past research, this paper is to predict whether students drop out of the courses that have not been enrolled.

B. Learning Intervention Service

There are different reasons that will lead to the student dropping out from courses in MOOC platform, where the course-related (institutional) factor is one of the main categories of reasons [10]. The institutional factor is highly dependent on the pedagogical approach. The different approach focuses on a different way of learning, e.g., individually learning, learning by experience, and building on prior knowledge [37]. These factors will influence the students’ learning experience such as motivation [38], determination [20], curiosity [39], and self-efficacy [40], which further lead to dropout or completion. Therefore, necessary learning intervention services that were designed according to these factors can improve the completion rate in MOOCs.

In [10], several kinds of learning intervention services were introduced to encourage students to complete their courses. The first learning intervention service is sending encouragement emails to students who are learning in the course, which aims to enhance the self-motivation beliefs in an online learning environment [41]. Another learning intervention is offering materials and guidelines before exams, which is considered to improve the student’s confidence in their skill. This intervention belongs to the effort on the self-efficacy that is a personal judgment of abilities to meet the challenges [42]. Gradually increasing the difficulty of the course, is also a popular learning intervention that lets the student be more motivated. This is because the
perceived difficulty of course contents is a known diver of dropout in MOOCs [43], [44]. Besides, gamification in MOOCs is verified to arouse the motivation of learning for students [45], [46], which can be regarded as the learning intervention of optimizing learning contents.

All of the above research concentrates on introducing learning intervention services during the student’s study in courses, which requires the collection of logs in the virtual classrooms online. Differently, benefiting from the proposed early dropout prediction method, pre-learning intervention services that are helpful to platforms and students can be considered before enrollment.

III. PROBLEM DEFINITION

This paper aims to explore a novel task in the intelligent education field, whether the dropout can be predicted without using any action logs. The main difference between the existing method and the proposed work is illustrated in Fig. 1. In detail, existing researches aim to train the prediction model using previous learning actions that are shown in black text in Fig. 1(a). In the test phase, test logs of a course are input for prediction, which is shown in red text in Fig. 1(a). In this paper, there are no learning activities in the course that is not enrolled. The mathematical description of the proposed task is represented as follows, which is illustrated in Fig. 1(b).

Specifically, assume a student will select a course from the total K courses randomly. The selected course can be denoted as a random variable $C$, where the possible values of $C$ belong to sample space $C = \{c_1, c_2, \ldots, c_K\}$. Here, $C$ is the set of all available courses in a MOOC platform. The student learning in the MOOCs platform is also regarded as a random variable $S$ from $S = \{s_1, s_2, \ldots, s_N\}$. Moreover, the possible action that students make is defined as the random variable $A$ from sample space $A = \{a_1, a_2, \ldots, a_M\}$, where each $a_m$ is an allowed action such as play video, check the problem, click forum. Different from existing research, the proposed method aims to predict whether the student $s_n$ will drop out of the course $c_k$ before enrolling in it. Thus, it requires none of the log of action that $s_n$ take in $c_k$.

To establish a probability model solving the prediction problem, a random variable $F_k$ is introduced to represent the event that the course $c_k$ will be completed by a student. The possible value of $F_k$ is 1 or 0, denoting the course $c_k$ is completed or dropped out, respectively. For concise presentation, this paper defines an event $e_k = (C = c_k) \cap (F_k = 1)$, meaning a student enrolls in course $c_k$ and completes it.

Fig. 2. Sample space $E$ of a student in one sampling process, where each small box denotes an event.
TABLE I

<table>
<thead>
<tr>
<th>symbol</th>
<th>description</th>
<th>defined in</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>The set of available courses in the dataset, $C = {c_1, c_2, \ldots, c_K}$, $K =</td>
<td>C</td>
</tr>
<tr>
<td>$c_k$, $c_j$</td>
<td>$c_k$ is the $k$-th course, while $c_j$ can be any course in $C$.</td>
<td>3</td>
</tr>
<tr>
<td>$C$</td>
<td>Random variable indicating a student select a course, $C \in C$.</td>
<td>3</td>
</tr>
<tr>
<td>$S$</td>
<td>The set of all students recorded by the dataset, $S = {s_1, s_2, \ldots s_N}$, $N =</td>
<td>S</td>
</tr>
<tr>
<td>$s_n$, $s_i$</td>
<td>$s_n$ is the $n$-th student, while $s_i$ can be any student in $S$.</td>
<td>3</td>
</tr>
<tr>
<td>$A$</td>
<td>The set of all actions students may take during the study, $A = {a_1, a_2, \ldots a_M}$, $M =</td>
<td>A</td>
</tr>
<tr>
<td>$a_m$, $a_l$</td>
<td>$a_m$ is the $m$-th action, while $a_l$ can be any possible action in $A$.</td>
<td>3</td>
</tr>
<tr>
<td>$\mathcal{F}_k$</td>
<td>The random variable that if a student complete course $c_k$, $\mathcal{F}_k \in {0, 1}$.</td>
<td>3</td>
</tr>
<tr>
<td>$e_k$</td>
<td>The event $(C = c_k) \cap (\mathcal{F}_k = 1)$.</td>
<td>3</td>
</tr>
<tr>
<td>$P$</td>
<td>The probability of the event that a student completes a course happens.</td>
<td>3</td>
</tr>
<tr>
<td>$\theta$</td>
<td>The set of learnable parameters in ESM, including $W_1$, $W_2$, $W_3$, $b_1$, $b_2$, $g$, $h$.</td>
<td>4.2.1</td>
</tr>
<tr>
<td>$P$(<em>C), $P$(</em>\theta)$</td>
<td>High dimensional tensors storing all probabilities $P$ or $P_0$.</td>
<td>4.2.1</td>
</tr>
<tr>
<td>$y$, $\bar{y}$</td>
<td>High dimensional tensors storing the (revised) prediction.</td>
<td>4.2.1</td>
</tr>
<tr>
<td>ESM(_0)</td>
<td>The abstract representation of the proposed model.</td>
<td>4.3</td>
</tr>
</tbody>
</table>

$s_n$ selects $c_k$ in one sampling process. In practical application, it only cares about that whether $P(C = c_k) \cap (\mathcal{F}_k = 1) > P(C = c_k) \cap (\mathcal{F}_k = 0)$. For example, for a student, $P(C = c_k) \cap (\mathcal{F}_k = 1) = 0.09$ and $P(C = c_k) \cap (\mathcal{F}_k = 0) = 0.01$, this means the student has a very high probability of completion when he/she enrolls in this course.

In this paper, $P(e_k)$ is named as the Completion Probability of the course $c_k$, which denotes the probability that the student will not drop the course $c_k$. The goal in this work is to infer $P(\mathcal{F}_k = 1, C = c_k|S = s_n)$ for student $s_n \in S$ not selecting course $c_k \in C$, i.e.,

$$P(\mathcal{F}_k = 1, C = c_k|S = s_n) = P(E = e_k|S = s_n), \quad (1)$$

In the remainder of the paper $P(E = e_k|S = s_n)$ is abbreviated as $P(e_k|s_n)$ when there is no confusion.

All symbols used in this paper are summarized in Table I. Generally, italicized non-bold capital letters represent the set, such as $C$, $S$, and $A$. Italic non-bold lowercase letters represent elements in the set, such as $c_k$, $s_n$, and $a_m$. Flourish non-bold capital letters represent the random variables, such as $C$, $S$, and $A$. Non-italic bold lowercase letters represent vectors, such as $y$, $g$, and $h$.

IV. METHODOLOGY

In this section, an explainable conditional probability model, ESM, is established to address the dropout behavior prediction problem. The main framework of ESM is derived in Section IV-A, which includes three modules (shown in Fig. I(c)), learning habits, actions’ contribution, and two external factors. The detailed model structure is displayed in Section IV-B. After that, a self-supervised training strategy is proposed to train the ESM in Section IV-C. Finally, in Section IV-D, an explainability analysis is performed to show the reason that ESM could predict dropouts before enrollment in courses without using actions.

A. Theoretical Basis

The ESM mainly contains three modules, that are in charge of estimating the learning habit of a student, calculating the importance of actions in a course, and revising the prediction with external factors, respectively.

To estimate the completion probability of student $s_n$ in course $c_k$, i.e., $P(e_k|s_n)$, $e_k \in E$ in (1), the possible action $a_m$ is first introduced as a hidden variable when using the Law of Total Probability [47].

$$P(e_k|s_n) = \sum_{a_m \in A} P(e_k, a_m|s_n) = \sum_{a_m \in A} P(a_m|s_n)P(e_k|a_m, s_n). \quad (2)$$

Here, $P(a_m|s_n)$ is the probability that the student $s_n$ will make action $a_m$ when he/she is learning and $P(e_k|a_m, s_n)$ denotes that the completion probability under the condition that the student $s_n$ makes action $a_m$. Further, two definitions are extended by these two terms.

**Definition 1. Learning habit**

Vector $lh = \{P(a_1|s_n), \ldots, P(a_M|s_n)\}$ is defined as the learning habit, which means what actions the student prefers to choose.

**Definition 2. Actions’ contribution for completion**

Vector $ac = \{P(e_k|a_1, s_n), \ldots, P(e_k|a_M, s_n)\}$ is defined as the actions’ contribution for completion, indicating the conditional probability that a course will be completed under each action.

The computation of the learning habit and the action’s contribution will be derived in Sections IV-A1 and IV-A2.
1) Computation of Learning Habit: In this paper, $P(a_m|s_n)$ is further calculated by

$$
P(a_m|s_n) = \sum_{e_j \in E} P(a_m, e_j|s_n) = \sum_{e_j \in E}^n P(a_m|e_j, s_n)P(e_j|s_n). \quad (3)
$$

The $E_n$ includes all courses that have been selected by the student $s_n$. The reason why other courses ($e_j \notin E_n$) can be ignored in (3) is represented in the explanation of (4). The relation in Fig. 3 illustrates the difference between $P(e_k|s_n)$ in (2) and $P(e_j|s_n)$ in (3), which also the main difference of ESM from other methods such as CFIN [16]. Two terms in (3) are computed, respectively.

- **Computation of $P(a_m|e_j, s_n)$**

  The conditional probability $P(a_m|e_j, s_n)$ can be marginalized as

  $$
P(a_m|e_j, s_n) = \frac{P(a_m, e_j, s_n)}{\sum_{a_i \in A} P(a_i, e_j, s_n)}. \quad (4)
$$

  In (4), for the course $c_j$ not selected by student $s_n$, the joint probability $P(a_m, e_j, s_n)$ is simply set to 0. Meanwhile, the others can be calculated by the frequency that the student $s_n$ makes the action $a_m$ in the course $c_j$. By marginalizing the random variable $A$, the conditional probability of the action $a_m$ is done by a specific student $s_n$ in the course $c_j$ is obtained by (4).

- **Computation of $P(e_j|s_n)$**

  The conditional probability $P(e_j|s_n)$ is estimated, which is the probability that the student $s_n$ selects and completes the course $c_j$. Notice that only the student $s_n$ enrolls in $c_j$ should be considered, because $P(a_m|e_j, s_n)$ equals 0 in other cases according to the definition of $P(a_m, e_j, s_n)$. Existing methods aim to predict the dropout behavior for those enrolled courses for the course $c_j$ enrolled by the student $s_n$, which is generally treated as a binary classification. Therefore, the output score of those existing methods can be used as an estimation of the $P(e_j|s_n)$ in (3), which means the probability of the student $s_n$ completing the course $c_j$. To evaluate $P(e_j|s_n)$ for $e_j \in E_n$, the CFIN is trained as a binary classification [16]. Different from the original network, the score before binarization is extracted to be the completion probability, i.e., $P(e_j|s_n)$. And the term $P(a_m|s_n)$ in (2) can be inferred via (3)-(4).

There is practical meaning in the way of computing $P(a_m|s_n)$ using (3). Specifically, when the student $s_n$ completes the course $e_j$, which indicates that his or her actions appearing during learning should be important. In contrast, the actions made by the student $s_n$ in a dropped course should have a low influence on a course’s completion. In (3), $P(e_j|s_n)$ can be regarded as the weight to reflect the importance of the actions of student $s_n$. That is, for those completed courses, the predicted $P(e_j|s_n)$ is close to 1. Meanwhile, $P(e_j|s_n)$ will be close to 0 for the courses where the student $s_n$ has dropped out.

Existing researches point out that learning habit is essential propriety of the student [48], and it is consistent for a student who tends to obtain a completion certificate [49]. Therefore, the learning habit can be estimated by averaging the learning behavior on other courses selected by this student. And it is reasonable to be regarded as a prior for the student $s_n$ learning in a not enrolled course $c_k$. The illustration of this process is shown in Fig. 4(a).

2) Computation of Action’s Contribution to Completion: The second term in (2) is $P(e_k|a_m, s_n)$, which can be regarded as the action’s contribution of student $s_n$ to the completion, of course, $c_k$. To estimate this, another random variable $S'$ is introduced to represent a different student who studies on this platform. Similar to (3), we have

$$
P(\mathcal{E} = e_k|A = a_m, S = s_n) = \sum_{s_i \in S} P(\mathcal{E} = e_k, S' = s_i|A = a_m, S = s_n). \quad (5)
$$

For the student $s_i$ who does not enroll in the course $c_k$, the event $(S' = s_i) \cap (C = c_k)$ does not happen. Therefore, let $P(\mathcal{E} = e_k, S' = s_i|A = a_m, S = s_n) = 0$ for the case that there is no enrollment pair between $s_i$ and $c_k$. And then (5) can be simplified as

$$
P(e_k|a_m, s_n) = \sum_{s_i \in S_k} P(e_k, s_i|a_m, s_n), \quad (6)
$$

where $S_k$ is the set of students who have enrolled in the course $c_k$. Since ESM aims to predict the completion probability before the student $s_n$ selects the course $c_k$, it has $s_n \notin S_k$. This means that $s_n \neq s_i$ in (6). Moreover, any user could learn what he or she is interested in MOOCs platform, thus the relationship between students in MOOCs is not as close as that in traditional classes. In this way, two different students enrolling in the same course can be regarded as two independent events. According to the conditional independence, (6) is derived as

$$
P(e_k|a_m, s_n) = \sum_{s_i \in S_k} P(e_k, s_i|a_m, s_n) = \sum_{s_i \in S_k} P(e_k, s_i|a_m) = \sum_{s_i \in S_k} P(e_k|s_i, a_m)P(s_i|a_m). \quad (7)
$$

Two terms in (7) are computed as follows, respectively.

- **Computation of $P(e_k|s_i, a_m)$**

  In (7), $P(e_k|s_i, a_m)$ means the course $c_k$ is completed on the condition that the student $s_i$ has made the action $a_m$. For the students completing the course $c_k$, ESM counts the frequency of actions for each student, which is used as the joint probability $P(e_k, s_i, a_m)$, and the conditional probability can be
First, the derivation in $P \circ \theta \odot P$ is corrected by trainable $\theta$. We use $\theta$ when the action $a_m$ is observed, which can be estimated in a similar way,

$$P(s_i | a_m) = \frac{P(s_i, a_m)}{\sum_{s_i \in S} P(s_i, a_m)}. \tag{9}$$

$s_i$ in (9) can be any student who makes action $a_m$ when he/she studies. Therefore, the time that the student $s_i$ makes the action $a_m$ in all selected courses is counted, and the time of this action made by all students is accumulated.

In practice, actions’ contribution can reflect whether an action is useful to learn this course. This process is illustrated in Fig. 4(b).

3) Estimation on New Student: The learning habit cannot be computed directly for the new student who does not enroll in any course before, because $E_n$ is the empty set in (3). For this case, the learning habit can be simply calculated as the average of all existing students, i.e., $P(a_m | s_n) = \frac{1}{N} \sum_{i=1}^{N} P(a_m | s_i)$. Here, $S_n$ is existing students whose learning habits can be estimated using historical logs. This means if we know nothing about a student, it is reasonable to treat him/her as the most uncharacteristic one. The action’s contribution to the completion of a new course can be approximated in a similar way. Moreover, in practice, platforms can deliver a short questionnaire to new students. Therefore, the time that the student $s_n$ learns in all courses is revised by parameters in (9), which is calculated as

$$P(e_k | s_i, a_m) = \frac{P(e_k, s_i, a_m)}{\sum_{e_j \in E} P(e_j, s_i, a_m)}. \tag{8}$$

In practice, (8) can be obtained by normalizing the frequency of actions from the courses completed by the student $s_i$, who has also completed the course $c_k$.

- **Computation of $P(s_i | a_m)$**

$P(s_i | a_m)$ in (7) means the conditional probability of a student $s_i$ when the action $a_m$ is observed, which can be estimated in a similar way,

$$P(s_i | a_m) = \frac{P(s_i, a_m)}{\sum_{s_i \in S} P(s_i, a_m)}. \tag{9}$$

**B. Model Structure**

In Section IV-A, the relationship among students, courses, and (estimated) actions is represented as the conditional probability model, which is the theoretical basis of ESM. In practical computation, the data used for the prediction can be regarded as samples of random variables.

**Parameterization and Tensorization:** In MOOC platforms, the number of enrolled courses is limited, which leads to an insufficient number of samples. Therefore, the predicted results using available samples may differ from the practical results. To solve the problem of limited data, trainable parameters are introduced, which make the revised predicted results close to the practical results. In order to represent parameters more conveniently, the symbols in Section IV-A are represented in the form of tensors.

1) **Common Parameters:** First, the derivation in Section IV-A is extended to the form of tensor, to enable batch processing of data. In order to calculate the action’s contribution to completion, $P^{(A,S,E)}(e_k | s_i, a_m)$ is stored in a 3-dimensional tensor. Different from $e_j$, here $c_k$ is the specific course, $k$th course required to be predicted. To better estimate the contribution, $P^{(c_k | s_i, a_m)}$ is corrected by trainable parameters $\theta = [W_1, W_2, W_3, b_1, b_2, g, h]$

$$P^{(A,S,E)} = P^{(A,S,E)} \odot W_1 + b_1. \tag{10}$$

In (10), $W_1$ and $b_1$ are tensors with the same dimension as $P^{(A,S,E)}$, where $W_1$ and $b_1$ belong to set $\Theta$. ‘$\odot$’ is the pairwise multiplication operation. $P^{(A,S,E)} = (P^{(c_k | s_i, a_m)})_{M \times N \times K}$ is revised by parameters in $W_1$ and $b_1$ in $\Theta$.

Similarly, $P^{(A,S)} = (P(s_i | a_m))_{M \times N \times 1}$ includes all students and actions in (9), which is corrected by

$$P^{(A,S)} = (P^{(A,S)} \odot W_2 + b_2) \odot W_3, \tag{11}$$

where ‘$\odot$’ represents the tensor multiplication operation. $W_2$ and $b_2$ have the same size with $P^{(A,S)}$, $W_3 \in \mathbb{R}^{M \times N \times 1}$, which can be multiplied with $P^{(A,S)}$. Tensor $P^{(A,S)} = (P^{(c_k | s_i, a_m)})_{M \times N \times 1}$ the revision based on $\Theta$.

Combining the output in both (10) and (11), the actions’ contribution to completion can be calculated as

$$P^{(A,E)} = P^{(A,S)} \circ P^{(A,S,E)}. \tag{12}$$

To calculate the learning habit of student $s_n$, the log data that student $s_n$ learns in all courses (0 for an unenrolled

**Fig. 4.** Illustration of prior information. (a) Learning habit: Assume the student $s_i$ has enrolled in four courses and completed three of them. The weighted average of the frequency of all actions is counted. The actions only for the completed cases are aggregated, which can avoid the effect of meaningless actions in uncompleted enrollments.
course) is extracted and stored in tensor \( P^{(A, s_n, E)} = (P(a_m | e_j, s_n))_{1 \times 1 \times K} \). Here, \( s_n \) is fixed, and \( e_j \) represents any course in \( K \) courses. \( P^{(s_n, E)} = (P(e_j | s_n))_{1 \times 1 \times K} \) can be estimated by CFIN [16], because it contains logs of enrollments. And then, (3) can be extended as the form of tensor multiplication

\[
P^{(A, s_n)} = P^{(A, s_n, E)} \otimes P^{(s_n, E)},
\]

(13)

Finally, the prediction of all courses for student \( s_n \) is estimated in batches

\[
y = P^{(A, E)} \otimes P^{(A, s_n)}.
\]

(14)

In (14) \( y = (P_0(e_k | s_n))_{1 \times 1 \times K} \) includes \( K \) completion probabilities for \( K \) courses. In practice, the size of parameters is depended on the logs recorded in platforms, which is shown in Table II.

2) **External Factors**: In this part, two additional parameters are considered to revise the estimated completion probability.

**Dropout by Accident**: There are some unexpected reasons leading to students’ dropout behavior. For example, students work hard in a course, however, the platform judges them to be uncompleted because of some special reasons. Then his or her actions in this class tend to refer to dropout behavior. However, these actions should have been associated with completion.

**Outside Effort**: Some students may complete courses by factors outside the MOOCs. For instance, to learn courses in computer sciences, students have to spend a lot of time coding after class. Since these actions cannot be recorded by platforms, students’ learning actions in these courses have less relationship to their completion.

For all courses, \( c_k \), parameter \( g_k \) is utilized to indicate the factor that a student drops the course \( c_k \) by accident. Similarly, \( h_k \) is introduced to denote the factor that a student completes the course \( c_k \) via outside effort. Let \( g = [g_1, \ldots, g_K] \) and \( h = [h_1, \ldots, h_K] \), the predicted completion probability is revised as

\[
\tilde{y} = y \odot (1-g) + (1-y) \odot h.
\]

(15)

In (15), \( y \odot (1-g) \) means the student \( s_n \) could have completed all courses by probability \( P(e_1 | s_n), \ldots, P(e_K | s_n) \), but finally drops out actually with a certain probability \( g = [g_1, \ldots, g_K] \). Similarly, \( (1-y) \odot h \) denotes that \( s_n \) is predicted to drop out of courses as the probability \( 1 - P(e_1 | s_n), \ldots, 1-P(e_K | s_n) \), however, complete by the outside effort that happens with the certain probability \( [h_1, \ldots, h_K] \).

To learn the correspondence between students, courses, and actions from recorded logs in the training dataset, the neural network is introduced in the ESM. The detailed structure is shown in Fig. 5.

**C. Self-Supervised Training Strategy**

To train parameters in the ESM, a self-supervised training strategy is adopted. In particular, a specific student \( s_n \) is selected, and then the completion probability of the courses that have log data is predicted by CFIN, i.e., \( P^{(s_n, E)} \). Here, the completion probability of unenrolled courses, \( P(e_k | s_n), e_k \notin E_n \) (in Fig. 3), are set to 0. In each training step, \( P^{(s_n, E)} \) is the input of ESM, meanwhile, output \( \tilde{y} \), represents the prediction for all courses considering the correlation between students, courses, and actions. For brevity, the relation between input and output

---

**TABLE II**

**DETAILS OF ARCHITECTURE**

<table>
<thead>
<tr>
<th></th>
<th>XuetangX</th>
<th>KDDCUP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_1 )</td>
<td>9441×247</td>
<td>10451×39</td>
</tr>
<tr>
<td>( W_2 )</td>
<td>9441×19</td>
<td>10451×3</td>
</tr>
<tr>
<td>( W_3 )</td>
<td>19×19</td>
<td>3×3</td>
</tr>
<tr>
<td>( h )</td>
<td>1×247</td>
<td>1×39</td>
</tr>
</tbody>
</table>

---

**Fig. 5.** Detailed structure of ESM.
in the training phase is defined as
\[
\hat{y} = \text{ESM}_\theta \left( P(s_n, E) \right),
\]
(16)
where \(\text{ESM}_\theta(\cdot)\) is regarded as a function including operation defined in (13)–(15).

To train parameters \(\theta\) in \(\text{ESM}_\theta\) for correctly predicting the unenrolled courses, a number of courses when \(P(c_j|s_n) > 0\) \((c_j \in C_k\) that can be predicted by CFIN), is randomly selected and set to 0. This process can be implemented by multiplying \(P(s_n, E)\) with a mask vector. It means that the information from these selected courses will not be used in prediction, in contrast, should be predicted by ESM in this training step. The closer between \(P(s_n, E)\) and \(\hat{y}\), the better performance of ESM in the prediction task. The loss of each iteration is designed as
\[
\text{loss} = \| (\text{ESM}_\theta \left( P(s_n, E) \odot P^{\text{mask}} \right) - P(s_n, E) ) \odot (1 - P^{\text{mask}}) \|^2_F.
\]
(17)
Here \(P^{\text{mask}} \in \{0, 1\}^K\) indicates the randomly generated mask vector. ‘\(\odot\)’ is the pairwise multiplication. The loss between the predicted result \(\text{ESM}_\theta \left( P(s_n, E) \odot P^{\text{mask}} \right)\) and the real probability \(P(s_n, E)\) will guide the optimization of model parameters, and only the masked elements are considered in the loss, i.e., \((1 - P^{\text{mask}})\).

To train all parameters \(\theta\) in ESM, students in the training set are iteratively chosen in a completed training epoch, and the loss in (17) is minimized by randomly generating \(P^{\text{mask}}\). After several epochs, the parameters will gradually converge. The training phase does not require extra annotation, which is the self-supervised training strategy. The detailed implementation is shown in Algorithm 1.

### Algorithm 1: Self-Supervised Training

**Input**: log of student’s study \(P(A,S,E)\), training set \(S_{tr} \times C_{tr}\), learning rate \(\eta\), number of epoch \(T\)

**Output**: parameters \(\theta\) in \(\text{ESM}_\theta\)

1. Initialize \(\theta = [W_1, b_1, W_2, b_2, W_3, g, h]\);
2. Set elements in \(P(A,S,E)\) to 0, for \(\forall (s_i, c_j) \notin S_{tr} \times C_{tr}\);
3. \(P(A,S,E) \leftarrow \text{Normalize} (P(A,S,E))\) from action dimension;
4. Calculate \(P(A,S,E)\) via (10);
5. \(P(A,S) \leftarrow \text{Aggregate} (P(A,S,E))\) from course dimension;
6. Calculate \(P(A,S)\) via (11);
7. Calculate \(P(A,E)\) via (12);
8. \(P(S,E) \leftarrow \text{Predict completion probability by CFIN};\)
9. for \(t \in 1 \text{ to } T\) do
10. for \(n \in 1 \text{ to } |S|\) do
11. Select a tensor \(P(A,s_n,E) \in \mathbb{R}^{1 \times 1 \times K}\) from \(P(A,S,E)\);
12. Select a tensor \(P(s_n,E) \in \mathbb{R}^{1 \times 1 \times K}\) from \(P(S,E)\);
13. Randomly generate \(P^{\text{mask}} \in \{0, 1\}^{1 \times 1 \times K}\);
14. \(P(s_n,E) \leftarrow P(s_n,E) \odot P^{\text{mask}}\);
15. Calculate \(P(A,s_n)\) via (13);
16. Calculate \(\hat{y}\) via (14);
17. \(\text{loss} \leftarrow \| (\hat{y} - P(s_n,E)) \odot (1 - P^{\text{mask}}) \|^2_F\);
18. Calculate gradient \(\nabla \theta\) according to \(\text{loss}\);
19. \(\theta \leftarrow \theta + \eta \nabla \theta\);
20. end for
21. end for

#### D. Explainability Analysis

The main idea of ESM can be represented as follows. Although there is no log of actions available for a student \(s_n\) making in one course \(c_k\), it could infer completion probability by two kinds of prior information, learning habit (Definition 1) of the student \(s_n\) and the actions’ contribution (Definition 2) of the course \(c_k\). The first term means the probability that \(s_n\) will take action in any new course. Meanwhile, the second term is how these actions will influence course completion \(c_k\). In this way, the logs of action that student \(s_n\) takes in course \(c_k\) are not necessary for ESM. Therefore, it can predict the completion probability before students’ enrollment.

To quantize the relationship between learning habits and actions’ contribution, the similarity between these two vectors, \(l_h\), and \(a_c\), can be calculated, such as cosine similarity. A greater similarity indicates that the student is more likely to complete the course. In Fig. 6(a) and (b) in Section V-C, statistical results show the most comment action of students, as well as the most important action of courses. The lower similarity can partly explain why platforms have lower course completion ratios.
TABLE III
DETAILS OF TWO BENCHMARK DATASETS

<table>
<thead>
<tr>
<th>dataset</th>
<th>students</th>
<th>courses</th>
<th>enrollments</th>
<th>actions*</th>
</tr>
</thead>
<tbody>
<tr>
<td>XuetangX</td>
<td>254,518</td>
<td>698</td>
<td>467,113</td>
<td>Click, forum, Play video, ...</td>
</tr>
<tr>
<td>KDDCUP</td>
<td>112,448</td>
<td>39</td>
<td>200,904</td>
<td>Video, Forum, ...</td>
</tr>
</tbody>
</table>

* all possible actions are listed in Fig. 6.

V. EXPERIMENTS

In experiments, the effectiveness and explainability of ESM are evaluated on two benchmark datasets. Since this paper first essays to infer dropouts in advance, ESM is compared with State-Of-The-Art baselines with the same settings.

A. Datasets, Settings, and Evaluation Metrics

For the action-based dropouts prediction, there are two large-scale public and real datasets, XuetangX² and KDDCUP³ shown in Table III. In XuetangX, 4 actions including 19 fine-grained actions are provided, for example, load video, check the problem, click courseware, create comments, et al. In KDDCUP, 3 actions are recorded: video, problem, and forum. After students enroll in courses, MOOC platforms create logs for these actions. In the self-supervised training phase, students who have enrolled in at least 5 courses are selected for evaluation, considering the trade-off between the number of available students and the diversity of input. In contrast, the test phase does not require a student to learn 5 courses before. Moreover, if a new student has not enrolled in any courses, the learning habit could be approximately estimated by the method in Section IV-A3. The practical number of samples in the training and test set is about 8:2 in the experiments, which is a popular setting in pattern recognition research [50]. In the training phase, the logs of all students in the training set are utilized to train the parameters. And in the test phase, the historical logs of one student are inputted to predict the completion probability on other unenrolled courses.

The main baseline for comparison is CFIN [16], where the problem settings and the evaluated datasets are similar to ours. In CFIN, students are required to learn courses for a period. CFIN is also implemented with different lengths of the learning period, varying from 1 d to several weeks. In this paper, ESM equals to use the 0-day action log.

The proposed method in this paper is implemented by Pytorch 1.10.0. The parameters are optimized using Adam, where the learning rate is 10⁻³ and the number of training epochs is 25. All experiments are run in the environment of Intel Core i7-7820 CPU@3.60GHz x and GPU@2070.

In the main experiment comparing the accuracy of the early prediction task, the evaluation metrics include F-score (F1) and Area Under the ROC Curve (AUC).

To calculate the F1, four variables are first defined. True Positive (TP), the number of completed course predicted to be completed (correct prediction of completion). True Negative (TN), the number of dropout course predicted to be dropout (correct prediction of dropout). False Positive (FP), the number of dropout course predicted to be complete (wrong prediction of completion). False Negative (FN), the number of completed predicted to be dropout (wrong prediction of dropout). And then, the precision and recall can be calculated, respectively,

\[
\text{precision} = \frac{TP}{TP + FP}, \quad \text{recall} = \frac{TP}{TP + FN}. \tag{18}
\]

The F1 is the balance of precision and recall, which is computed as

\[
F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}. \tag{19}
\]

AUC reflects the performance for the classification problems at various threshold settings, which can be defined as

\[
AUC = \frac{\sum I(p, n)}{(|TP| + |FN|) \times (|FP| + |TN|)}, \tag{20}
\]

where \( I(p, n) = 1 \) for the pair of positive sample \( p \) and negative sample \( n \) satisfying the predict score of \( p \) higher than \( n \).

B. Main Results

The dropout prediction task can be regarded as a binary classification problem. In this section, the F1 and AUC measurements are used for evaluating the accuracy of different methods. The comparison of performance on two datasets is shown in Table IV.

Clearly, the first term shows the results that require students to enroll in courses and study for several weeks, which includes the main comparison reported in [16]. Here, CFIN-7 w indicates the performance of the CFIN model using logs during the first 7 weeks after enrollment. The second term in Table IV lists the results of CFIN using different lengths of logs, which can be the reference for evaluating the performance of ESM. Similarly, CFIN-xd means the results of the CFIN model using \( x \) days logs, which is named short-period CFIN in the following discussion. The third term represents the accuracy of results that is estimated

without any actions. The CFIN with 0-day logs and ESM are compared.

From Table IV following conclusions can be derived. First, the performance of the method improves as the duration of logs increases, since results in the first term are better overall than that in the second term. In addition, ESM achieves comparable performance with short-period CFIN in two datasets. Finally, ESM is better than CFIN-0 d in most cases, where no action logs are used. Since students’ profile is also available in CFIN, the performance of CFIN-0 d is better than a random guess. In summary, the main results show the effectiveness of ESM, which provides a new idea for predicting dropout before enrollment.

Moreover, ESM has comparable results with CFIN-1 d. However, CFIN-1 d still requires students to enroll in a course and learn for a short period. For example, if the platform contains 100 courses, then CFIN-1 d needs students to register for all these courses before prediction. Instead, ESM requires students to finish several courses (or fulfill some questionnaire for estimating their learning habits), and then predict the completion probability for all courses directly.

C. Explainability Evaluation

In the proposed method, the result of each step is explainable by conditional probability. Therefore, it could explore many details from the intermediate results of the model, which is helpful to analyze how actions in the courses influence the completion. The learning habit of all students is estimated, i.e., accumulating the most frequent actions that students take,

$$\frac{1}{|S|} \sum_{s_n \in S} I(P(a_m|s_n)),$$

(21)

where $I(z)$ indicates the one-hot encode of a vector $z$, i.e., only the maximum elements in $z$ is set to 1 and the others are set to 0.

Similarly, the importance of actions for the completed courses is estimated. Considering that the number of courses is much smaller than that of students, the accumulation of one-hot encode will be not stable. Therefore, the average of the action’s contribution in all courses is calculated,

$$\frac{1}{|C|} \sum_{c_k \in C} P(e_k|a_m, s_n).$$

(22)

The statistical results of the learning habit and action’s contribution of XuetangX and KDDCUP are visualized in Fig. 6(a) and (b), respectively. It illustrates that students tend to study from videos and courseware in XuetangX. In KDDCUP, the category of recorded action is not so fine-grained, there is no significant difference in the proportion of students performing various actions. In contrast, in both XuetangX and KDDCUP, the problem-like and forum-like actions make the most contribution to the course completion according to ESM. The visualization of the learning habit and action’s contribution shows that the most frequently appeared actions are different from the most important actions. That means what students tend to do makes less help to the course completion, which can be evidence of the high dropout rate in MOOCs. This finding is useful to MOOC platforms in optimizing the learning resources in courses, which may guide students to do actions that are more useful to course completion.

D. Ablation Experiment of External Factors

More importantly, in the contribution of two external factors in ESM, the probability of dropout by accident and completion by outside effort, are embedded into parameters $g$ and $h$. In Table V, the comparison with and without these factors is displayed. When these factors are considered, the performance increases by about 5%-6% in AUC and 1%-3% in F1. This improvement verifies the effectiveness of external factors discussed in the Methodology. Moreover, the comparison of time consumption shows that the extra computing time is negligible compared to the time fluctuations when the program is running.

VI. PRE-LEARNING INTERVENTION SERVICE

In this part, a case study about pre-learning intervention services is proposed based on the dropout prediction before enrollment. Since students are not required to enroll in and take any actions in courses, the proposed pre-learning intervention service is not implemented during students’ learning process. Technically, the proper courses for students are recommended to improve the average completion rate in the platform. Meanwhile, courses that are predicted to be a high dropout probability will be filtered out, which can avoid the waste of time for students. Different from the normal action-level intervention service like CFIN [16], the proposed strategy of intervention service depends on early dropout prediction.

In this section, the public datasets are used for simulation. This means all data is recorded logs. The datasets are divided into the training set and the test set. Data in the training set is used for training the parameters in the ESM. Since the test set is completely unknown during the training phase, it can be considered as the upcoming data in the simulation experiment. To evaluate the effectiveness of the strategy, the completion rate before and after the pre-learning intervention service is compared. Specifically, the students and their enrolled courses in the test set are selected, and then statistic the average completion rate, which is regard as the learning status without any learning intervention service. Assume that the set of all enrolled courses in the test phase is indicated as $C_{test}$, where the set of completed courses is denoted as $C_{complete}$. The original completion rate $R_{before}$ is computed as

$$R_{before} = \frac{|C_{complete}|}{|C_{test}|}.$$

(23)

**Pre-Learning intervention service strategy 1 - course recommendation.** After the dropout before students’ enrollment is predicted, $r$ courses for each student with the $r$ highest probability of completion are recommended. The set of recommended courses is represented as $C_{recommend}$, and then the completion rate after the pre-learning intervention service is

$$R_{after} = \frac{|C_{complete} \cap C_{recommend}|}{|C_{test} \cap C_{recommend}|}.$$

(24)
TABLE V  
INFLUENCE OF THE EXTERNAL FACTORS

<table>
<thead>
<tr>
<th>External factors</th>
<th>KDDCUP</th>
<th>XuetangX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>F1</td>
</tr>
<tr>
<td>with</td>
<td>66.00%</td>
<td>87.07%</td>
</tr>
<tr>
<td>without</td>
<td>59.57%</td>
<td>84.18%</td>
</tr>
</tbody>
</table>

The improvement of the completion rate with the pre-learning intervention service is shown in Fig. 7, where \( r \) is set to 10. From the comparison, it is shown that only 22% and 27% enrolled courses are completed in XuetangX and KDDCUP, respectively. When personalized courses are recommended to different students as a service of optimizing learning content, the completion rate of XuetangX and KDDCUP achieves 60% and 45%, respectively. Therefore, both platforms and students will significantly benefit from the proposed prediction and intervention service. Notice the number of courses \( r \) reflects the strength of intervention service in practice. If \( r = |C| \), it means there is no intervention service because all courses are available to all students. In contrast, the smaller \( r \) is, the greater the level of intervention service. In practice, it can be considered by the platforms. For example, it should give strong intervention services for students who have a low completion rate.

Besides, the number of students who benefit from the pre-learning intervention service is recorded. Here, the percentage of the improved completion rate of each student is calculated, and then a histogram of the number of students with different degrees of improvement is drawn. Since this experiment counts the completion rate for each student, the result is displayed in Fig. 8. It is shown that more than 500 students in XuetangX improve at least 40% completion rate after the pre-learning intervention service. In KDDCUP, more than 1200 students improve their 20%-40% completion rate when they are recommended proper courses. Therefore, most students will benefit from the pre-learning intervention service, which is supported by the proposed early dropout prediction method.

**VII. Conclusion**

In this paper, an explainable probability method is proposed, which can predict dropouts without using any enrollment or completion probability is discussed. Specifically, the courses that are predicted to be easily dropped out are selected, and the student who enrolled in and dropped them is counted. This result reflects how much time a student could save when the pre-learning intervention service is introduced. In the simulation experiment, the duration of students’ actions is accumulated, as the time students spent in specific courses. Then, we remove variable rates of the number of courses that are selected by students, and statistics the rate of time students saved when uncompleted courses are filtered. From Fig. 9, it is shown that students studying in XuetangX can save about 40% time when 20% courses predicted high dropout probability are filtered. For students in KDDCUP, when 60% courses are removed, 15% time that students waste in their uncompleted course will be saved.

From the above experimental results, it is concluded that the proposed prediction method can support pre-learning intervention services such as course recommendations and filtration, which can significantly improve the efficiency of both students and platforms.
learning logs. To predict the dropout of a student from a not enrolled course, the actions he or she may take are introduced as the hidden variables. First, the conditional probability of the action taken by this student is predicted by considering his or her previous learning habit. Second, the probability that this course will be completed on the condition that each action appears is estimated. Finally, the completion probability is calculated by aggregating the possible action, where the contribution of learning action on course completion is regarded as the weight. Experimental results show that ESM achieves comparable performance to the action-based method using short-period logs of learning action. More important, pre-learning intervention services based on ESM are designed, which is helpful to improve the completion rate for MOOCs.
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