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Abstract—Since Industry 5.0 emphasizes that manufacturing
enterprises should raise awareness of social contribution to achieve
sustainable development, more and more meta-heuristic algo-
rithms are investigated to save energy in manufacturing systems.
Although non-dominated sorting-based meta-heuristics have been
recognized as promising multi-objective optimization methods for
solving the energy-efficient flexible job shop scheduling problem
(EFJSP), it is hard to guarantee the quality of the Pareto front (e.g.,
total energy consumption, makespan) due to the lack of population
diversity. This is mainly because an improper individual compar-
ison inevitably reduces population diversity, thus limiting explo-
ration and exploitation abilities during population updates. To
achieve efficient population evolution, this paper introduces a novel
space-cooperation multi-objective optimization (SCMO) method
that can effectively solve EFJSP to obtain scheduling schemes with
better trade-offs. By cooperatively evaluating the similarity among
individuals in both the decision space and objective space, we
propose a space-cooperation population update method based on a
three-vector representation that can accurately eliminate repetitive
individuals to derive higher-quality Pareto solutions. To further
improve search efficiency, we propose a difference-driven local
search, which selectively changes the positions of operations with
higher differences to search for neighbors effectively. Based on
the Taguchi method, we conduct experiments to obtain a suitable
parameter combination of SCMO. Comprehensive experimental
results show that, compared to state-of-the-art methods, our SCMO
method achieves the highest HV and NR and the lowest IGD, with
an average of 0.990, 0.952, and 0.001, respectively. Meanwhile, com-
pared to traditional local search approaches, our difference-driven
local search obtains twice the HV on instance Mk12 and reduces
the solving time from 1521 s to 475 s.
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I. INTRODUCTION

A LONG with the prosperity of green manufacturing, more
and more manufacturing enterprises are raising awareness

to reduce energy consumption to promote sustainable develop-
ment of manufacturing systems [1], [2], as the manufacturing
industry consumes almost a third of global energy and generates
approximately 28% greenhouse gas emissions, according to the
report of the International Energy Agency [3]. As a critical
part of manufacturing systems, the Energy-efficient flexible job
shop scheduling problem (EFJSP) has been investigated by both
industry and academia [4], [5], [6], where an EFJSP involves
a set of flexible machines with different levels of energy con-
sumption to address different manufacturing requirements. In
this situation, except for minimizing makespan, making full use
of such machines is becoming a major concern of manufacturing
systems to reduce total energy consumption.

Various meta-heuristic algorithms make efforts on machine
tools to save energy, which can be summarized into four cat-
egories [7], [8], [9]: turning on/off machines, machine speed
adjustment, time-of-use electricity-based scheduling, and proper
machine scheduling. The first is to adjust the operating state of
the machines by comparing unload energy consumption with
the energy generated by turning the machine on and off [10].
Since frequent turn-on/off behaviors will seriously deteriorate
the usage life of machines [11], the frequency of turning on/off
machines is worthy of attention. The second is to tune the
machine speeds [12], which is based on the assumption that a
higher machine speed reduces processing time while incurring
more energy consumption. The third is to take advantage of
time-of-use electricity pricing [13], where shifting the manufac-
turing process from peak to non-peak time can effectively reduce
electricity costs. The fourth is proper machine scheduling [14],
which applies to various scheduling problems. Although execut-
ing more jobs requires more energy, the large amount of energy
consumption caused by manufacturing enterprises is mainly due
to the inefficient use of machines. Therefore, we focus on proper
machine scheduling to obtain a better Pareto front for EFJSP,
aiming to minimize energy consumption without increasing the
makespan as much as possible. Since the problem of resource
allocation for multiple jobs has been proven to be NP-hard [15],
it is challenging to figure out the optimal Pareto front for EFJSP,
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especially when taking into account the setup time/energy and
transportation time/energy.

To obtain an optimal Pareto front for complex EFJSP, various
non-dominated sorting-based meta-heuristic methods have been
investigated in machine scheduling [16], [17]. By retaining more
objective-specific knowledge for each solution, non-dominated
sorting-based meta-heuristic methods can effectively optimize
multiple objectives simultaneously. However, due to the lack
of population diversity, existing non-dominated sorting-based
meta-heuristic methods still suffer from notable energy con-
sumption and unacceptable makespan, which hinders their de-
ployment in real scenarios. This is mainly because i) existing
non-dominated sorting-based meta-heuristic methods focus on
designing efficient and problem-specific operators and ignor-
ing population diversity, which severely limits the exploration
potential of these methods to explore better solutions; and ii)
the evaluation of similarity among individuals is inappropriate,
which cannot accurately screen repetitive individuals and af-
fect the effectiveness of evolutionary processes. Although most
meta-heuristics employ local search to improve the quality of
solutions, it is too time-consuming, especially for large-scale
scenarios. Therefore, how to properly maintain population di-
versity to generate high-quality Pareto front for EFJSP in a
reasonable solving time is becoming a major challenge in the
design of non-dominated sorting-based meta-heuristic methods.

To facilitate the efficient search for optimal Pareto front,
this paper presents a novel non-dominated sorting-based meta-
heuristic method named space-cooperation multi-objective op-
timization (SCMO), which aims to reduce energy consumption
for manufacturing systems. This paper makes the three major
contributions as follows:
� We schedule an energy-efficient flexible job shop that can

properly describe realistic manufacturing scenarios. This
studied scheduling shop takes both setup and transportation
time/energy into consideration, where a multi-objective
optimization model is constructed to minimize makespan
and total energy consumption simultaneously.

� We design a new solution representation scheme to ac-
curately filter out repetitive individuals by evaluating the
similarity among individuals in decision space. Based on
mating selection in objective space, SCMO fully utilizes
individuals that are good at different objectives to support
efficient population updates.

� By prioritizing operations with large differences in com-
pletion time, we propose a difference-driven local search
based on the critical path that can selectively transpose
positions of operations with more significant differences
to improve search efficiency.

Comprehensive experiments on well-known benchmarks
show that SCMO outperforms all investigated state-of-the-art
methods by up to 52.78% in terms of Hypervolum (HV) against
NSGA-II. Compared with traditional local search methods, our
proposed difference-driven critical operator selection can im-
prove HV by 94.55% on instance Mk12 and reduce the solving
time from 1521 s to 475 s. Such improvements can be further
enhanced when the instance scale increases.

The remainder of this paper is structured as follows. Section II
gives the related work of energy-efficient scheduling solutions

and non-dominated-based meta-heuristic methods. Section III
describes an energy consumption model and formulations for
EFJSP. In Section IV, we propose a space-cooperation multi-
objective optimization method to address EFJSP. Based on the
experimental setup described in Section V, Section VI conducts
experiments and analyzes results. Section VII proposes conclu-
sions and future work.

II. RELATED WORK

To ensure sustainable development of manufacturing systems,
reducing energy consumption in the manufacturing process is es-
sential, since significant energy waste will increase the economic
costs of manufacturing enterprises and cause serious environ-
mental pollution [18], [19]. Therefore, in addition to minimizing
the common optimization objective (i.e., makespan), manufac-
turing systems strive to reduce energy consumption to promote
green manufacturing [20].

To achieve energy-efficient scheduling, extensive investiga-
tions about non-dominated sorting have been conducted in multi-
objective trade-offs, which can facilitate meta-heuristic-based
methods to search for the Pareto front. Table I compares the
related works of multi-objective scheduling. For example, to
reduce total energy consumption and total tardiness simulta-
neously, Pan et al. [21] presented a two-population approach
based on non-dominated sorting to solve the parallel machine
scheduling problem, where the non-dominated sorting genetic
algorithm-II and memetic differential evolution evolve coopera-
tively on two populations in parallel to produce better solutions.
In [24], Luo et al. presented an adaptive neighborhood search
operator to address the classic distributed flexible job shop
scheduling problem with worker arrangement, which can not
only improve the exploitation ability of memetic algorithm, but
also avoid trapping into local optima. Moreover, to better solve
FJSP with sequence-dependent setup time/cost, Li et al. [5]
developed an elitist hybrid algorithm based on non-dominated
sorting that fully utilizes machine learning approaches to ex-
tract more non-dominated solutions from promising search re-
gions. Although existing meta-heuristic methods based on non-
dominated sorting perform well on multi-objective optimization,
they still suffer from the problem of coarse-grained trade-offs
among different optimization objectives.

To achieve finer-grained trade-offs, various non-dominated
sorting-based meta-heuristic methods strive to maintain popu-
lation diversity from different perspectives. Aiming at ensuring
population diversity, Turkilmaza et al. [17] designed the dis-
patching rules to create an initial population and introduced
new random individuals to the next generation population at a
specific rate in the elite selection stage. Dai et al. [29] proposed
a novel method named EGA, which designs an acceptance
probability module and an annealing rate module to avoid
trapping into local optima. In this approach, inferior solutions
have a low acceptance rate rather than being discarded directly,
where the acceptance rate decreases as the number of iterations
increases. In [27], Gong et al. designed a new fitness rank-
ing method that assigns different levels for individuals with
the same non-dominated rank to alleviate the issue of sparse
objective distribution. Although the above methods improve
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TABLE I
COMPARISON OF META-HEURISTIC APPROACHES FOR MULTI-OBJECTIVE SCHEDULING

population diversity by increasing the randomness of individual
selection, a comparison between individuals being limited to an
objective space is not comprehensive, which will severely affect
the exploration ability of algorithms. This is mainly because two
individuals close in an objective space are not necessarily close
in a decision space. To alleviate “premature” convergence issues,
Qing-dao-er-ji and Wang [30] first defined a similar degree to
achieve efficient individual selection, including similarity and
concentration. Specifically, similarity measures the number of
different elements at the corresponding positions of two individ-
uals, and concentration calculates the overall similarity of each
individual to the others in the population. By taking the simi-
larity between individuals into account, Kurdi [23] developed
a similarity-and-quality based replacement method to improve
individual comparison efficiency, where if a new individual is
better than the best or better than the worst and the similarity is
below a given threshold, this new individual will replace the
worst individual. Due to improper representation, the above
methods cannot accurately distinguish repetitive individuals,
seriously affecting evolutionary efficiency.

To the best of our knowledge, our SCMO method is the first
attempt to cooperatively evaluate the similarity among individ-
uals in both objective space and decision space based on a novel
three-vector representation and selectively change positions for
potential operations to improve search efficiency. Based on the
synergy of these contributions, our approach can not only obtain

a higher quality Pareto front in a reasonable time but also have
more stabilization for solving EFJSP.

III. MULTI-OBJECTIVE OPTIMIZATION MODEL FOR EFJSP

A. Problem Description

Assume that a manufacturing system consists of a
set of flexible machines M = {M1,M2,. . . ,Mk, . . . ,Mm},
and a set of jobs (i.e., manufacturing requirements) J =
{J1,J2,. . . ,Ji,. . . ,Jn}. Each job Ji of the system contains
ni operations, which are sequentially ordered in the form of
Ji =< Oi,1,Oi,2,. . . ,Oi,j ,. . . ,Oi,ni

>. Here, an operation Oi,j

can only select one machine from its corresponding candidate
machine set Mi,j ⊆ M and Mi,j �= ∅, and a machine can only
execute one operation at a time. No interruption is allowed
for operations during the execution process. If two consecutive
operations (e.g. Oi,j−1 and Oi,j) in the same job are performed
by different machines (e.g., Mw and Mk), the setup time sti,j,k
of Oi,j must be considered [31]. The location distance between
different machines cannot be ignored, as each machine is located
in different workshops. In this case, the transportation time exists
when two successive operations in the same job are assigned to
different machines. Note that for two consecutive operations
within the same job, transportation must not start until the
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TABLE II
DEFINITION OF NOTATIONS

TABLE III
SETTINGS OF THE EFJSP EXAMPLE

previous operation is completed. Unlike transportation, unoccu-
pied machines can prepare for upcoming operations in advance,
even if the previous operation of the upcoming operation is not
completed at this time, since the setup time of the upcoming
operation is independent of its previous operation. Taking energy
consumption during the manufacturing processes into account,
we define the problem above as the Energy-efficient Flexible Job
Shop Scheduling Problem (EFJSP), where all notations used in
this paper are defined in Table II.

To facilitate the understanding of energy-efficient scheduling
processes, we consider an example of EFJSP involving three jobs
J = {J1, J2, J3} and three machines M = {M1,M2,M3},
whose settings are shown in Table III. For a job J and its
operation O, we use the notion T (x, y) to indicate that the setup
time and the processing time of O on a specific machine (e.g.,
M1,M2 orM3) arex and y, respectively. For example, operation
O1,1 needs 2 units of setup time and 8 units of processing time to
execute on M1. We use the notion E(m,n) to indicate that the
setup energy and processing energy of O on a specific machine
(e.g.,M1,M2 orM3) arem andn per unit time, respectively. For
example, the setup and processing procedures for each operation
performed on M1 consume 1 unit setup energy and 3 units

Fig. 1. Gantt chart of the example instance.

processing energy per unit time. In addition, the transportation
time between M1 and M2, M1 and M3, M2 and M3 is 3, 2 and
2, respectively. The transportation energy between M1 and M2,
M1 and M3, M2 and M3 is 1, 2 and 1 per unit time, respectively.
The following subsection will detail the modeling of energy
consumption.

Fig. 1 shows a Gantt chart of the example instance mentioned
in Table III. As shown in the figure, each machine is selected to
process operations. For example, operation O1,1 is assigned to
machine M1 at time 0, where T (2, 8) indicates that M1 needs
2 and 8 unit time to complete setup and processing procedures,
respectively. Since setup and processing procedures cannot be
performed in parallel, the completion time of O1,1 (i.e., C1,1) is
10. Then, O1,1 will be transported to M3 to execute the next
operation O1,2 once O1,1 is complete and its corresponding
transportation time is 2. Note that the setup and transportation are
not conflicting, while the processing must be performed after the
transportation ends. In this case, we can start the setup procedure
of O1,2 during transportation to save time. Therefore, the start
time and the completion time ofO1,2 are 10 and 17, respectively.
The time before the M3 starts to execute O1,2 after executing
O2,1 is called the idle time. Since operationO3,3 is the last one to
complete, C3,3 = 32 is the total completion time of three jobs.

B. Energy Consumption Model

Since different machines have different manufacturing ca-
pabilities and locations, their setup time/energy, processing
time/energy, and transportation time/energy are different even
for the same operation. By referring to a real case of flexible
workshops in Nanjing [29], we construct an energy consumption
model that includes the following five situations [29]: i) machine
preparation before processing, ii) machine processing for oper-
ations, iii) machine waiting to perform subsequent operations,
iv) transporting an operation from one machine to another, and
v) power to support the daily work of all workshops, each of
which is described as follows.
� Setup Energy Consumption (SEC): A machine needs to

prepare well in advance before performing different oper-
ations, such as positioning, clamping, loading workpieces,
changing tools, and switching operations [29]. By multi-
plying the setup time of each operation and the setup energy
consumed per unit setup time on specific machines, the
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resulting SEC can be calculated as

SEC =

n∑
i=1

ni∑
j=1

m∑
k=1

sek · sti,j,k · θi,j,k. (1)

� Processing Energy Consumption (PEC): The energy con-
sumption generated when the machine performs the oper-
ations is PEC, which accounts for the majority of the total
energy consumed throughout the product manufacturing
process. Note that once a machine is on, whether or not it
performs operations, it will consume a certain amount of
energy [29]. The PEC can be formulated as

PEC =

m∑
k=1

uek ·
⎛
⎝

n∑
i=1

ni∑
j=1

pti,j,k · θi,j,k
⎞
⎠

+
n∑

i=1

ni∑
j=1

m∑
k=1

pek · pti,j,k · θi,j,k. (2)

� Unload Energy Consumption (UEC): Assume that a ma-
chine will remain powered on until all operations on the
machine are completed. We set this assumption mainly for
the following two reasons: i) switching the machine on
and off will generate energy consumption, and ii) frequent
turn-on and turn-off behaviors will seriously deteriorate
the usage life of the machine. A machine is in an unloaded
state during idle time before the next operation and after
the current operation is completed. We define UEC as the
energy consumed by machines in unloaded states, which
can be formulated as

UEC

=

m∑
k=1

uek ·
⎛
⎝max

∀i,j
Ci,j −

n∑
i=1

ni∑
j=1

(Ci,j − Si,j) · θi,j,k
⎞
⎠ .

(3)

� Transportation Energy Consumption (TEC): Due to the dif-
ferent locations of machines, if two successive operations
of a job are not assigned to the same machine, there will be
transportation time between the two operations. The energy
consumed during the operation transportation process can
be expressed as

TEC =

n∑
i=1

ni∑
j=2

m∑
k=1

m∑
w=1

te · tti,j,w,k · θi,(j−1),w · θi,j,k.

(4)

� Auxiliary Energy Consumption (AEC): AEC is auxiliary
energy needed to support the production environment, such
as lighting and air-conditioning. We define AEC as

AEC = ae ·max
∀i,j

(Ci,j) . (5)

C. Problem Formulation

The purpose of this paper is to obtain a scheduling schedule
that can achieve a low total energy consumption and a makespan

simultaneously. This is mainly because total energy consump-
tion and makespan are the two major issues that manufacturing
enterprises are most concerned about, and they need to be
clearly defined to ensure long-term sustainable development of
manufacturing systems. Let f1 and f2 be the makespan and
total energy consumption, respectively. Based on the problem
description of shop scheduling and the modeling of energy
consumption, we formulate the EFJSP as follows:

min f1 = Cmax = max
∀i,j

(Ci,j), (6)

min f2 = SEC + PEC + UEC + TEC +AEC,
(7)

1 ≤
n∑

i=1

ni∑
j=1

m∑
k=1

λi,j,k ≤ m, (8)

n∑
i=1

ni∑
j=1

m∑
k=1

θi,j,k = 1, (9)

n∑
i=1

ni∑
j=1

m∑
k=1

δi,j,q,k = 1, (10)

Si,j = max(Pk, Ci,(j−1) + ttw,k − sti,(j−1),k),
(11)

Ci,j = Si,j + sti,j,k + pti,j,k, (12)

Ci,j − Ci,(j−1) ≥
n∑

i=1

ni∑
j=1

pti,j,k · θi,j,k, (13)

n∑
i=1

ni∑
j=1

Si,j · θi,j,k · δi,j,q,k

≥
n∑

i=1

ni∑
j=1

Cu,v · θu,v,k · δu,v,q,k. (14)

Objective (6) is to minimize the total completion time of all
operations, where f1 records the completion time of the final
operation. Objective (7) strives to minimize the total energy
consumption restricted by SEC, PEC, UEC, TEC, and AEC.
Constraint (8) means that each operation Oi,j has a candidate
machine set Mi,j ⊆ M . Constraint (9) indicates that each op-
eration Oi,j can ultimately be performed on only one machine
in Mi,j . Constraint (10) ensures that each operation cannot be
interrupted during execution. The start time Si,j in Constraint
(11) takes the larger value of the progressive time (i.e., Pk)
of Mk and the earliest available time of Oi,j (i.e., Ci,(j−1) +
ttw,k − sti,(j−1),k), where Pk indicates the completion time of
the operation performed on Mk at the current moment. Once
an operation is assigned, Pk will be updated according to its
completion time. The notation w denotes the machine index
that performs Oi,(j−1). Since the setup time of an operation Oi,j

is independent of its previous operation Oi,(j−1), Oi,j can be
set in advance before Oi,(j−1) is transported to Mk. Constraint
(12) means that the setup and process procedures can not be
disturbed. Constraint (13) specifies the dependencies between
operations in the same job, where each operation must wait until
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Fig. 2. Workflow of our method.

all its previous operations are completed. Constraint (14) ensures
that each machine can perform only one operation at a time.

IV. OUR SPACE-COOPERATION OPTIMIZATION METHOD

This section details our SCMO method for EFJSP, whose
objective is to reduce energy consumption and makespan simul-
taneously. Fig. 2 illustrates the workflow of our method, which
consists of three major parts: i) population initialization that
randomly generates N individuals to form an initial population
based on a three-vector representation; ii) space-cooperation
population update that adopts mating selection in objective
space to achieve efficient offspring generation and selects elitists
in decision space to maintain population diversity; and iii)
difference-driven local search that explores better neighbors by
adjusting the machines or sequences of critical operations of
non-dominated individuals. During the population evolution, we
repeat the space-cooperation population update and local search
until the termination criteria are met (e.g., the maximum number
of iterations).

A. Solution Representation

Although two traditional vectors are sufficient to represent
a scheduling scheme with machine assignment (MA) and
operation sequencing (OS), we propose a machine-related
operation sequencing vector (MOS) in this paper, which can
accurately distinguish whether two solutions are identical.
In our three-vector representation, each position of an MA
represents an operation placed sequentially, and each element
at the position represents the machine index that performs the
operation represented by the corresponding position. In an OS
vector, the element at each position represents a job index, and
the number of occurrences of each element indicates the number
of operations in the job to which that element corresponds.
By adjusting an OS vector following operation sequences on
each machine, we can get an MOS vector. Fig. 3 shows an
example of three-vector representation, where three jobs are
ready to be performed on three machines. As shown in the
figure, each position of MA is represented as an operation for

Fig. 3. An example of three-vector representation.

Fig. 4. An example of the same two solutions with different representations.

each job sequentially, and the first element 2 in MA indicates
that O1,1 is assigned to M2. In OS, the first element 3 at the first
position is O3,1, and the second element 3 at the sixth position
represents O3,2. Therefore, the combination of MA and OS
in the figure can constitute a solution, i.e., O3,1(M2) → O1,1

(M2) → O2,1(M1) → O2,2(M3) → O1,2(M3) → O3,2(M3)
→ O3,3(M2) → O2,3(M1) → O1,3(M1). Based on the
solution, we record the execution sequencing of operations
on each machine with a matrix, where the first row
represents the execution sequencing of operations on M1

as O2,1 → O2,3 → O1,3. Then, we combine the corresponding
job indices of operations by row into an MOS vector.

For population initialization, each operation randomly selects
one machine from its candidate machine set to ensure the
feasibility of a solution, and the operation sequencing is also
randomly determined. Note that we only initialize an MA and OS
for each individual (i.e., solution) in a population since an MA
and OS can determine a solution. The reason why we introduce
an MOS vector in our three-vector representation is that the same
MA and different OS may indicate the same solution, which
cannot accurately judge the consistency of the two solutions.
Fig. 4 presents an example of the same two solutions with
different representations, where their MA vectors are the same
while OS vectors are different. Although traditional methods by
comparing OS will conclude that the two solutions are different,
the OS vectors of the two solutions are essentially the same
because they can get the same matrix. The following subsection
will detail the usage of a three-vector representation in this paper.

B. Space-Cooperation Population Update

1) Mating Selection for Offspring Generation: The main
task of our EFJSP is to maintain population diversity in an
objective space to obtain a complete Pareto front. To achieve this
goal, we design objective reference sets (i.e., all non-dominated
solutions at each iteration) for mating selection, which can
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Algorithm 1: Mating Selection.

improve optimization objectives with poor performance by
learning objective-specific knowledge. Algorithm 1 details the
implementation of mating selection based on objective reference
sets. Line 1 executes non-dominated sorting for population P
and obtains a non-dominated set (i.e., individuals in rank1).
Line 2 searches for two individuals p1 and p2 with minimum f1
and f2 in the population P , respectively. Based on the midpoint
M of p1 and p2, line 3 divides P into two groups Group1 and
Group2, and line 4 divides rank1 into twoR1 andR2. After that,
lines 5-14 perform N mating selection steps for each individual
to support offspring generation. Specifically, if an individual pl
belongs to Group1, line 7 calculates the similarity between pl
and all the non-dominated individuals inR2 to obtain a similarity
set Sl. In contrast, if an individual pl belongs to Group2, line 10
calculates the similarity between pl and all the non-dominated
individuals in R1 to obtain a similarity set Sl. Based on the
normalized similarity set S_norl obtained in line 12, line 13
selects a mating individual as a guiding individual Gl based on
the roulette wheel method to achieve evolutionary guidance for
pl.

Based on the selected mating individuals, we set them as
guiding individuals for all individuals in a population to generate
offspring. To improve population diversity, we randomly select
another individual pl′ from P to participate in the evolution
processes of MA. To guarantee the feasibility of offspring, we
adopt the multi-point crossover for MA and the precedence
operation crossover for OS [32], where MA only exchanges
elements that are at the same position. As for the mutation
operator, MA adopts a single-point mutation, which randomly
selects an operation to re-select another one from its set of
candidate machines [32]. Moreover, a pairwise swap is used
for OS, where two elements in randomly selected positions are
swapped [33].

2) Elitist Selection for Diversity Maintenance: Although the
design of objective reference sets for mating selection can
improve evolution efficiency, it still suffers from a lack of
population diversity, since we ignore repetitive individuals dur-
ing evolution processes. Especially after multiple rounds of

Fig. 5. An example of difference-driven local search.

Fig. 6. Procedure of elitist selection.

iterations, a large number of repetitive individuals make the
algorithm difficult to avoid trapping into local optima dilemma
and even mask the effectiveness of our mating selection method.
To maintain population diversity, traditional methods calculate
crowding distances to discard similar individuals. However, the
crowding distance is calculated from the perspective of objective
space, which may mistakenly remove different individuals. This
is because two individuals approaching or overlapping in the
objective space may differ substantially in the decision space.
Furthermore, if we directly compare the MA and OS vectors
of two individuals using the Hamming distance, we may not be
able to accurately screen all repetitive individuals, as illustrated
in Fig. 4.

To address these issues, we introduce a sequence-transfer
mechanism to maintain the diversity of the population. By
converting mixed operation sequencing (i.e., OS) into machine-
dependent operation sequencing (i.e., MOS), we can calculate
the Hamming distance for both solutions based on MA and
MOS to accurately find repetitive individuals. If two individuals
have a Hamming distance of 0, they are repeated. Fig. 6 shows
the procedure of elitist selection based on the sequence-transfer
mechanism, which includes two parts: non-dominated sorting
and individual retention. Given a population Pt and its offspring
population Qt in the tth iteration, we assign a non-dominated
rank ranki for each individual based on their optimization
objectives, where the lower rank of an individual is, the better
performance of the individual is. To ensure the effective evo-
lution of a population, we preferentially retain individuals with
low ranks. For all the individuals in rank1, we calculate their
Hamming distances based on the MA and MOS vectors. We kept
all individuals without duplication in a new population Pt+1,
while repetitive individuals retained only one. We will perform
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the individual retention operation for the next rank until the size
of population Pt+1 reaches N .

C. Difference-Driven Local Search

Since the makespan of a solution is determined by its critical
path, traditional critical path-based local searches try to change
the sequence or machine of all critical operations to find better
neighbors [34], where all the operations on a critical path are
regarded as critical operations. Although adjusting the sequence
or machine allocation of critical operations has proven effective
in reducing makespan, it is time-consuming to traverse all the
neighborhoods.

To improve search efficiency, we propose a difference-driven
local search to selectively transpose positions of potential critical
operations. Since a large difference di,j between the completion
time of operationOi,j traversing from left to right and traversing
from right to left indicates a long delay for its subsequent opera-
tions, we give priority to operations whose difference are greater
than a particular threshold. If the difference of an operation is
greater than a threshold, then we will reassign the operation to
another machine in the candidate machine set. Furthermore, if
the subsequent operation of the operation is a critical operation,
then we will adjust the sequence for the subsequent operation to
search for better neighbors. Let Ci,j be the completion time of
Oi,j traversing from left to right andC−

i,j be the completion time
of Oi,j traversing from right to left, the difference of operation
Oi,j is calculated as di,j = |Ci,j − C−

i,j |. Based on this, we
define the difference threshold as

d_threshold = max(di,j) ∗ μ, (15)

where μ is a coefficient. We set coefficient μ ranging from 0 to 1,
where a larger value ofμ indicates a longer time of neighborhood
exploration. Here, 0 means that all operations try to adjust their
locations to search for better neighbors, and 1 means that only the
operation with the largest difference performs a neighborhood
search.

Fig. 5 gives an example of a difference-driven local search.
Assume that an operation O3,1 in parent individual p has the
maximum difference in completion time, we attempt to adjust
the position of O3,1, where its representation is illustrated in
Fig. 5(a). For MA, O3,1 randomly chooses a machine M1

from its candidate machine set M3,1 = {M1,M3}. For OS, we
change the sequence only if the subsequent operation ofO3,1 is a
critical operation. Since the subsequent operation O3,2 belongs
to the critical path, it is necessary to sequence operations to
further explore the neighbors. We mark the positions ofO3,1 and
O3,2 as psoo and psoo′ , respectively. After randomly selecting a
position psor from the ranges of positions psoo to psoo′ , we
change the two positions (i.e., psor and psoo′) to obtain an
offspring q as shown in Fig. 5(b). From the Gantt charts of
parent individual p and offspring q shown in Fig. 5(c) and (d), the
makespan of offspring q is less than that of parent individual p.

V. EXPERIMENTAL SETUP

To evaluate the effectiveness of our method, we con-
ducted a series of experiments on a real-world instance named

Real_case [29] and 20 EFJSP et al. [35] (Kc01-05) and
Brandimarte [36] (Mk01-15). Note that the specific setup time,
transport time, and energy per unit time are generated randomly
based on [29]. Each experiment is performed in 30 independent
runs to reduce the randomness of the experimental results. All
the experimental results were obtained using Python from a
Windows laptop with Intel 2.4 GHz CPU and 8 GB memory.

A. Performance Metrics

To achieve Pareto efficient solutions with low makespans and
total energy consumption for EFJSPs, in this paper, we use the
following performance metrics to evaluate the results obtained
by different algorithms. Assume that RPF be the reference
Pareto front formed after the non-dominant sorting of the Pareto
solutions acquired by investigated algorithms.

1) The Non-dominated Ratio (NR) indicator [37] calculates
the ratio between the number of Pareto solutions obtained
by an algorithm but not dominated by the Pareto solutions
in RPF and the number of Pareto solutions in RPF . The
NR of Pareto front M is described as:

NR(M) =
|RPF ∩M |

|RPF | , (16)

where |RPF | is the number of Pareto solutions in RPF .
A larger NR(·) means that the Pareto solutions obtained
by an algorithm cover most of the RPF , showing greater
searchability.

2) The Inverted Generational Distance (IGD) indicator [38]
measures the distance between the Pareto front M and
RPF , which is described as:

IGD(M) =
1

|RPF |
∑

x∈|RPF |
min
y∈M

d(x, y), (17)

where d(x, y) is the Euclidean Distance between the so-
lution x and solution y. Note that a smaller IGD indicates
the Pareto solution obtained by an algorithm converges
more to the RPF .

3) The Hypervolume (HV) [39] indicator calculates the vol-
ume of the region in objective space enclosed by the Pareto
solutions of an algorithm.

B. Parameter Tuning

Since meta-heuristic-based methods are parameter-sensitive,
we studied four key parameters to obtain a suitable parameter
combination: i) crossover rate Pc, ii) mutation rate Pm, iii)
coefficient of local searchμ, and iv) population sizeN . Based on
the Taguchi method [20], we conducted orthogonal experiments
for these parameters on the Real_case of moderate-scale. Note
that the maximum number of iterations is 500 [27]. Table IV
shows the levels of four parameters for our approach, where
four parameters with different levels can be combined to form
an orthogonal array for subsequent experiments.

Fig. 7 illustrates the level trend of each parameter. As illus-
trated in the figure, we can observe that population size N has
the most significant impact on NR and solving time. With the
increase of N , solving time shows a straight uptrend while the
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TABLE IV
LEVELS OF FOUR PARAMETERS FOR OUR APPROACH

Fig. 7. Trend of Each Parameter Level in Our Approach.

uptrend of NR slows down. The results of the crossover rate Pc

and the mutation rate Pm are comparatively stable. Due to an
overall rise in Pc, more crossover operators help explore more
potential solutions. For Pm, too few mutation operators will
reduce NR. However, NR remains stable when Pm is greater
than or equal to 0.2. Moreover, the value of μ at level two
is enough to explore neighbors within a reasonable solving
time. Therefore, we set four parameters as Pc = 1, Pm = 0.2,
μ = 0.75, andN = 100 for subsequent experiments to solve the
proposed EFJSP.

C. Comparison Algorithms

Since our SCMO is developed on top of a common multi-
objective optimization framework (i.e., non-dominated sorting),
we chose NSGA-II as a baseline. By applying space-cooperation
optimization based on the three-vector representation scheme
and designing difference-driven local search, our approach can
stably and quickly obtain high-quality solutions. To further in-
vestigate the effectiveness of our SCMO approach, we compared
it with four state-of-the-art meta-heuristic methods: i) hybrid
self-adaptive multi-objective evolutionary algorithm based on
decomposition (HPEA) [40], ii) enhanced genetic algorithm
(EGA) [29], iii) hybrid genetic algorithm (HGA) [17], and
iv) surprisingly popular algorithm-based adaptive Euclidean
Distance-based topology learning particle swarm optimization
(SpadePSO) [41]. The reasons why we chose these four meta-
heuristic methods as baselines are as follows. First, all four meta-
heuristic algorithms are multi-objective optimization methods,
which are good at solving the multi-objective optimization prob-
lem investigated in this paper. Second, to demonstrate the su-
periority of our approach to enhancing population diversity, we
chose the four meta-heuristic algorithms that focus on improving
population diversity from different perspectives as baselines.
Third, for fairness reasons, all four meta-heuristic algorithms
take local search into account to improve the quality of solutions

by spending a certain amount of time for neighbor exploration.
Please note that since deep reinforcement learning is promising
in shop scheduling [42], [43], [44], [45], we also chose a state-
of-the-art deep reinforcement learning-based method [46] that
performs well in solving multi-objective optimization schedul-
ing problems as a baseline. The five baselines are described
below.

1) HPEA [40] proposes two problem-specific initial rules
and five problem-specific neighbor search operators to
maintain the diversity of the population. Furthermore, it
utilizes the Tchebycheff decomposition strategy for solu-
tion selection to balance convergence and diversity.

2) EGA [29] is an improved version of NSGA-II. It designs
three modules based on a simulated annealing algorithm
to avoid being trapped in premature convergence.

3) HGA [17] is also a modification of NSGA-II. It defines a
hypervolume contribution measure that can evaluate the
contribution of a solution in the Pareto front, aiming to
discard extreme points from the front.

4) SpadePSO [41] is an improved particle swarm optimiza-
tion (PSO). Unlike traditional PSO only uses fitness to
evaluate particles, SpadePSO proposes an adaptive Eu-
clidean distance-based topology that allows each particle
to select connected particles based on the Euclidean dis-
tance.

5) HDRL [46] is a two-hierarchy deep reinforcement learn-
ing method, which contains a front controller deep Q
network and a back actuator deep Q network to perform
hierarchical decision-making on multiple optimization ob-
jectives.

In this paper, we conducted the experiments for HPEA, EGA,
HGA, SpadePSO, and HDRL based on their original parameter
settings as presented in [17], [29], [40], [41], [46], respectively.
Table VI shows the parameter settings of all baselines. To avoid
the effects of randomness, we repeated each experiment 30 times
separately.

VI. EXPERIMENTAL RESULTS

A. Comparison With State-of-The-Arts

1) Performance Evaluation: Table V compares the HV
achieved by SCMO and the six baselines. In Table V, we can
observe that our SCMO achieves the best HV on all the instances
compared to the six baselines. To enable a more intuitive com-
parison, Table V shows the HV difference between NSGA-II and
SMCO, HPEA, EGA, HGA, SpadePSO, and HDRL using HV
results. The HV difference between NSGA-II and our SMCO is
calculated as:

HV (NSGA− II)

HV (SCMO)
× 100%− 1, (18)

Note that a negative HV difference means that our SCMO
outperforms NSGA-II. From this table, we can find that the
average HVs of HPEA, EGA, and HGA are close and better
than NSGA-II, SpadePSO, and HDRL on all instances and
outperform NSGA-II, SpadePSO, and HDRL, while HDRL has
the worst performance on small-scale instances. In addition,
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TABLE V
COMPARISON OF HV BETWEEN SCMO AND BASELINES

TABLE VI
THE PARAMETER SETTINGS OF SIX BASELINES

the improvements achieved by our SCMO, HGA, and HPEA
over NSGA-II are significant, which can reach 61.44%, 23.95%,
and 28.90%, respectively. Especially for those instances with
more than 100 operations, the superiority of our SCMO will
be even more significant, where its HV differences are basically
over 30.00%. Although HDRL can beat NSGA-II, HPEA, EGA,
and HGA on relatively large-scale instances, it performs worse
than our SCMO method on any scale. Since all non-dominant
sorting-based methods such as HPEA, EGA, HGA, and SCMO
outperform the traditional NSGA-II, subsequent experiments
of performance evaluation no longer compare NSGA-II as a
baseline.

To make a further performance comparison, Table VII shows
the IGD and NR achieved by our SCMO approach and five base-
lines, i.e., HPEA [40], EGA [29], HGA [17], SpadePSO [41],
and HDRL [46]. As shown in the table, our SCMO achieves
the lowest average IGD and the highest average NR among the
six approaches, which is consistent with the results presented in
Table V.

2) Solving Time Evaluation: Table VIII compares the solving
time achieved by our SCMO and six baselines for executing 21

benchmarks. The results show that SpadePSO and EGA have a
similar solving time as NSGA-II and are much faster than the
other three meta-heuristic algorithms (i.e., HPEA, HGA, and
SCMO). Specifically, the solving time of SpadePSO, EGA, and
NSGA-II is less than 261.44 s, 380.84 s, and 247.11 s for all the
instances, respectively. Although the solving time of HDRL is
very short, its training time is much more than that of the meta-
heuristic methods, and its solution quality cannot be guaranteed.
Combined with Table V and Table VIII, we can find that the
superiority of local search is more significant on larger instances,
although it consumes more solving time. Table VIII also lists
the solving time ratios of our SCMO and four state-of-the-art
algorithms against NSGA-II, which can directly prove the time
efficiency of our SCMO. As shown in the table, we can find
that the solving time of HPEA and HGA is skyrocketing with
the increasing instance scales, far exceeding SCMO. Although
HPEA and HGA consume a similar solving time as SCMO and
even faster for small-scale instances, the solving time of our
SCMO is relatively more stable compared to HPEA and HGA.
For example, the solving time ratios of HPEA and HGA against
NSGA-II can be up to 7.50 and 14.01, respectively, while the
solving time ratio of SCMO against NSGA-II can be maintained
at around 3.00 on large-scale instances. It means that the solving
time growth rate of our SCMO is significantly lower than that
of NSGA-II, and both solve times maintain a relatively stable
proportion on large-scale instances.

3) Stability Analysis: Table IX compares the standard devia-
tion (STD) of HV achieved by our SCMO and five baselines
on 21 benchmarks. From this table, we can find that all six
algorithms can obtain low STD values, indicating that these
algorithms can solve EFJSP stably. To make a more intuitive
comparison, this table shows the p-values of HV achieved by five
baselines against that by SCMO on 21 benchmarks. Note that
the difference is considered significant if a p-value is less than
0.05. Specifically, the notion “*” represents the 5% significance
level (i.e., p ≤ 0.05), and the notion “**” represents the 1%
significance level (i.e., p ≤ 0.01). As shown in the table, the
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TABLE VII
IGD AND NR COMPARISON OF DIFFERENT ALGORITHMS

TABLE VIII
SOLVING TIME COMPARISON OF DIFFERENT ALGORITHMS

p-values are almost all lower than 0.05, representing obvious
differences between the HV values obtained by SCMO and
the other five algorithms except for Kc01. Especially for larger
instances, the advantages of SCMO over other algorithms are
particularly significant.

Table X shows the T-test results concerning the IGD value
obtained by SCMO and five baselines. As shown in the table,
the STD of SCMO is lower than five baselines in 14 out of 21
instances, indicating that our SCMO approach can stably obtain
high-quality solutions to solve the proposed EFJSP. Meanwhile,
the p-values are almost all lower than 0.05, representing obvious
differences between the IGD value obtained by SCMO and other
algorithms. Especially for larger instances, the advantages of
SCMO over other algorithms are particularly significant. This
is mainly because the space-cooperation population update of
SCMO can better explore and exploit potential search space,
alleviating the instability of results caused by randomness.

B. Effectiveness of Space-Cooperation Optimization

To evaluate the effectiveness of key components in our SCMO
(i.e., space-cooperation population update and difference-driven
local search) on improving the performance of NSGA-II, we
conducted ablation studies on three benchmark instances with
different scales, i.e., Real_case, Mk05, and Mk12, each of which
consists of 32, 96, and 206 operations, respectively. Table XI
presents the contributions of key components based on ablation
studies. Column 1 denotes the original NSGA-II without adopt-
ing a space-cooperation population update or difference-driven
local search. Columns 4-6 indicate the HV values on three bench-
marks. As shown in the table, we can find that each component
achieves an improvement on NSGA-II in HV. Especially for
large-scale instances, each component has a more significant
improvement on the NSGA-II. For example, compared with the
NSGA-II, the HV values of our SCMO can be improved from
0.351 to 1.000 on a large-scale instance Mk12.
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TABLE IX
HV STD COMPARISON OF DIFFERENT ALGORITHMS AND P-VALUES AGAINST SCMO

TABLE X
IGD STD COMPARISON OF DIFFERENT ALGORITHMS AND P-VALUES AGAINST SCMO

TABLE XI
ABLATION RESULTS CONSIDERING THE IMPACTS OF KEY COMPONENTS

To further investigate the effectiveness of critical operation
selection based on differences, we conducted comparison exper-
iments considering two cases: SCMO with or without difference-
driven critical operation selection in local search (LS). Fig. 8
shows the histogram plots for the HV values and the solving

time of two cases on three benchmarks with different scales, i.e.,
Real_case, Mk05, and Mk12. Note that each case is performed in
30 independent runs on each benchmark. The results in Fig. 8(a)
clearly show that local search with difference-driven critical
operation selection performs slightly better and is more stable
than that without difference-driven critical operation selection.
From Fig. 8(b), we can observe that difference-driven critical op-
eration selection effectively accelerates the local search process.
Furthermore, with the increase of instance scale, the solving time
of local search with difference-driven critical operation selection
grows significantly slower than that without difference-driven
critical operation selection. It means that selectively adjusting
the position of the critical operations can not only reduce local
search time but also improve neighbor exploration efficiency.
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Fig. 8. Histogram plots for (a) HV values and (b) solving time of our SCMO
considering difference-driven critical operation selection or not in local search.

VII. CONCLUSION AND FETURE WORK

Due to the improper evaluation of similarity among indi-
viduals, existing non-dominated sorting-based meta-heuristic
methods suffer from the problem of insufficient population
diversity while solving the Energy-efficient Flexible Job Shop
Scheduling Problem (EFJSP) with both setup and transportation
processes. To address this issue, this paper presented a space-
cooperation multi-objective optimization method named SCMO
that enables efficient and effective resource allocation to reduce
energy consumption without sacrificing time (i.e., makespan).
Based on a three-vector representation, our SCMO method
fully evaluates the similarity among individuals in objective
and decision space, which can improve evolution efficiency by
accurately eliminating repetitive individuals. Furthermore, we
proposed a difference-driven local search to facilitate efficient
search to explore better neighbors. Comprehensive experiments
on various EFJSP instances demonstrated the effectiveness of
SCMO over state-of-the-art methods from the perspectives of
solution quality, stability, and solving time.

Although the SCMO method can effectively address the
proposed EFJSP problem, it still has some limitations. First,
it assumes that each operation in manufacturing systems is
assigned a fixed processing time. However, this is not always true
in real-world scenarios, where uncertain disruptions in manufac-
turing environments may dramatically affect the effectiveness of
dispatching solutions. In the future, we plan to take into account
various uncertain factors (e.g., machine breakdowns and urgent
job arrivals) from real scenarios. Second, since manufacturing
systems cannot fully handle unrecognized disruptions, how to
reasonably arrange workers to improve the cooperation ability
between machines during scheduling processes is also an inter-
esting topic worthy of further study.
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