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\textbf{ABSTRACT}

In the current heterogeneous computing environment, scheduling strategies play a key role in achieving high performance under current heterogeneous computing environment. Various algorithms have been proposed to generate high-quality schedules. Nonetheless, all the existing methods initialize task mapping with the highest frequencies of servers, creating significant effects on the results. Does mapping with the highest frequencies of servers generate the best schedule? In this paper, an attempt has been made to answer this question by investigating HEFT, which is a commonly used initial schedule method in scheduling the literature under DVFS environments. In this work, the task mapping is initialized with different server frequency level, along with investigating its impacts on the schedule results. Based on this concept, a corresponding Frequency Scaling Algorithm (FSA) has been proposed. By applying FSA combined with three frequency levels mappings, it has been observed that initial task mapping with middle server frequencies can generate much better results. When the initial frequency is the highest, the scheduling result is not optimal. The proposed algorithm requires less execution time and generates stable performance. Also, the proposed frequency scaling method is found to mitigate the impacts of initial mappings to a certain extent.

1. Introduction

1.1. Motivations

With the development of High Performance Computing (HPC) systems, HPC clusters integrate and offer tremendous computing units to deal with certain large-scale applications. A large number of calculation methods and optimization models have been proposed to serve the purpose. For example, a novel high-performance computing method for big data from the perspective of multi-attributes is discussed, followed by its improved version [1]. Also, an important corresponding multi-objective optimization model for CPSS big data has been highlighted [2]. To improve the parallel capabilities of high performance computing architectures, many architectures augmented with accelerators like Graphic Processing Units (GPUs) have also been proposed and have provided more computing resources for many applications. For instance, FlinkCL, an OpenCL-based heterogeneous CPU–GPU cluster memory computing architecture was proposed, enabling Flink to utilize the massive parallel processing capabilities of GPUs [3]. Based on this, GFlink was further proposed, and the original Flink was expanded from a CPU cluster to a heterogeneous CPU–GPU cluster [4], which significantly improved Flink’s computing power. Computing architecture is constantly updated and developed, which has brought great computing power and parallel capabilities to HPC.

Under the HPC environment, for matching the computing resources and applications’ demands with the objective of minimizing the cost, many frameworks and heuristics involving execution efficiency and energy consumption are proposed [5–8]. Specifically, several algorithms have been introduced for HPC, for example, Predict Earliest Finish Time (PEFT) algorithm, Heterogeneous Earliest Finish Time (HEFT) algorithm [9], Mapping Heuristic (MH) [10], Constrained Earliest Finish Time (CEFT) algorithm [11], and Critical-Path-On-a-Processor (CPOP) algorithm [9]. Among these classic algorithms, Heterogeneous Earliest Finish Time (HEFT) has proved to be one of the most promising algorithms for makespan optimization.

Meanwhile, energy consumption is another critical issue in HPC besides makespan [12,13]. To achieve considerable performance under the energy limitation, several works leverage the Dynamic Voltage/Frequency Scaling (DVFS) technique, which can adjust the execution speed and corresponding energy consumption [14,15]. In all these works, it has been observed that their task mappings are initialized with the highest frequencies of servers. Nevertheless, this initial setting of
the mapping frequency seriously affects the final scheduling result, as it impacts the mapping relationship between the tasks and the hosts [16]. In Table 1, there is a set of the frequencies along with their corresponding energy consumption of processors for three heterogeneous machines. The high frequency and the low frequency correspond to the maximum and minimum frequency of the corresponding processor, respectively. The middle frequency refers to \((\text{maximum}+\text{the minimum})/2\). Since the processor frequencies are discrete over here, the middle frequencies for M2 and M3 are 500 and 533, respectively. For M1, the frequency of both 700 and 800 is calculated and compared.

Fig. 1 depicts an illustration with the impacts of initial mapping under the DVFS environment for minimizing the makespan. There are seven tasks in the Directed Acyclic Graph (DAG) needing to be deployed on the heterogeneous machines (M1–M3), which are described in Table 1. The execution overhead and data transfer cost are highlighted in Fig. 1, which is with the highest frequency for the DAG application. However, different initialization frequencies result in different mapping results between the task and the processor. Firstly, the task selects a processor based on the initial frequency. With different execution frequencies, each processor has a different execution overhead for each task. It can be noticed that the processors selected by task 3 differ in frequencies, each processor has a different execution overhead for each task. Owing to its simplicity and proposed [22,23], such as list scheduling algorithms, clustering algorithms, and duplication-based algorithms. Among them, the principal method used in list scheduling is determining the task’s priority and selecting an appropriate processor for each task. Owing to its simplicity and outstanding performance, HEFT is one of the most frequently used list scheduling algorithms.

For makespan minization, many algorithms have been framed and proposed [22,23], such as list scheduling algorithms, clustering algorithms, and duplication-based algorithms. Among them, the principal method used in list scheduling is determining the task’s priority and selecting an appropriate processor for each task. Owing to its simplicity and outstanding performance, HEFT is one of the most frequently used list scheduling algorithms.

For energy saving, DVFS is a promising energy reduction technique that has been used in many approaches [24–27]. DVFS technique can reduce the energy consumption by allocating appropriate execution frequencies to each task, i.e., reducing processor frequency at certain times. The majority of DVFS-enabled heuristics are conducted on both homogeneous [28] and heterogeneous [26,29,30] computing systems. In this paper, only heterogeneous processors with DVFS are studied, regardless of GPUs or FPGAs.

Both makespan and energy saving are simultaneously studied and many approaches are proposed for the same [18,20,31]. These algorithms usually comprise two steps. The first step is to complete the mapping the second step is DVFS scaling. The former is used to mapping the tasks to processors, and the latter is used to optimize some objectives. In the initial task mapping phase, besides HEFT algorithm above [32–34], many methods are used, such as ETF algorithm [35]
The computing application includes multiple tasks, and there exist priority constraint relationships among them. Directed Acyclic Graph (DAG) is applied to describe such applications, which is a two-tuple \( (T, E) \), where \( T = \{ t_1, t_2, \ldots, t_n \} \) represents the task set and \( E \) indicates the set of edges among the tasks. An edge \((i, j) \in E\) signifies that \( j \) is a successor of \( i \). There are two special tasks in DAG: exit task and entry task. The entry task has no predecessor, and the existing task has no successor. The calculation overhead of the task is denoted by weighted parameter \( w_i \). The path with the greatest overhead (length) from the entry task to the exit task is known as the Critical Path (CP).

### 1.3. Our contributions

In this work, the goal is to study and evaluate the impact of initialization frequency on the DAG mapping results under the DVFS environment. The main contributions are listed below:

- For each execution, three levels of initial mapping frequency are considered instead of the highest value. The mapping relationship between the tasks and the hosts with different initial frequencies is explored. This work may make some supplements in this field.
- Based on the initial mapping, a Frequency Scaling Algorithm (FSA) has been proposed for reducing the makespan.
- Extensive numerical experiments are conducted, and the results show that mappings with middle-frequency levels are better than the other two initial mappings. Besides, it can significantly reduce the schedule length compared to other approaches.
- The parameters that affect the performance are also analyzed. The results illustrate that FSA can mitigate the impacts of initial mappings to a large extent.

#### 1.4. Organization

The article is divided into five sections. Section 2 elaborates the system model and problem definition. Further, the initial mapping algorithm has been introduced with different frequency levels, followed by proposing the frequency scaling algorithm for heterogeneous systems in Section 3. The experimental results and related analysis and discussion are presented in Section 4. The last section of the article summarizes the entire work and gives an outlook for future work.

### 2. Models and problem formulation

This paper highlights the effect of initial mapping at different frequency levels. It involves two target parameters: makespan and energy consumption. The application, heterogeneous system, makespan, and energy models are described as follows (see Table 5).

#### 2.1. Application model

The computing application includes multiple tasks, and there exist priority constraint relationships among them. Directed Acyclic Graph (DAG) is applied to describe such applications, which is a two-tuple \( (T, E) \), where \( T = \{ t_1, t_2, \ldots, t_n \} \) represents the task set and \( E \) indicates the set of edges among the tasks. An edge \((i, j) \in E\) signifies that \( j \) is a successor of \( i \). There are two special tasks in DAG: exit task and entry task. The entry task has no predecessor, and the existing task has no successor. The calculation overhead of the task is denoted by weighting parameter \( w_i \). The path with the greatest overhead (length) from the entry task to the exit task is known as the Critical Path (CP).

<table>
<thead>
<tr>
<th>Target</th>
<th>Energy consumption under time constraints [33,36,39,42]</th>
<th>Energy consumption and completion time [26,29,36]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of resources</td>
<td>Initial mapping method</td>
<td>Initial mapping</td>
</tr>
<tr>
<td>Initial mapping method</td>
<td>EDF algorithm</td>
<td>HEFT algorithm</td>
</tr>
<tr>
<td>Initial mapping frequency</td>
<td>Highest frequency [33–35,39]</td>
<td>Highest voltage value [36,40,41]</td>
</tr>
<tr>
<td>CPU capacity</td>
<td>Discrete</td>
<td>Continuous</td>
</tr>
<tr>
<td>Main design</td>
<td>Slack time reclamation</td>
<td>Linear programming [34], Integer programming [36]</td>
</tr>
</tbody>
</table>

### Table 2
Comparisons of how existing DAG task scheduling for DVFS-based heuristic cover target and design environment. Also, the specific benefits of FSA for each deployment type have been enlisted.

<table>
<thead>
<tr>
<th>Type of resources</th>
<th>Initial mapping method</th>
<th>Initial mapping frequency</th>
<th>Main design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple heterogeneous processors</td>
<td>ETF algorithm</td>
<td>Different mapping frequency, from the lowest to highest</td>
<td>Path-based frequency scaling</td>
</tr>
<tr>
<td>Multiple heterogeneous processors</td>
<td>HEFT algorithm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple heterogeneous processors</td>
<td>EDF algorithm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple heterogeneous processors</td>
<td>Other list scheduling</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not involved</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

and EDF algorithm [36]. DVFS technique is chiefly involved in the second phase [15,33–35,37,38].

Table 2 summarizes the existing related approaches for DAG scheduling in reference to the proposed research work. In this work, a frequency scaling algorithm with different initial mapping frequencies has been adopted. There are six corresponding characteristics or benefits (1 2 3 4 5 6) of this method displayed on the bottom part of the table. Some are crossed out with slashes (1 2 3 4 5 6) when the corresponding characteristics or benefits do not exist in the literature.

Through such a table, the main work of this paper can be easily understood, making its difference from the other related works. As depicted in Table 2, no matter what (makespan or energy consumption) the work is designed for, if their approaches involve a task mapping phase, all the methods select the highest frequency of the server instead of performing initial mapping based on different mapping frequencies from the lowest to the highest frequencies. However, the initial mapping frequency has significant impacts on the matches between the tasks, the processors, and the scheduling result (see example in Fig. 1), which are ignored by the existing works.

Further, the initial mapping frequencies have been investigated in this work. Specifically, different initial mapping frequency levels are adopted to explore the mapping relationship between tasks and hosts. In Table 2, it can be observed that some of the most suitable initial scheduling algorithms are ETF and EDF algorithms. Since HEFT is frequently used in the task mapping phase owing to its simplicity and good performance, it has been chosen here as a representative for the first step. Combined with the characteristics of this method and results obtained based on this phase, a path-based Frequency Scaling Algorithm (FSA) has been proposed for the second phase, i.e., frequency scaling. This is a key innovation that distinguishes this work from the other related works. Many other differences between the proposed method and those of the others are summarized in Table 2.

### 1.4. Organization

The article is divided into five sections. Section 2 elaborates the system model and problem definition. Further, the initial mapping algorithm has been introduced with different frequency levels, followed by proposing the frequency scaling algorithm for heterogeneous systems in Section 3. The experimental results and related analysis and discussion are presented in Section 4. The last section of the article summarizes the entire work and gives an outlook for future work.
The path length is the sum of the weights of the edges along the path. Another weighting parameter $C_{ij}$ indicates the communication overhead between $t_i$ (executed on one processor) and $t_j$ (executed on another processor). Tasks executed on different processors will produce communication overhead.

### 2.2. Computing system model

There exist $p$ heterogeneous processors in the computing system, denoted by $PE = \{p_1, \ldots, p_k, \ldots, p_p\}$. These processors are connected with each other through a network. In this heterogeneous model, each $p_k$ ($p_k \in PE$) comprises a set of executable supply voltages $V_{k \text{level}} = \{V_{k,1}, \ldots, V_{k,m_k}\}$ and a set of supply frequencies $f_k = \{f_{k,1}, \ldots, f_{k,m_k}\}$. A set of voltage/frequency levels for $p_k$. $L_{k,\text{level}} = \{1, \ldots, m_k\}$ indicates the voltage/frequency levels for $p_k$. Each processor can perform tasks at different speeds with different frequencies by regulation.

The power is modeled as [43]:

$$P = P_s + h(P_{\text{int}} + P_d).$$  \hspace{1cm} (1)

There are three stages of power consumption: static power consumption, frequency-independent active, and frequency-dependent dynamic power, which are represented by $P_s$, $P_{\text{int}}$, and $P_d$ respectively. $h$ indicates the occurrence of active power consumption ($h = 1$ for active and $h = 0$ for sleep mode). $P_s$ is related to the voltage and frequency of the system. In a CMOS-based processor, dynamic power consumption is the primary part. It can be expressed as:

$$P_d = C_{sf}V_{dd}^2f,$$  \hspace{1cm} (2)

where $C_{sf}$ denotes the switch capacitance, $V_{dd}$ represents the supply voltage, and $f$ is the frequency. The relationship between voltage and operating frequency is defined by the following equation [44]:

$$f = \frac{(V_{dd} - V_{th})^2}{KL_d^2},$$  \hspace{1cm} (3)

or equivalently as:

$$V_{dd} = V_{th} + (KL_d f)^{\frac{1}{2}},$$  \hspace{1cm} (4)

where $K$ and $a$ are the two constant values, $V_{th}$ denotes the threshold voltage, and $L_d$ represents the circuit logic depth. The frequency can be scaled in the interval $[0, f_{\text{max}}]$, while the value of voltage varies in the range $[V_{th}, V_{\text{max}}]$. During the process of frequency-changing, the execution clock cycles of the task remain unchanged, but the execution time of the task may vary. Let $\phi_i$ denote the particular processor, which executes the task $t_i$. Let $l$ represent the level of the frequency in the processor. Thus, $f_{\phi_i, l}$ represents the frequency of processor $\phi_i$ to execute $t_i$.

The computation overhead of $t_i$ can be acquired by the following equation:

$$Time_{t_i} = t_i f_{\phi_i, l}.$$  \hspace{1cm} (5)

Thus, the energy consumption can be computed as follows:

$$E_{t_i} = P_d \times Time_{t_i} = C_{sf}V_{dd}^2 f_{\phi_i, l} \times C_i f_{\phi_i, l} = C_{sf} f_{\phi_i, l} V_{dd}^2.$$  \hspace{1cm} (6)

From the above equation, it can be observed that the energy consumed is proportional to the square of the voltage ($E \propto V_{dd}^2$). By slightly increasing or decreasing the voltage, a great impact on the energy consumption can be observed.

### 2.3. Performance measurement

$$W_{j,k} = \frac{w_j}{T_k},$$  \hspace{1cm} (7)

The average communication overhead can be determined by the following equation:

$$C_{ij} = \frac{data_{i,j}}{\bar{B}}.$$  \hspace{1cm} (8)

where $\bar{B}$ indicates the average communication bandwidth.

In this paper, the scheduling is static (executed during compilation). The schedule length (makespan) is selected as the main parameter for performance evaluation. The scheduling length of DAG is determined by the exit task, and the completion time of a task is determined by the time when the task starts to execute and its execution time. The Earliest Start Time (EST) is determined by the predecessors’ Earliest Finish Times (EFT). These variables are calculated recursively from the previous entries [9]. Specifically, for the task $l_{\text{entry}}$:

$$\text{EST}_{l_{\text{entry}}} = 0.$$  \hspace{1cm} (9)

EST of other tasks in the graph is expressed as:

$$\text{EST}(t_i, f_{\phi_i}) = \max \left\{ \text{EST}_{p_{\text{pred}(t_i)}} + W_{p_{\text{pred}(t_i)}}, \max_{l_{\text{pred}(t_i)}} \left( \text{EST}_{l_{\text{pred}(t_i)}} + W_{l_{\text{pred}(t_i)}} + \frac{\text{data}_{i,j}}{B_{\phi_i, \phi_j}} \right) \right\},$$  \hspace{1cm} (10)

where $p_{\text{pred}(t_i)}$ indicates a set of direct adjacent predecessors of $t_i$, which are executed on the same process, and $l_{\text{pred}(t_i)}$ represents a set of predecessors executed on different processors. In this case, communication is required. In the above EFT equation, the first term signifies the earliest time that the processor is ready for a task, while the second term denotes the ready time.

Accordingly, EFT can be expressed as:

$$\text{EFT}(t_i, f_{\phi_i}) = \text{EST}(t_i, f_{\phi_i}) + W_{l_{\text{pred}(t_i)}},$$  \hspace{1cm} (11)

where $W_{l_{\text{pred}(t_i)}}$ represents the execution overhead of $t_i$, executed on the processor $\phi$. These variables are calculated recursively from the top to the bottom of DAG. When all tasks are mapped to processors, the Actual Finish Time (AFT) of the exit task is defined as makespan, which is represented as follows:

$$\text{makespan} = \max \{ \text{AFT}(l_{\text{exit}}) \}.$$  \hspace{1cm} (12)
2.4. Problem formulation

The goal of this paper is to minimize the makespan under the energy supply constraints, particularly considering a DAG application and a heterogeneous cluster which supports the DVFS technique. The aim is to distribute the tasks to processors so that its makespan can be minimized while ensuring that the power consumption is not greater than a given value $E^*$. 

minimize $\text{makespan} = \max \{A(Ft_{\text{end}})\}$, \hspace{1cm} (13)

s.t. $E_{\text{total}} \leq E^*$, \hspace{1cm} (14)

where $E_{\text{total}}$ represents the total power consumption, including all the servers' consumption, whether or not performing the tasks.

3. HEFT mapping with different frequency levels and a frequency scaling algorithm

As mentioned earlier, approaches for DAG scheduling under DVFS environments primarily include two phases: task mapping and later frequency scaling. In this paper, the mapping relationship between the tasks and hosts and the communication time among different processors with different initial frequency mappings are explored. Three kinds of initial mapping frequencies with the HEFT algorithm are considered.

Based on the initial mappings, a Frequency Scaling Algorithm (FSA) has been proposed, which is a Critical Path (CP) based algorithm, combining the DVFS technique to further optimize the makespan.

3.1. HEFT mapping

HEFT is one of the most well-known algorithms in scheduling literature. It is frequently adopted to generate the initial schedule for the time-oriented optimization in the first phase in some DVFS-based heuristics. Meanwhile, many proposed algorithms are also developed based on HEFT mapping. However, to the best of the authors’ knowledge, in most previous heuristics that have adopted the HEFT algorithm as an initial mapping method, the highest frequencies of the server are often used for mapping.

In this paper, the frequencies of servers are classified into three levels.

- **Low.** The mapping frequency of each server is set as its lowest frequency level;
- **Middle.** The mapping frequency of each server is set as its middle frequency level ($(\text{the lowest+the highest})/2$);
- **High.** The mapping frequency of each server is set as its highest frequency level.

Compared with the original HEFT algorithm [9], the selection of the initial mapping frequency and the steps of the algorithm are outlined in Algorithm 1.

### Algorithm 1 HEFT Mapping under Different Frequency Levels

1: while (each of the three available frequencies in the heterogeneous system) do
2: Select one available frequency $f \in F_c$
3: Assign the weights of the each node and edge in the DAG task graph adopting arithmetic average method under the specific frequency respectively.
4: Calculate upward rank value of all tasks according to the weight of tasks and edges.
5: Generate the task scheduling list.
6: while (there exist tasks that need to be scheduled) do
7: Pick the first task $t_i$ in the task scheduling list according to decreasing rank value.
8: for ($\phi_k$) do
9: Calculate $EFT(t_i, f_{\phi_k})$.
10: end for
11: end while
12: end while
13: end while

#### Weight Assigning Phase

The weights of each node and edge are assigned on the basis of the predicted execution cost of tasks and communication time between the two adjacent nodes. In heterogeneous environments, different machine resources lead to different reference computing times for each task. Different data links also result in different communication times. In this paper, the weights in the DAG adopt the arithmetic average of different processors calculated by the maximum frequencies. As demonstrated in Fig. 1, the initial computational overhead of each task and the average transfer bandwidth among the processors is calculated using the maximum frequencies. The task execution time is affected by the frequency of the server. In this paper, three initial frequencies are explored with the HEFT method to investigate its effect on different scheduling results.

#### Task-prioritizing Phase

The main operation of this phase is to prioritize the tasks by calculating tasks' rank value through traversing the entire DAG from the bottom of DAG in reverse.

$$\text{rank}_{ \phi_i}(t_i) = \frac{\text{avg}_T}{T_i} + \max_{t_j \in \text{succ}(t_i)} (\text{avg}_c + \text{rank}_{ \phi_i}(t_j)),$$

where $\text{avg}_T$ represents the average execution overhead of $t_i$ with frequency $f_{\phi_i}$, $\text{avg}_c$ represents the direct successors of $t_i$, and $\text{avg}_c$ represents the average communication overhead. The upward rank value represents the length of the critical path. The target in this step is to first schedule tasks with the highest rank value. Based on the descending order of rank, a scheduling list is generated and a topological order of the constrained tasks is formed. In this phase, a random selection strategy is adopted in the tie-breaking process to avoid increasing the time complexity, i.e., if two nodes have the same rank value, one of them is randomly selected for scheduling.

#### Processor Selection Phase

The task is scheduled according to the decreasing upward rank value in the above phase. The principle of scheduling at each step of the above process is to minimize the tasks’ EFT. The principle is to minimize the task's EFT at every step of scheduling.

As an illustration, the execution overhead and data transfer cost are mentioned in Fig. 1. This sample involves three heterogeneous resources M1, M2, and M3. The corresponding rank value is computed according to the calculated weights and transfer overhead, and the result is as follows: 55(T1), 43(T2), 37(T3), 44(T4), 20(T5), 28(T6), 10(T7). Based on the upward rank values, the scheduling order can be obtained by the HEFT algorithm, i.e., $T_1, T_4, T_5, T_7, T_2, T_3$. In this order, the tasks are further scheduled onto different processors. Finally, the initialization schedules results with the maximum frequencies for this sample are highlighted in Fig. 1. In this case, the frequency cannot be further scaled up. The initial schedule result is the same as the final schedule results calculated by the proposed scaling method. The schedule length is 37, which is longer than the value (35) that is calculated with the lowest frequency initialization by FSA.

3.2. The frequency scaling algorithm

The Frequency Scaling Algorithm (FSA) has been proposed with different initial frequency levels in this article. The initial phase and the second frequency scaling phase are mutually influential with a mutual connection relationship and not independent of each other in this algorithm. In the second phase, frequency scaling has been invoked, which leverages the DVFS technique on HEFT mappings using Low, Middle, and High frequency levels.

The idea of FSA is somewhat motivated by a natural intuition. In DAG, the shortest time to accomplish the scheduling is the length of the longest path from the entry task to the exit task. As mentioned before, the path with the longest path length is identified as the critical path. It can be inferred from Fig. 2 that, after initial scheduling of the DAG application with the lowest frequency level, makespan is determined by the critical path and $T_c$ is the last task of the critical path. The execution time of the previous tasks in the critical path is exactly the time when
Algorithm 2 Frequency Scaling Algorithm (FSA)

1: while (true) do
2:   Set len = 0 and i ← texist
3:   while (i is not an empty task) do
4:     Put i into the path, i.e., set Path[len + 1] ← i
5:     Find the task i ∈ pred(i) which dominates the beginning of i for execution, i.e., i′ ← argmax_{task∈Path} (AFT_i + C_i)
6:     Set i ← i′;
7:   end while
8:   Record AFT, i.e., set AFT_MPS ← AFT
9:   for (variable i from 0 to len − 1) do
10:      Set i ← Path[i] and f_s, t ← f_b, t + 1
11:      if (t + 1 > f_b, t) then
12:         continue;
13:      end if
14:      Build a stack S and put task i into S, i.e., S.push(i)
15:      while (S is not empty) do
16:         Set i ← S.pop() and calculate AFT_i
17:         if (AFT_i is not equal to AFT_MPS then
18:             for (each succed task i ∈ succ(i)) do
19:               Add task i into S, i.e., S.push(i)
20:          end for
21:      end if
22:   end while
23:   Compute decreased makespan ∆makespan = AFT_MPS − AFT_MPS and the increased power consumption ∆E
24:   end for
25:   Choose the task i ∈ Path such that makespan/AFT is minimized
26:   if (i is an empty task) then
27:     break;
28:   end if
29:   end while

For each task in the path, the increased energy ∆E and the corresponding decreased makespan ∆makespan due to execution frequency adjustment operation can be computed. The task with maximal ∆makespan/AFT to scale frequency has been chosen because the target of this work is to optimize the makespan under energy constraints, namely minimum execution time under the premise of ensuring energy consumption. After accomplishing the scaling operation in a path, the critical path is re-selected, and the above process continues to iterate.

Fig. 2 represents an illustration of the scaling process of FSA. As displayed in Fig. 2, after initial mapping with the lowest frequency, the schedule length is 82.46. At the first iteration, FSA configures the path T_7 → T_6 → T_4 → T_7 to which dominates the makespan under energy constraints, namely minimal execution time under the premise of ensuring energy consumption. After accomplishing the scaling operation in a path, the critical path is re-selected, and the above process continues to iterate.

The evaluation of the performance under three heterogeneous processors is considered in this section. Randomly generated and real-world applications are evaluated. The comparisons of different algorithms are mentioned, and quantitative results and qualitative analyses are presented. The results are based on the two metrics, i.e., schedule length and Schedule Length Ratio (SLR). The former is the key measurement parameter of performance evaluation for the proposed algorithm because the target of this work is to minimize the makespan. SLR is used to normalize the schedule length when some task graphs have different characteristics. It is defined by:

$$SLR = \frac{\text{makespan}}{\sum_{t \in CP} \min_{p \in PE} \{W_{t,p}\}}.$$  (16)

For any algorithm, the SLR of a graph will be greater than or equal to one. For the scheduling algorithm, the smaller the SLR, the better the performance. In this paper, since multiple frequency levels are involved, high frequency for each processor is set for the critical path calculation to ensure that the SLR is always greater than or equal to one.

4.1. Processor heterogeneity models

Table 1 represents a set of simultaneous changes of frequency and voltages, along with corresponding energy consumption [25]. In the experiments, 100 random task graphs generated by different parameters are tested. These task sets are carried out in heterogeneous processor environments. For each configuration, each processor can perform tasks with different frequencies. For each processor, available frequency and voltage follow a random yet uniform distribution. Some variables adopted in the experiment are enlisted in Table 4. The same number of tasks on seven sets of processors of 2^t (n ranges from 1 to 7) is evaluated for each graph.

4.2. Randomly generated application graphs

Generating random DAGs involves different parameters such as the ratio of communication to computation time and parallelism factor. These parameters significantly affect the dependence between tasks and communication costs. In the experiments, a large number of randomly generated graphs are used for simulation.
the figure, when initializing with the middle frequency, FSA leads to makespan does not appear at the highest frequency. As illustrated in the figure, when initializing with the middle frequency, FSA leads to the smallest makespan. Therefore, makespan is minimal at the middle frequency for HEFT. However, the optimized makespan results are not related to the initialization frequency. The minimum makespan does not appear at the highest frequency. As illustrated in the figure, when initializing with the middle frequency, FSA leads to the smallest makespan. On the contrary, its makespan is the largest for the highest frequency. There are communication overheads in addition to the computational overhead. With initial mapping at the highest frequency, the calculation overhead is definitely the smallest, but the corresponding communication overhead is not the case. When initial mapping is performed at the middle frequency or the lowest frequency, the mapping results and the communication overhead are different. Considering the calculation cost and the communication cost comprehensively, the results prove that the experimental results obtained by using middle frequency for initialization are the best.

In the random application experiments, the combination of the above parameters is recommended for generating the graphs. The value of $n$ ranges from 20 to 500. Based on the value of $n$, the height of DAG is formed for different $\lambda$ (0.2, 0.5, 1.0, 2.0, 5.0, 10.0), and then the width of this DAG is computed at each level. Moreover, each task is assigned with the calculation overhead, and each edge is assigned with the communication overhead. The selection of DAG’s communication and computational costs follows a uniform distribution. The mean of the communication cost depends on the CCR as well as the calculation overhead. In this paper, 100 random application graphs are tested. These graphs are generated using the above parameters. In each output, the average value of these 100 test results is obtained as the output of the experimental results.

4.2.2. Random application performance results

In this paper, different graph characteristics and input parameters are used to evaluate and compare the performances of the algorithms. The results with three different initialization frequencies and different CCR values are compared with each other (refer to Fig. 3). Initialization frequencies are the lowest, the highest, and the middle frequencies ((the lowest+the highest)/2), respectively. The purpose of these experiments is to evaluate the influence of different initialization frequencies on performance.

The data highlighted in the simulation results of Fig. 3 are from the average of 100 sets of random experiments. In a few of the subfigures of Fig. 3, it can be observed that initialization with different frequencies leads to different final optimization results. As mentioned in Section 3, the initialization frequency determines the processor to which each task will be assigned. Each task is thus scheduled to a different processor at different initialization frequencies. When the number of tasks is constant in HEFT, the makespan results are proportional to the frequency. The higher the frequency, the lesser the execution time and the smaller the makespan are. Therefore, makespan is minimal at the highest frequency for HEFT. However, the optimized makespan results for FSA are not related to the initialization frequency. The minimum makespan does not appear at the highest frequency. As illustrated in the figure, when initializing with the middle frequency, FSA leads to the smallest makespan. On the contrary, its makespan is the largest for the highest frequency. There are communication overheads in addition to the computational overhead. With initial mapping at the highest frequency, the calculation overhead is definitely the smallest, but the corresponding communication overhead is not the case. When initial mapping is performed at the middle frequency or the lowest frequency, the mapping results and the communication overhead are different. Considering the calculation cost and the communication cost comprehensively, the results prove that the experimental results obtained by using middle frequency for initialization are the best.

In Fig. 3. The presented algorithm is the same as HEFT in cases when the initialization frequency is the highest. This is because, during the frequency scaling in this algorithm, high frequency is selected to reduce the makespan, but at this time, the initial frequency is already the highest; thus, there is no higher frequency to use.

The gaps between the two algorithms lessen marginally with the increase of CCR. Changes in CCR have no particular impact on the experimental results. However, the results of makespan for HEFT differ greatly when initialization mappings are between middle and low frequencies, while the results of makespan for FSA are almost the same. The results distinctly prove that this algorithm can reduce the impact of initialization mappings with different frequencies. For FSA, the difference between the two sets of makespan results is minimal. This difference comes from the initialization mapping topology formed by the initialization mapping with different frequencies.

The three figures in the first row of Fig. 3 reveal the performance of the two algorithms for various number of processors with various CCR. The makespan of the HEFT and FSA algorithms decreases with an increase in the number of processors. The results for a diverse number of processors are consistent with the results of a different numbers of tasks. The makespan is minimized when initializing with the middle frequency, and it is not optimized at the highest frequency.

Different effects of various initializing frequencies are considered on the optimization results in the first set of simulations. From the above experiments, it can be seen that the optimization is the best with middle frequency. In the next sets of experiments, the SLR of the algorithms with the middle initial frequency is compared with various graph characteristics, which are represented in Fig. 3 and Table 4.

In Fig. 4(a), the SLRs of algorithms are compared with diverse graph sizes. The proposed FSA outperforms the HEFT algorithm. From Table 5, it can be noticed that the growth in the number of tasks has a negligible effect on makespan with 32 processors. To make the trend of performance change become more obvious with the increase in the size of graphics, eight processors are used in another set of experiments. The corresponding results are listed in Table 6. The performance of FSA is better than the HEFT algorithm. The performance trends of the two algorithms differ with an increase in the number of tasks.
In Fig. 4(b), the SLRs of different algorithms are compared. The average SLR of FSA compared to HEFT is 240%, 204%, 149%, 190%, and 189%, when the number of processors increases by \(2^n\) (\(n\) ranges from 2 to 6).

The comparisons for different CCR are illustrated in Fig. 4(c). The gaps between the two algorithms reduce gradually with the increase in CCR. Compared to higher CCR, a lower CCR can bring better experimental results for FSA. From Table 5, it can be seen that the best performance occurs when the value of CCR is 0.2. This phenomenon may be caused by the following reasons: When the CCR is low, the cost of the computation part dominates the whole application. When the CCR is high, the applications are prone to be communication-intensive. Therefore, the proposed algorithm proves to be more suitable for computation-intensive tasks.

The next experiment is about the effect of the graph structure on the experimental results (see Fig. 4(d)). When the value of \(\lambda\) is 0.2, the performance of FSA is 227 percent better than the HEFT algorithm. When \(\lambda\) is equal to 0.5, 1.0, 5.0, and 10.0, the performance of the FSA exceeds that of HEFT by 198%, 190%, 166%, and 161%, respectively (see Table 7).

4.3. Real-world application graphs

In this paper, real-world application graphs are also added in addition to the random graphs. Two real-world graphs are simulated to test the performance: the Gaussian elimination \([45]\) and the Fast Fourier Transformation (FFT) \([46]\). In these two applications, the number of processors and CCR are chosen as parameter variables. Since the structure of the real-world application graph is fixed, the parallelism factor is not selected as a variable parameter.
Fig. 4. Average SLR of random DAGs with middle initialization frequency.

(a) 32 processors, $\lambda = 1$, C-CR=1

(b) 160 Tasks, $\lambda = 1$, CCR=1

(c) 32 processors, 160 Tasks, $\lambda = (d) 32$ processors, 160 Tasks, C-CR=1

Table 5
Makespan decrease for diverse characteristics.

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>320</th>
</tr>
</thead>
<tbody>
<tr>
<td>HEFT vs. Frequency-Scaling</td>
<td>191%</td>
<td>193%</td>
<td>188%</td>
<td>190%</td>
<td>193%</td>
</tr>
<tr>
<td>Number of processors</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>HEFT vs. Frequency-Scaling</td>
<td>240%</td>
<td>204%</td>
<td>149%</td>
<td>190%</td>
<td>189%</td>
</tr>
<tr>
<td>CCR</td>
<td>0.2</td>
<td>0.5</td>
<td>1</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>HEFT vs. Frequency-Scaling</td>
<td>258%</td>
<td>226%</td>
<td>190%</td>
<td>125%</td>
<td>115%</td>
</tr>
<tr>
<td>Parallelism factor</td>
<td>0.2</td>
<td>0.5</td>
<td>1</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>HEFT vs. Frequency-Scaling</td>
<td>227%</td>
<td>198%</td>
<td>190%</td>
<td>166%</td>
<td>161%</td>
</tr>
</tbody>
</table>

4.3.1. Gaussian elimination

GE is an algorithm to solve the systems of linear equations in mathematics. The sequential program for the GE algorithm is represented in Fig. 5(a) [45]. Fig. 5(b) indicates the data-flow graph for the special case to solve a $5\times5$ matrix. $T_{k,k}$ and $T_{k,j}$ indicate a pivot column operation and an update operation respectively. A parameter $s$ is applied which affects the DAG size $S$ in experiments. The relationship

$$
\text{for } k = 1 \text{ to } m-1 \text{ do}
$$

$$
T_{k,k}:\{ \text{ for } i = k+1 \text{ to } m \text{ do}
$$

$$
a_{i,k} = a_{i,k}/a_{k,k}
$$

$$
\text{for } j = k+1 \text{ to } m \text{ do}
$$

$$
T_{k,j}:\{ \text{ for } i = k+1 \text{ to } m \text{ do}
$$

$$
a_{i,j} = a_{i,j} - a_{i,k} \cdot a_{k,j}
$$

Fig. 5. (a) Gaussian elimination algorithm, (b) task graph for a matrix of size 5.

Table 6
Makespan decrease for 8 processors with respect to a different number of tasks.

<table>
<thead>
<tr>
<th>Number of tasks</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
<th>320</th>
</tr>
</thead>
<tbody>
<tr>
<td>HEFT vs. Frequency-Scaling</td>
<td>200%</td>
<td>200%</td>
<td>196%</td>
<td>204%</td>
<td>215%</td>
</tr>
</tbody>
</table>

4.3.1. Gaussian elimination

GE is an algorithm to solve the systems of linear equations in mathematics. The sequential program for the GE algorithm is represented in Fig. 5(a) [45]. Fig. 5(b) indicates the data-flow graph for the special case to solve a $5\times5$ matrix. $T_{k,k}$ and $T_{k,j}$ indicate a pivot column operation and an update operation respectively. A parameter $s$ is applied which affects the DAG size $S$ in experiments. The relationship

$$
\text{for } k = 1 \text{ to } m-1 \text{ do}
$$

$$
T_{k,k}:\{ \text{ for } i = k+1 \text{ to } m \text{ do}
$$

$$
a_{i,k} = a_{i,k}/a_{k,k}
$$

$$
\text{for } j = k+1 \text{ to } m \text{ do}
$$

$$
T_{k,j}:\{ \text{ for } i = k+1 \text{ to } m \text{ do}
$$

$$
a_{i,j} = a_{i,j} - a_{i,k} \cdot a_{k,j}
$$

Fig. 5. (a) Gaussian elimination algorithm, (b) task graph for a matrix of size 5.
Fig. 6. Average SLR of the Gaussian elimination task graph with different matrix size.

(a) Average SLR of the Gaussian elimination task graph with different matrix size.

(b) Average SLR of the Gaussian elimination graph with middle initialization frequency (M=15, C-CCR=1)

(c) Average SLR of the Gaussian elimination graph with middle initialization frequency (M=5, P=5)

between matrix size and DAG size is $S = \frac{1}{2} (s^2 + s - 2)$. Fig. 6b illustrates a GE graph of matrix size 5. Table 6 enlists some variable parameters applied in the GE graphs. When the matrix size varies from 5 to 20, the number of tasks will increase from 14 to 209.

Fig. 6(a) highlights the average SLR results when matrix sizes changes. Under these circumstances, the number of processors and CCR is 5 and 1, respectively. Increasing the size of the matrix will increase the number of tasks. This results in more tasks outside the
critical path, which increases the scheduling length. Fig. 6(b) demonstrates the experiment results with the same CCR. As the processors increase, FSA can obtain smaller SLR compared to HEFT. The increase in CCR can transform an application from computation-intensive to communication-intensive when the number of processors is the same. In this case, it causes a greater makespan with greater SLR (see Fig. 6(c)).

### 4.3.2. Fast Fourier transformation

FFT [46] is an algorithm for calculating discrete Fourier transform and its inverse transform. It comprises two operations: the input vector and butterfly operation. The one-dimensional four-point recursive FFT graph in Fig. 7 is considered as an example. The parameters applied in the experiment are illustrated in Table 8. For FFT tasks, the calculation cost and communication cost of each task are equal. Thus, each path is a critical path. Only the CCR is selected as a parameter for performance evaluation. The total number of tasks \( S \) and the number of FFT layers \( n \) follow this relationship, \( S_n = 2^n (n \geq 2) \). With the change of \( n \), the input FFT points change in step 4.

Fig. 8 indicates the average SLR results with a diverse numbers of processors and CCR. The number of processors is varied by the power of 2 from 2 to 64, and six different values are set for CCR. In Fig. 8, it can be observed that the performance of the FSA exceeds the performance of HEFT in all the cases. Fig. 8(a) displays that the increasing number of processors will not improve the performance because four processors are enough to execute the FFT graph of four parallel data points. For FFT, the performance improvement brought by frequency scaling is 151%, 153%, 173%, 202%, and 244% better than the HEFT algorithm when the CCR is 10, 5, 2, 1, 0.5, and 0.1, respectively.

### 5. Conclusions

In this paper, the influence of various initial frequency levels on the scheduling performance is assessed. Three kinds of initial mapping frequencies are considered with HEFT algorithm in each execution for time-efficient performance. Based on the initial mapping, a Frequency Scaling Algorithm (FSA) has been proposed to further optimize the makespan under the energy constraint while meeting the precedence constraint. This algorithm combines the HEFT algorithm and DVFS technique, and a new method is studied for processor selection and frequency scaling phases. It achieves high performance for the tested applications as well as energy efficiency.

Based on a large number of graphs, the experimental results are somehow unexpected. The mappings with middle frequencies are better than those with the other two initial mappings, including the highest frequencies. Besides, it has also been noticed that the proposed frequency scaling method can mitigate the impacts of initial mappings to a certain extent.

FSA can provide less execution time and stable performance. It is a feasible solution to the DAG scheduling problem in heterogeneous computing systems. Migration methods are introduced to deal with the trade-off between energy conservation and scheduling length in the next work. Furthermore, this algorithm can be extended to edge computing systems and also further critical issues such as system reliability.

---

**Table 8**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Possible values</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR</td>
<td>0.1, 0.5, 1, 2, 5, 10</td>
</tr>
<tr>
<td>Number of processors</td>
<td>2, 4, 8, 16, 32</td>
</tr>
</tbody>
</table>

**Fig. 7.** FFT task graph with 4 input points.

**Fig. 8.** Average SLR for the FFT graph with middle initialization frequency.

(a) N=4, CCR=1

(b) N=4, P=5
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