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ABSTRACT Over these years, object tracking algorithms combined with correlation filters and convolu-
tional features have achieved excellent performance in accuracy and real-time speed. However, tracking
failures in some challenging sequences are caused by the insensitivity of deeper convolutional features to
target appearance changes and the unreasonable updating of correlation filters. In this paper, we propose
dual model learning combined with multiple feature selection for accurate visual tracking. First, we fuse
the handcrafted features with the multi-layer features extracted from the convolutional neural network to
construct a correlation filter learning model, which can precisely localize the target. Second, we propose an
index named hierarchical peak to sidelobe ratio (HPSR). The fluctuation of HPSR determines the activation
of an online classifier learning model to redetect the target. Finally, the target locations predicted by the dual
learning models mentioned above are combined to obtain the final target position. With the help of dual
learning models, the accuracy and performance of tracking have been greatly improved. The results on the
OTB-2013 and OTB-2015 datasets show that the proposed algorithm achieves the highest success rate and
precision compared with the 12 state-of-the-art tracking algorithms. The proposed method is better adaptive
to various challenges in visual object tracking.

INDEX TERMS Convolutional neural network, correlation filter, learning models, multiple feature selection,

object tracking.

I. INTRODUCTION

A. BACKGROUND

Visual tracking is an important and fundamental problem
in the field of computer vision. Basically, it involves con-
structing a model by information of video and predicting the
posture and trajectory of object according to the correlation
between temporal and spatial context. Despite wide use in
video surveillance, human-computer interaction, driverless
vehicle and so on, object tracking is still challenging task
due to factors such as illumination variation, scale variation,
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partial and full occlusion, fast motion, background clutter,
in-plane and out-of-plane rotation.

With significant progress in object tracking recently,
many competitive algorithms have been proposed, which
are mainly divided into generative [1]-[3] and discrimina-
tive [4]-[6] methods according to different appearance mod-
els. The generative algorithms model the foreground, search
the candidate regions by the minimum reconstruction error
to find the best matching position in the current frame, then
update the target model by online learning mechanism. Dis-
criminative algorithms transform object tracking into a binary
classification problem. By collecting a set of positive and
negative samples in each frame, a discriminative classifier
is trained to maximize the differences between the target
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and background. The performances of discriminative tracking
algorithms primarily depend on feature extraction methods,
designed classifiers and online updating mechanism of the
classifiers. In order to overcome the problem that target
appearance changes as time goes on, it is essential to use
appropriate feature descriptors such as color histogram, Haar-
like, SURF, HOG, subspace representation, super-pixel and
even multiple features integration to represent the target. This
work aims to improve the tracking accuracy by multiple level
features selection and robust combination mechanism of dual
learning models.

Deep convolutional neural network (CNN) have shown
impressive performance in many tasks such as pattern clas-
sification [7], object detection [8] and region of interest
detection [9] due to their success on automatic feature extrac-
tion via multi-layer nonlinear transformations. A CNN con-
sists of several convolutional layers, pooling operation and
softmax. Deep features extracted from convolutional layers
have strong discriminative ability and preserve both spatial
and structured information. There is an increasing amount
of work on combination of deep convolutional features and
correlation filters to predict the target location in object
tracking. Convolutional features from deeper layers contain
richer semantic information while features from earlier layers
provide spatial resolution and edge details which play a vital
role in localizing target accurately.

B. MOTIVATION

Among discriminative tracking algorithms, discriminative
correlation filters (DCFs) based approaches [10]-[12] have
gradually become popular and achieved outstanding results in
object tracking benchmarks (OTB) [13], [14] as well. In these
algorithms, the filters are trained to obtain target classifica-
tion score and discrete Fourier transformation (DFT) is used
for all cyclically shifted samples to do efficient calculation.
DFT guarantees the real-time tracking performance. There-
fore, many algorithms based on the combination of CNN and
DCEF are proposed in recent years [15], [16]. These algorithms
rely on the powerful representation of convolutional features
to obtain excellent tracking results. At the same time, they do
not update the deep model online, which greatly improves the
real-time performance of algorithms.

However, there are still some limitations to integrate CNN
with DCF framework: 1) In the multi-layer features fusion,
it is reasonable that deeper convolutional features are given
larger weight because they have richer semantic information
than earlier layers. However, the tracking process is eas-
ily disturbed by various factors, which misguides semantic
information representation and enlarges the errors by online
updating, resulting in transient drift. Therefore, the methods
of multi-layer features fusion do not fully explore the effec-
tive relationship between features. Moreover, the multi-layer
filters use weighted features to fuse do not effectively utilize
response map information, which causes waste of informa-
tion. 2) Correlation filters are difficult to adapt to severe
occlusion or fast motion in the target movement, so the tracker

VOLUME 7, 2019

will bring interference information into the continuous updat-
ing of correlation filters, resulting in the accumulation of
errors, tracking drift or failure. In this case, a single learning
model cannot effectively track target and a new intervention
mechanism need to be involved.

C. MAIN CONTRIBUTIONS

In view of the above two points, we propose a dual learning
model and multiple feature selection to implement accurate
visual tracking. The main contributions are summarized as
follows:

(1) A correlation filter learning model based on fusion of
multi-level features is proposed. We exploit low, middle, high
features to construct six-layer correlation filter banks and
obtain target position in a recursive layer-by-layer method.
The low and high features are selected as feature descriptors
in the end.

(2) The index of Hierarchical Peak to Sidelobe
Ratio (HPSR) is presented. Response maps are obtained via
different correlation filters. We calculate the PSR of each
response map and weigh it to obtain a confidence index for
the current position.

(3) A classifier learning model for online redetection is
proposed. The discriminative classifier is trained by collect-
ing positive and negative samples around the target. It can
detect the target again online and get a new position. The final
target position is obtained by dual models.

We compare the proposed algorithm with the state-of-the-
art trackers on large benchmark datasets OTB-2013 [13] and
OTB-2015 [14]. Experiments show that the proposed method
can effectively improve the tracking accuracy and success
rate and can better adapt to challenges such as fast motion,
occlusion and illumination.

Il. RELATED WORKS

In this section, we mainly introduce three categories of track-
ers closely related to our algorithm: tracking by deep learn-
ing, tracking by correlation filters and tracking by multiple
models respectively.

A. TRACKING BY DEEP LEARNING

Although deep learning is limited to large training datasets
and high computational complexity, the CNN-based tracker
become popular in the field of object tracking because of their
robust feature representation capabilities. In 2013, Wang and
Yeung [17] proposed deep learning tracking (DLT) method,
which applies the deep neural network to single object track-
ing task for the first time. Later, trackers based on CNNs are
frequently proposed. For example, hierarchical convolutional
features(HCF) tracking [15], generic object tracking using
regression networks (GOTURN) [18] with high processing
speed, end-to-end learning tracker based on multi-domain
networks (MDNet) [19], adaptive tracking with deep feature
cascades (EAST) [20], and convolutional residual learning
tracking (CREST) [21] with reformulating the discrimina-
tive correlation filter as one-layer convolutional network.
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In addition, trackers based on Siamese networks are also
popular, including the fully- convolutional Siamese network
(SiamFC) [22], correlation filter network tracking by inter-
preting the correlation filter as a differentiable CNN layer
(CFNet) [23], dynamic Siamese network tracking with online
update (DSiam) [24]. The algorithms based on Siamese
network provide competitive performance. In this work,
we exploit different properties of features. The hand-craft
feature is simple but not effective. Moreover, the deeper con-
volutional features contain rich semantic information while
the earlier features carry abundant spatial edge details. We
make full use of these feature properties to improve the
tracking accuracy.

B. TRACKING BY CORRELATION FILTERS

CFs-based trackers transform correlation into element-wise
multiplication in Fourier domain by fast Fourier transform.
The maximum value on the response map is regarded as
the tracking result. In 2010, Bolme et al. [10] utilize the
minimum output sum of squared error (MOSSE) to learn the
correlation filters on the gray image sequence and achieve
efficient computation. Whereafter, circulant structure used
for increasing sample numbers is exploited in [25]. Later,
more and more work focus on the feature representations
for DCF method. Single channel gray features are replaced
by multi-channel color name (CN) and HOG features in
color names tracker (CNT) [26] and kernelized correlation
filters tracker (KCF) [27], respectively. Staple [28] combines
color and gradient information and make full use of their
complementarity, thus achieving faster speed. With the rise
of deep learning, hierarchical convolutional features tracker
(HCF) [15] and multi-hierarchical filters tracker (MFT) [29]
extract deep features from VGGNet and ResNet respectively
to construct filters and their performances have been further
improved. Danelljan et al. [30] propose continuous convo-
lution operator to fuse the deep feature maps with multi-
ple resolution and the same strategy is used to combine
the deep and hand-crafted features in [31]. [32] adaptively
integrates the deep and shallow features by evaluation cri-
terion. To overcome scale changes of target in the track-
ing process, [33] and [34] exploit different scale selection
approaches both of which are widely used up to now. Other
DCF approaches mainly concentrate on learning model [35],
boundary effect [12], [36] and long-term tracking [37]. In this
work, we select different features to construct correlation fil-
ters learning model and exploit different properties to localize
the target accurately and improve the tracking performance.

C. TRACKING BY MULTIPLE MODELS

Trackers with two or more models can reduce drift in the
tracking process, advance the ability to cope with challenges
and enhance the tracking stability in the complex environ-
ment. Grabner et al. [38] proposed online Boosting (OAB)
to cascade the weak classifiers into a stronger classifier.
A reliable fusion framework [39] is proposed to implement a
tracker that can predict the target states by frames accurately.
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Hedged deep tracker (HDT) [40] take a correlation filter
trained by hierarchical convolutional features as a weak clas-
sifier. The weighted sum of all weak classifiers is the pre-
dicted result and the weights are computed by an adaptive
hedge method. Tracking-learning-detection (TLD) tracker [5]
uses an online detector to correct the results of tracker.
Meanwhile, the classifier is updated by samples, which is
suitable for long-term target tracking. Multiple experts using
entropy minimization (MEEM) tracker [41] exploits mul-
tiple expert models to predict target and solves the prob-
lem of sample contamination. Long-term correlation tracker
(LCT) [11] combines three correlation filters with online
SVM to achieve long-term tracking. Multi-cue correlation
filters tracker (MCCT) [42] combines different features to
form multiple experts, among which the tracker selects the
most reliable result as final result in each frame. In this work,
we exploit the information of positive and negative samples
contained in the classifier to train the online classifier model
and correct target localization by correlation filters. It corrects
the target matching errors in the candidate region in the DCFs
framework and relieves the drift caused by the background
information.

Ill. OVERVIEW OF OUR METHOD

In this work, we propose dual learning models for accurate
visual tracking algorithm based on filter banks constructed
by multi-level features. Fig. 1 shows the main framework of
our proposed algorithm.

Firstly, the traditional hand-crafted features are rough and
it is difficult to fully describe posture changes of target in the
movement. Therefore, we use three different feature descrip-
tors to form the low-level features. We adopt the network
model of VGG-19 [43] to extract the deep features. Con-
volutional features of lower layers are helpful for accurate
localization of target since they contain more comprehensive
spatial details. We take the convolutional features extracted
from earlier layers as the middle-level features. At the same
time, the features extracted from deeper layers contain rich
semantic information, which can express the appearance
change of target robustly, so the higher layer features are
defined as the high-level features. The target can be com-
prehensively expressed through descriptions of multi-level
features together.

Secondly, we propose HPSR to measure the confidence
score of response map in each layer to predict target posi-
tion. Corresponding response maps are output after the con-
struction of the correlation filter banks based on multi-level
features is completed and the final HPSR is obtained through
weighting them.

Finally, we utilize HPSR to make alternate predictions for
the dual learning model. The estimated position of target is
determined by the correlation filter learning model. Then
the positive and negative samples are sampled around the
estimated position for redetection, and the proposal with the
highest classification score is taken as the result of classi-
fier model. In order to predict the location of target more
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FIGURE 1. Flowchart of the proposed dual model learning combined with multiple feature selection algorithm for accurate visual tracking.

accurately, the results of dual learning models are synthesized
to obtain target location. In addition, we exploit the method
in [34] to estimate the scales of the target, and finally get the
result of target prediction.

IV. PROPOSED METHOD

In this section, we introduce our proposed method includ-
ing multi-level feature extraction, correlation filter learn-
ing model, hierarchical PSR, redetection classifier learning
model and dual learning model updating strategy.

A. MULTIPLE LEVEL FEATURE EXTRACTION

In recent years, with the rise of deep learning, many popular
deep network models have emerged, including VGGNet [43],
AlexNet [44], ResNet [45] and some variant of the network
structures. These networks have been applied to large-scale
image detection and classification and have achieved remark-
able results. We utilize the feature maps extracted by VGGNet
to encode the appearance and extract the hand-crafted fea-
tures of target for auxiliary description. VGGNet is trained
by 1.3 million images and has appropriate number of network
layers. It can not only provide features from more levels, but
also realize fast forward propagation. So it is better for feature
extraction.

1) LOW-LEVEL FEATURES

We utilize many hand-crafted feature descriptors to repre-
sent target, which are HOG, gray and color name (CN)
respectively. As shown in Fig. 2(b)-(d), the HOG features,
called Histogram of Oriented Gradient, is a feature descriptor
used for object detection in computer vision. The features
are constructed by calculating and counting the gradient
direction histogram in the local region of the image, which
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reflect the edge shape information of region block. CN fea-
tures have rich expressiveness and high identification. It is
obtained by transforming RGB space to CN space which can
reflect the 11-dimensional thematic color information of the
region [26]. The gray features are simple features that contain
only brightness information. We concatenate these features as
the low-level features of the multi-level features. We extract
31-dimensional HOG feature maps, 1-dimensional CN fea-
ture map and 1-dimensional gray feature map from the image
patch respectively. Totally 33-dimensional feature maps to
represent the low-level features. Remarkably, the sizes of the
three kind of feature maps are different from each other and
these feature maps should be normalized to a fixed size. Then,
we concatenate these features together.

2) MIDDLE-LEVEL FEATURES

With the forward propagation of CNN, the semantic discrim-
inative information of different categories in the image will
be strengthened, while spatial details will be gradually lost.
Therefore, we retain the earlier layer features as middle-level
features. As shown in (e) and (f) of Fig. 2, the facial infor-
mation and contour of occluded objects in the feature map of
(e) and (f) are still clear, and most edges and texture infor-
mation in the image are preserved. Therefore, we utilize the
rich spatial details of these convolutional layers for precise
location of target.

3) HIGH-LEVEL FEATURES

Similarly, the deeper layer features with rich semantic infor-
mation are taken as the high-level features, as shown in
(g)-(1) of Fig. 2. A pixel in the feature maps of deeper layers
corresponds to a large part of receptive field, which can
significantly improve the adaptive ability of target to posture
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(b) © (d)

Middle level

High level

FIGURE 2. Visualization of multi-level features. (a) Three challenging frames on the faceocc1 sequence. (b)-(d) are low-level features which are
hand-crafted features including HOG, gray and color name. (e)-(f) are middle-level features extracted from Conv1-2 and Conv2-2. (g)—-(h) are

high-level features extracted from Conv3-4, Conv4-4 and Conv5-4.

and environmental changes. The high-level feature maps in
(i) present the color difference between target and back-
ground, which help to describe the dramatic changes in the
appearance of target. The feature maps in (g) and (h) combine
certain information of surrounding pixels and have a strong
discriminative ability to the changes of target appearance.

The resolution of feature maps decreases with the increase
of pooling operation in CNN. The input of VGGNet is image
with size 224x224. The output convolutional features in
pool5 are 7x7 pixels, which are reduced to the original 1/32.
Accurate localization on such feature maps with small size
is infeasible, so we utilize bilinear interpolation to resize the
feature maps to the sizes of correlation filters in the spatial
domain.

B. CORRELATION FILTER LEARNING MODEL

In recent years, target tracking algorithms based on
correlation filter have been widely used. The trackers
based the method can greatly accelerate the process-
ing speed of samples by using the cyclic structure of
training and test samples. Let X; € RM*N*D denote
a set of multi-channel feature maps extracted from the
[-th convolutional layer, X ld denote the feature maps extracted
from the d-th channel of the [-th layer, d €{1,2,...,D}.
Wld denotes the correlation filter established for each channel
feature map de .Y e RMXN is represented as a Gaussian
shape label matrix, which obeys the 2D Gaussian distribution
and is defined as:

(m—M /2)+(n—N/2)2
262

ey

where M and N denote the width and height of the convo-
lutional feature map respectively, D denotes the number of
feature map channels. The optimal correlation filter W;* in
the /-th layer needs to minimize the following cost function:

Y(m,n)=c¢e

D
Wi =argmin|| Y W e X' — Y|+ AIWiI> (2
d=1
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where A (A > 0) denotes the regularization parameter. Mini-
mization of the above problem (2) is equivalent to utilize FFT
to train correlation filters, which can be solved efficiently in
the frequency domain. The learned filter on the d-channel in
the frequency domain is written as:

. Yyox
Y X oX +a

wi 3)
where) = ]-'(Y),de = .F(Xl‘i),]-'(.) denotes the discrete
Fourier transform (DFT), the bar denotes complex conjuga-
tion. The operator © is the Hadamard (element-wise) product.

In prediction stage for next frame, the candidate patches in
the image are obtained and the feature map of the d-th channel
in the /-th layer is extracted from them, which is represented
aszy,z] e RM*NxD s DFTis Z{. The correlation response
map of /-th layer is computed as:

D
E=F"'Q" W oz 4

d=1

where F~! denotes the inverse Fourier transform operation.
By searching the location of maximum response in correla-
tion response map £ € M x N, we can estimate the target
center in the feature map of /-th layer.

We also construct the response maps from the low-level
features after obtaining responses of convolutional layer, thus
forming correlation response maps with six layers (including
five convolutional layer and one-layer fused hand-crafted
features).

The response maps of all the multi-layer features are
denoted as set as {Eq, E> ..., E;}, and target displacement of
each layer is inferred by hierarchical response maps. The final
response map E is obtained by weighting the response maps
of all the multi-layer features. The newly formed response
map is defined as:

E(m, m)y=a1E(m, n)+a2Ex(m, n)+ - -+orE(m,n) (5
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where E;(m, n) represents the response value of location
(m, n) in the response map of the /-th layer, «; is weight of the
[-th layer. The target location is finally estimated by searching
for maximum response value of E in the z-th frame by:

(x;, y;) = arg max E(m, n) (6)
m,n

Finally, the center position p; = (x;, y;) is the estimated target
in the current frame.

C. HIERARCHICAL PSR
The correlation filters determine the position of maximum
response value as the center position of target by constructing
the response map. Therefore, it is very important to measure
confidence of response map. Ref. [10] proposes Peak to
Sidelobe Ratio (PSR), which is defined as the ratio of the peak
intensity of the main lobe to the strongest side lobe and has
been widely used in signal processing. It is formulated as:
1 t
PSR! = max(Ep) — 1y t) ad @)
9

where E| is the final response map of the /-th level by Eq. (5),
max(E]) denotes the maximum value of E;, u1} and o/ denote
mean and standard deviation of the /-th layer response map
in the ¢-th frame respectively.

As can be seen from the above description, we have used
multi-layer features to represent the target and generated
response maps. Based on PSR, we propose a new hierarchical
PSR (HPSR) with the following formula:

L
HPSR' =" B x PSR} (®)
I=1
where L denotes the number of feature level, §; denotes the
weight assigned to each layer response map. The larger the
value of HPSR' is, the higher the tracking quality of the z-th
frame is.

HPSR can reflect tracking reliability by measuring the
fluctuation of the response map. In object tracking, the ideal
response map usually have only one sharp peak and are
smooth in all other areas, which indicate the tracking result
is reliable and the HPSR will be larger. When the target is
disturbed by other factors such as occlusion, illumination
variation, etc., some non-target responses may be close to
the target response value, resulting in intense fluctuation in
response map. It indicates that the tracked result is unreliable,
with it, HPSR will be smaller. Fig. 3 intuitively shows the
HPSR distribution on the woman sequence. The target leaves
the white vehicle in the 38-th frame, the background changes,
and the corresponding HPSR value drops to a low point, such
as point A. Both point B and point C are in normal fluctua-
tions, and HPSR can reflect the target changes and environ-
ment in which it is located. The target changes dramatically
and is partially occluded by the trees from the point D, the
corresponding HPSR value drops to the lowest point, that is,
point F. At this point, we need to activate our second model
to find the target and prevent it from being lost.
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D. REDETECTION CLASSIFIER LEARNING MODEL

The classifier learning model is very crucial to correct tar-
get location when the target is unstable due to occlusion or
background interference. For the classifier learning model,
considering the requirement of real-time tracking, we adopt
the online SVM classifier with independent training after the
prediction of correlation filter learning model.

Different from the long-term tracking algorithms which
use the redetection strategy in each frame of sequence,
the classifier model to exploits target re-localization improve
the tracking accuracy. We utilize the threshold 6 to acti-
vate the classifier learning model. When the hierarchical
maximum response value is less than activation threshold,
i.e. HPSR< 0, the classifier model is enabled. The candidate
sample set xsy)s is collected around the target p; = (x;, yr)
obtained by Eq. (6) and the updated SVM is used for clas-
sification. The formula score = w?VMxSVM + b is classi-
fication scores, W§VM and b are the parameters and bias of
classifier respectively. The target position obtained by finding
maximum classification score and the result is obtained by
combining the correlation filter learning model.

E. DUAL LEARNING MODEL UPDATING

Visual tracking is a task of target position estimation in
dynamic samples, which usually involves model updating.
The target and background are constantly changing in the
image sequence. It will eventually lead to the tracking failures
if the learning model constructed according to the first frame
does not change with the target appearance. Therefore, it is
necessary to update the learning model with fresh target
appearance samples. In this paper, a dual learning models
updating strategy is adopted. The correlation filter learning
model and the classifier learning model are continuously
updated to adapt to the changes of target appearance.

1) UPDATE FOR CORRELATION FILTER LEARNING MODEL
The optimal filter in the /-th layer updated by minimizing
the output error of all tracking results. However, this involves
solving D correlation filters. If the number of channels are
large (e.g. Both Conv5—4 and Conv4—4 have the number of
channels of D =512 in VGGNet-19), the price of computa-
tion will be very costly. In order to obtain a robust approxi-
mation, we update the numerator A? and denominator B of
the ¢-th frame. The correlation filter Wld in the ¢-th frame can
be updated effectively as follows:

A = (1 =AY + Y 0 X{ (1) (9a)
D
Bl = (1 —mBL, +n)_X/®)0X/t) (9b)

i=1

d
Wd Al‘
! Bd
r A

(9¢)

where ¢ denotes frame index of image sequences, 1 denotes
learning rate. In addition, we update the filters every
frame.
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FIGURE 3. Distributions and analysis of HPSR value on the woman sequence.

2) CLASSIFIER LEARNING MODEL UPDATE

The online classifier model is updated independently every
frame. Positive and negative samples are collected centered
around target position of the #-th frame by the dense sampling
and only 50 samples are sampled. Sizes of collected samples
are same as that of estimated bounding box. Denote the given
training data set is G = {(xsvm j, ysvmj),j = 1,...r},
r represents the number of samples, xsyy ; denotes training
samples, ysvy,j denotes sample label. The bounding box
area of samples is m and bounding box area of target in the
t-th frame is n. Their overlap rate can be defined as
s = (m N n)/(m U n), When samples overlap rate s >0.5 are
labeled as positive, and when s <0.1 are labeled as negative.
The illumination invariant features (IIF) introduced in [41]
are extracted from those samples for online SVM training
according to the objective function which is as follows:

r

1
min 3 [wsvar H; + Csvm ZLh[ySVM.jv wivmXsvm ] (10)
i=1

where Csyy denotes penalty parameter, Ly denotes hinge
loss.

V. EXPERIMENT RESULTS

In this section, we conduct comprehensive experiments to
evaluate the proposed tracking algorithm with dual learn-
ing models. Firstly, we describe the detailed implementation
of our tracker. Secondly, we analyze effectiveness of each
contribution of the proposed algorithm. Finally, we com-
pare our tracker with state-of-the-art trackers. Quantitative,
attribute-based and qualitative evaluations are performed on
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OTB-2013 and OTB-2015 to verify the effectiveness of our
proposed tracker.

Object tracking benchmark (OTB) contains two datasets.
One is OTB-2013, proposed by Wu et al. in 2013, and the
other is OTB-2015, proposed in 2015. They contain 50 image
sequences and 100 image sequences respectively. OTB
involves 11 attributes, including illumination variation (IV),
motion blur (MB), deformation (DEF), fast motion (FM),
out-of plane rotation (OPR), scale variation (SV), occlusion
(OCCQ), background clutter (BC), out-of-view (OV), in-plane
rotation (IPR), low resolution (LR). One-pass evaluation
(OPE) proposed in OTB-2013 is used to objectively evalu-
ate the performance of trackers, which mainly adopts two
indicators: success plot and precision plot. The success plot
represents the percentage of successful frames whose overlap
rate between the tracked bounding box and the ground-truth
bounding box is larger than the given threshold. Evaluated
trackers are ranked by the area under the curve (AUC) of each
success plot. The precision plot is defined as the percentage of
frames whose average Euclidean distance between the center
positions of tracked bounding box and the ground-truth is less
than the given threshold.

A. IMPLEMENTATION DETAILS

We adopt VGGNet-19 to extract high-level features (the out-
put of Conv3—4, Conv4—4 and Conv5—4) and middle-level
features (output of Convl-2, Conv2-2) of target candi-
date regions in the process of network forward propagation.
At the same time, we extract low-level hand-crafted fea-
tures. Then, the multi-level features are formed. The response
maps of features contain various information, which provide
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FIGURE 4. Performance comparison of target localization with different multi-level features. The low-level features represent
the hand-crafted features formed by the combination of HOG, gray and CN, the middle-level features represent the spatial
convolutional features composed of Convi-2 and Conv2-2, and the high-level features represent the semantic convolutional
features consisting of Conv3-4, Conv4-4 and Conv5-4. The rest features are multi-level features combined by features of
different levels. The ‘low-+high’, ‘middle+high’, ‘high’, low+middle-+high’, ‘low’, ‘low+middle’ and ‘middle’ are represented by
red, green, blue, dark, pink, cyan and gray color, respectively.

comprehensive information for target localization. We fuse
response map of each level by setting corresponding weights
for them. However, we finally select the low-level and high-
level features as feature representation. Our experiments
are implemented in MATLAB 2015b on a computer with
Intel 17-6700K 4.0 GHz CPU, 16GB RAM and a GeForce
GTX980Ti GPU card. The version of CUDA is 8.0. Deep
learning toolbox named Matconvnet is used in MATLAB to
implement our tracker.

In our experiments, some parameters need to be set to
fixed values in advance. We set the width of Gaussian kernel
o in Eq. (1) to 0.1, and the regularization parameter A in
Eq. (2)is setto 10~*. Middle-level features include Conv1-2,
Conv2-2, and high-level features include Conv3-4, Conv4-4,
Conv5-4. In the combinations of ‘low+middle+high”,
the weights for low-level features, middle-level features and
high-level features are set to (0.25, 0.25, 0.25, 0.3, 0.5,
1) from low to high. For the combination of “low-+high”,
the weights for low-level features and high-level features are
set to (0.25, 0.3, 0.5, 1), respectively.

B. EFFECTIVENESS ANALYSIS

In order to verify the effectiveness of each contribution,
we further discuss how to select multi-level features, how
to select the thresholds for HPSR to activate the redetection
model, and whether incorporating the redetection model is
valid.

1) ANALYSIS OF MULTI-LEVEL FEATURES

We compare the low-level, middle-level, high-level features
extracted from CNNs and their combinations on the 50 image
sequences on OTB-2013. Fig. 4 shows that the combination
of low, middle and high features is not ideal on the pre-
cision plot while combining low and high features is very
prominent. We conclude that the lower features of VGGNet
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including Conv1-2 and Conv2-2 do not have a significant
effect on precise localization of targets. Conv3—4 provides
its edge and spatial information, and the semantic infor-
mation is more important for target localization. Therefore,
we select the high-level features integrated by Conv3—4,
Conv4—4 and Conv5—4 and the low-level features fused by
HOG, gray and CN as the multi-level features of our proposed
tracker.

2) THRESHOLD ANALYSIS OF HIERARCHICAL PSR

We have done a lot of experiments to explore how to choose
the threshold of HPSR. Firstly, we determine the threshold
interval. Then, we compare the threshold in the interval one
by one on the OTB-2013 dataset. The distributions of results
are shown in Fig. 5. According to the highest precision and
success rare, we choose 3.8 as threshold for HPSR. If the
value of HPSR is less than this threshold, we activate the
classifier learning model to redetect the target. Otherwise,
we only rely on the correlation filter model to localize the
target.

3) EFFECTIVENESS ANALYSIS OF DUAL LEARNING MODELS
We compare the HPSR with threshold and enable the clas-
sifier learning model if the conditions are satisfied. In order
to test whether the redetection model works, we incorporate
it into the two variations of our tracker for verification, and
the results are shown in Table 1. After adding the classifier,
Success rates of two variations of our tracker are improved
and the precision is improved in tracker combing the classifier
with low-level and high features. Therefore, in the case that
the HPSR is less than threshold value, it indicates that the
single learning model cannot localize target accurately, and
certain strategies are needed to correct the predicted position
of correlation filter learning model.
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FIGURE 5. Comparison between different thresholds from which we can reasonably select the threshold for comparison with HPSR.
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FIGURE 6. Results of precision and success rate on OTB-2013. 50 image sequences are quantitatively analyzed by using the
evaluation metrics of OPE. The precision plot with different thresholds for center location error is shown on the left, and the
success plot with different overlap thresholds is shown on the right. These trackers are ranked according to the AUC of each
tracker. It can be found that our tracker performs favorably against advanced algorithms.

TABLE 1. Comparison between a single learning model and dual learning
models. CF model-1 represents the multi-level features composed by
low-level and high-level features while CF model-2 represents the
multi-level features composed by low-level, middle-level and high-level
features. The correlation filter learning model is used for localization, that
is, a single model. The validity of the dual models is demonstrated by
whether the classifier model is incorporated or not.

Types of OTB-2013 OTB-2015
models Precision  Success rate Precision  Success rate
CF model-1 0.893 0.640 0.845 0.605
CFmodel-1 1 g0 0.641 0.846 0.606
+ Classifier
CF model-2 0.889 0.639 0.830 0.600
CFmodel2 | ggg 0.641 0.830 0.601
+ Classifier

4) EFFICIENCY ANALYSIS

The speed of our algorithm is about 1.23 fps. Inorder to
improve the performance of the algorithm, a little speed
is lost, but our algorithm has been greatly improved in
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accuracy and success rate. Deep feature extraction and
SVM training are two stages that take more time and the
processing time is 0.03973 s and 0.05939 s, respectively.
The processing time of hand-crafted feature extraction is
0.00115 s. The time for filter location is 0.00462 s and
for relocation of SVM is 0.00298 s. The work in the
later stage is to improve the real-time performance of our
algorithm.

C. OVERALL PERFORMANCE

In addition, we compare the proposed tracker with 12 state-
of-the-art trackers. These trackers can be classified into three
types according to the related work:

(1) Tracking by Deep learning. HCF [15], SiamFC [22],
FCNT [9], CNN-SVM [6], HDT [40], CFNet [23] are
included;

(2) Tracking by correlation filters. SAMF_AT [35],
MUSter [37], SRDCF [12], Staple [28], LCT [11], and
DSST [34] are included;

(3) Tracking by multiple models. MEEM [41] is included.
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FIGURE 7. Results of precision and success rate on OTB-2015. Quantitative analyses of OPE are performed on 100 image
sequences. It can be found that our tracker is 0.2% lower than HDT in precision, but the performance is far ahead in success rate.
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FIGURE 8. Precision plots for attribute-based evaluation on OTB-2013.

1) QUANTITATIVE EVALUATION

In general, according to the evaluation metrics proposed
by OTB-2013, our proposed algorithm performs favor-
ably against state-of-the-art trackers. In order to demon-
strate the completeness and persuasiveness, the OPE results
of proposed tracker and other compared trackers on the
OTB-2013 dataset are shown in Fig. 6. Simultaneously, the
comparisons on the OTB-2015 dataset are shown in Fig. 7.
Note that OTB-2013 is a subset of OTB-2015 dataset,
so trackers need to face greater challenges on the
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OTB-2015 and the performance of trackers on the
OTB-2015 is worse than that on the OTB-2013.

2) ATTRIBUTE-BASED EVALUATION

We further use the image sequences annotated by 11 attributes
to comprehensively evaluate the performance of trackers.
Fig. 8 and Fig. 9 show the accuracy and success rate of our
tracker and other 12 trackers respectively on the OTB-2013.
We use radar grap to present the attribute-based evaluation
of all tracers on OTB-2015 in Fig. 10. The performance of
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FIGURE 9. Success plots for attribute-based evaluation on OTB-2013.
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FIGURE 10. Performance evaluations of different attributes on OTB-2015: illumination variation (IV), out-of-plane rotation (OR), scale variation (SV),
occlusion (0CC), deformation (DEF), motion blur (MB), fast motion (FM), in-plane rotation (IR), out-of-view (0V), background clutter (BC), and low

resolution (LR). Our tracker performs well on all attributes.

each algorithm varies greatly, and there is no algorithm that
shows excellent performance on 11 attributes. Our tracker
shows excellent performance on most of attributes, but it
does not perform well in handling challenges such as OV,
DEF and LR. Under the interference of these challenges
above, our dual learning models may not track the target again
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when target disappear completely. However, they show excel-
lent performances in image sequences with complex back-
ground and partial occlusion, which are mainly attributed
to the multi-level features with rich spatial and semantic
details. Moreover, the HPSR can measure the fluctuation
of multi-level response maps. If they fluctuate drastically,
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FIGURE 11. The display of tracking results. We select the partial tracking results of Staple, CFNet, HDT, SiamFC, HCF and proposed argorithm
in 10 chanllenging image sequences (from left to right, top to bottom, respectively,are soccer, carscale, clifbar, dragonbaby, fleetface, ironman,

jogging-2, kitesurf, skating1, singerT).

the classifier learning model would be activated to perform
redetection after the position is estimated by correlation filter
model. This process aims at improving the tracking accuracy.

3) QUALITATIVE EVALUATION

Qualitative comparative experiments are performed on sev-
eral image sequences. Compared trackers include Staple [28],
CFNet [23], HDT [40], SiamFC [22], HCF [15], and the
proposed tracker. The tracking results, in 10 challeng-
ing sequences from the OTB-2015 dataset, are presented
in Fig. 11. Staple uses CN and HOG features for image rep-
resentation and combines their response scores obtained by
independently training correlation filters for effective track-
ing. Although Staple can adapt to scale variations and in-
plane-rotation (e.g. carscale, singerl), it does not perform
well in the presence of occlusion, background clutter and
fast motion (e.g. soccer, jogging-2, dragonbaby). SiamFC
and CFNet are partly similar, because they both use Siamese
networks to extract features from training samples and match
them to the region of interest in the first frame. However,
SiamFC merely uses deep learning for classification, thus
it cannot effectively track target in the presence of com-
plex background, blurred motion, and illumination changes
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(e.g. clifbar, fleetface, skatingl). CFNet incorporates cor-
relation filters into the deep network and the classification
is more robust. It is adaptive to the occlusion and defor-
mation (e.g. jogging-2, skatingl), but not adaptive to rota-
tion and fast motion (e.g. dragon baby, kitesurf). HCF and
HDT use hierarchical convolutional features learned from
large-scale datasets, which are more effective than traditional
hand-crafted features. The two algorithms are similar and
their performances are almost the same. They can reduce the
interference of occlusion, complex background (e.g. jogging-
2, skatingl), but still cannot handle the scale changes and
rotation. The proposed algorithm shows superior perfor-
mance on these challenging image sequences. The superior
performance is not only due to multi-level features, but also
due to the dual learning models which improves the tracking
accuracy and makes our tracker well adaptive to the moving
process of the target.

VI. CONCLUSIONS

In this work, we propose dual learning models and multiple
features selection to solve the problems caused by the inte-
gration of multi-layer convolutional features and correlation
filters. Our method can effectively overcome the following
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two situations: 1) Semantic features doped with the invalid
information lead to unreasonable description of target, sub-
sequently causing transient drift and even loss of target under
various challenging factors. 2) Correlation filters have lim-
itations on targets with fast motion and rapid appearance
changes. Unreasonable model updating causes tracking fail-
ure as well. Our method fuses hand-crafted features with fea-
tures extracted from the multi-layer convolutional network,
which adds basic features that the deep features lacks and
makes the descriptions of target improved. The proposed
HPSR index can comprehensively reflect the fluctuation of
correlation filters at all levels. When the fluctuation is abnor-
mal, the online classifier learning model is activated to predict
the target position again and eliminate the error accumulation
of correlation filters. The experiments demonstrate that the
proposed algorithm with dual learning models shows superior
accuracy and performance on OTB-2013 and OTB-2015.
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