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a b s t r a c t

With the considerable growth of mobile users (MUs) and IoT devices, complex applications and
multimedia services are rapidly increasing, thereby requiring additional computations and high data
communication. However, these devices are still resource-constrained with limited computation
power and energy. Furthermore, security is considered a critical issue for sensitive information
communication. This study presents a multiuser resource allocation and computation offloading model
with data security to address the limitations of such devices. First, the computation and radio
resources are jointly considered for multiuser scenarios to guarantee the efficient utilization of shared
resources. In addition, an AES cryptographic technique is introduced as a security layer to protect
sensitive information from cyber-attacks. Furthermore, an integrated model, which jointly considers
security, computation offloading, and resource allocation, is formulated to minimize time and energy
consumption of the entire system. Finally, an offloading algorithm is developed with detailed processes
to determine the optimal computation offloading decision for MUs. Simulation results show that our
model and algorithm can significantly improve the performance of the entire system compared with
local execution and full offloading schemes.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, mobile network and wireless technology de-
velopment has resulted in various powerful mobile applications
and multimedia services, such as video games, face recognition,
augmented reality, healthcare, and natural language process-
ing [1,2]. In addition, most of these applications and services typ-
ically require intensive computation and high processing, which
are incompatible with devices due to their limited resources [3–
5].
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Mobile cloud computing is considered a prominent solution
that address the limitations of mobile users (MUs), in which
mobile applications’ intensive computations will be offloaded to
a centralized cloud via a wireless channel to mitigate the load
and extend the battery life [6–9]. However, high latency is one
of the main shortcomings of centralized cloud computing, in
which the MUs may take a long time for lagged data transmis-
sion and have difficulty addressing real-time applications [10].
Moreover, security is considered another evident challenge of the
cloud paradigm, in which the applications’ data and services are
vulnerable to different threats during cloud transmission.

To address the challenges of mobile cloud computing, re-
searchers have realized that utilizing the resources and services
that are nearest to the MUs is considered a cost-efficient solution
with low latency. This finding has led to a new paradigm called
mobile edge computing (MEC) [11]. MEC is defined as a network
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Fig. 1. Mobile edge computing architecture.

architecture that pushes cloud computing capabilities at edge
nodes that are close to MUs and connected to cloud servers via a
core network, as shown in Fig. 1. In addition, MEC is characterized
by high bandwidth and low latency, which allows the execution
of real-time applications [12,13].

Many studies have applied the concept of computation of-
floading on the mobile edge computing paradigm to minimize
energy consumption, satisfy delay requirements, allocate radio
resources efficiently, maximize total revenue, maximize system
utility, and/or the reduce total cost of MUs. In addition, studies
that specifically address the security for fog computing and MEC
are fewer than those that focus on mobile cloud computing. Fur-
thermore, although most MUs and multimedia services generate
a large amount of data and information that can be transmitted
over mobile cellular networks, the security issue for multiusers
in MEC is not recognized well [14,15]. This concern motivates
our study to address the security issue of multiuser compu-
tation offloading and allocate radio and computation resources
efficiently.

Therefore, in this study, we propose to consider resource allo-
cation and computation offloading jointly to minimize the overall
energy and time consumption of the entire system. In addition,
an efficient and secured layer is introduced to protect the com-
putation tasks and their related data from any cyber-attack before
edge server transmission using an AES cryptographic technique.
The main contributions of this study are summarized as follows:

• An AES cryptographic technique is introduced as a security
layer to protect the computation tasks and their related data
from any cyber-attack before data are transferred to the
MEC server.

• An optimization problem, which jointly considers compu-
tation offloading and resource allocation, is formulated to
minimize time and energy consumption of the entire sys-
tem. This optimization problem is a 0–1 linear optimiza-
tion problem, which is considered NP-hard. Therefore, the
solution can be calculated via the branch and bound method.

• An offloading algorithm is designed to determine the opti-
mal computation offloading decision for all MUs in the MEC
system.

• Simulation results are presented to show the effectiveness
of our proposed model and algorithm on the performance
of the entire system in terms of energy and time.

The remainder of this paper is organized as follows. Section 2
reviews related works. Section 3 describes our system model in
terms of resource allocation, computation offloading, and secu-
rity, and the optimization problem is formulated. The algorithm
design is presented in Section 4. In Section 5, simulation exper-
iments are conducted to demonstrate our offloading model and
algorithm. Finally, Section 6 concludes the paper.

2. Related work

In recent years, the MEC system has used numerous strategies
and objectives for offloading computation tasks from MUs to the
edge server to address the challenges of MUs [12,13,16]. In this
section, we present some of the common computation offloading
models based on objective attributes.

(1) Minimize energy
An energy-efficient computation offloading approach is de-

signed in [17], in which computation task offloading and its
data transmission are jointly considered in the offloading deci-
sion. In addition, the minimization of energy consumption of the
offloading system under delay constraints is the main goal of
this approach. The results prove that the proposed approach has
enhanced energy efficiency, especially with large number of MUs.
Nevertheless, the proposed method of this work offloads all the
application for remote execution, which is considered resource
consuming, such that a large amount of data will be transferred
over the network. In addition, the application data must be safe
while transmitting; thus, an efficient security technique should
be applied.

The cooperative computing concept is investigated in [18–
20] to minimize the energy consumption of MUs. Cao et al. [18]
consider user cooperation in the MEC system, in which communi-
cation and computation resource allocation are jointly optimized.
Particularly, the authors consider a basic three-node MEC system
in utilizing joint communication and computation cooperation
to minimize the total energy consumption. Furthermore, in [19]
and [20], the cooperation is presented between MUs and wireless
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sensor nodes, respectively, in which an opportunistic helper is
used as a cooperative computing. In [19], each MU can uti-
lize noncausal information on the helper-CPU state to utilize
the random computation resources efficiently by offloading the
computation of input data. In [20], the authors assume that the
mobile applications are partitioned into independent tasks that
will be offloaded and executed efficiently and jointly consider
computation and communication resources. However, the main
drawback in [17–19] is identifying the proper computing devices
in proximity (helper node) while guaranteeing that the processed
data will be delivered back to the source mobile device. Therefore,
quality of service and quality of experience (QoE) for users can
be hardly guaranteed. In addition, these studies only consider the
single MU scenario.

Recently, an innovative framework with a wireless-powered
multiuser MEC system is developed in [21]. This framework al-
lows flexibility for each user to offload all or part of the com-
putation tasks using a time-division multiple access protocol. In
addition, an optimal resource allocation approach is proposed to
improve the performance of the entire system in terms of energy
consumption. Nonetheless, the near-far problem is considered
one of the main drawbacks of this work, in which the farther
MU can harvest less energy and require to communicate in long
distances, thereby consuming additional energy. In addition, each
MU cannot obtain the result until all the other devices offload
their computation task because TDMA is used. Consequently,
handling real-time applications is difficult when the number of
users increase.

(2) Minimize latency
Kao et al. [22] propose a polynomial-time approximation ap-

proach for the task dependency of general mobile applications
to minimize the latency of a mobile application while addressing
resource utilization constraints. In addition, an online learning al-
gorithm is proposed with a provable performance guarantee. The
results show that compared with the heuristic method, the pro-
posed approach not only improves the latency performance but
also scale well with the problem size. However, the researchers
do not consider the optimization of data traffic incurred during
task execution and the application data are not protected from
attacks during transfer to the server. In addition, this approach
only works on one offloading request scenario.

The minimization of mobile applications’ latency is also the
main goal in [23,24] and [25]. In [23], a distributed cloud-aware
power control algorithm, which is considered a suitable algorithm
for real-time applications, is proposed. From the MU perspective,
the work in [24] proposes an autonomic computation offloading
framework based on deep reinforcement Q-learning approach for
handling resource requirement and mobility issues in the MEC
system. Furthermore, Liu et al. [25] develop a one-dimensional
search algorithm based on Markov chain theory. In addition, an
optimal computation task-scheduling policy and an optimization
problem are formulated for the MEC system. Nevertheless, the
application data are not protected from cyber-attacks during
transfer to the server, which is considered the main disadvan-
tage of [23–25]. In addition, the work in [23] is insufficient for
large MU mobility. Furthermore, in [24], the cost increased by
increasing the number of nodes and applying machine learning.

A conceptual fog-computing framework is proposed in [26],
in which an arbitrary number of fog devices are combined to
provide a suitable resource provisioning solution at nearby places
and offload the computation tasks among these devices. In ad-
dition, the service placement is formulated as an optimization
problem to minimize the latency of the communication and maxi-
mize the resource utilization of fog devices. Furthermore, genetic
and first fit algorithms are applied to solve this problem. How-
ever, identifying the appropriate IoT devices in proximity and

the communication between them while guaranteeing that the
processed data will be delivered back to the source mobile device
is considered the main drawback of this method.

Ren et al. [27] propose three different models for multiuser
MEC based on the TDMA technique. The first two models com-
press the application’s data locally on the MU and the edge
server, whereas the application’s data are partially compressed
at the MU and at the edge server in the third model. The results
show that the last model can improve the performance of mobile
applications in terms of end-to-end latency compared with the
other two models. However, advanced wireless communication
techniques, which can improve edge computing performance are
not considered this work.

(3) Minimize energy and latency
An energy-latency task and resource allocation algorithm is

proposed in [28], in which the computation offloading policy and
the network traffic are jointly optimized for the mobile cloud
system using the Lyapunov optimization technique. Furthermore,
the interference problem among the MUs is mitigated. Finally,
the simulation results show that compared with other existing
approaches, the proposed algorithm not only reduces the energy
consumption but also satisfies the delay requirements for dif-
ferent types of application task. Nevertheless, this approach is
an unrealistic system model because only one MU is considered
in the system. In addition, the offloaded data are vulnerable to
cyber-attacks.

Wang et al. [29] design a partial computation offloading ap-
proach that jointly considers communication and computation
resources for single and multiple server scenarios. In addition,
energy consumption and application latency are minimized by
proposing an energy-optimal partial offloading algorithm and a
local optimal algorithm, respectively. The computation offload-
ing and the transmission power are jointly optimized for the
MEC system in [30], in which a tradeoff between mobile en-
ergy consumption and application latency is achieved. Further-
more, a message-passing framework is proposed to decrease the
complexity of computation offloading by leveraging the applica-
tion’s topological structure. However, these studies [29,30] do not
protect the transmitted data from cyber-attacks.

The power-delay tradeoff for the multiuser MEC systems is
also the main objective of [31] and [32]. Mao et al. [31] for-
mulate a power consumption minimization problem with the
application’s task buffer stability constraints. In addition, an on-
line algorithm is presented to determine the manner in which
the transmission power and bandwidth for the MUs’ offloading
will be allocated and find the CPU frequencies for local exe-
cution. Chen et al. [32] jointly optimize a mobile application’s
computation offloading decisions and the communication and
computation resource allocation via an efficient three-step al-
gorithm. However, the interference caused by the transmission
of other users, which greatly affects system performance, is not
considered in [31]. Moreover, the processing deadline for user
computation tasks is not imposed in [31,32].

(4) Maximize revenue or system utility
The maximization of the total revenue of a network is consid-

ered as the main objective of [33], in which resource allocation,
computation offloading decision, and content caching strategy are
jointly formulated as an optimization problem. Furthermore, an
alternating direction algorithm based on the multiplier method
is proposed to solve this problem efficiently. However, this work
does not consider any user deadlines for performing computation
tasks, which can be impractical. In addition, wireless resource
allocation is not involved.

Lyu et al. [34] develop a semi-distributed and heuristic compu-
tation offloading decision algorithm for multiuser MEC system to
maximize system utility in terms of the QoE of MUs. In addition,



534 I.A. Elgendy, W. Zhang, Y.-C. Tian et al. / Future Generation Computer Systems 100 (2019) 531–541

the authors jointly optimize computation and communication
resources, as well as the computation offloading decision. More-
over, the authors in [35] study the cooperation among geograph-
ically distributed service providers to provide the MUs with effi-
cient resources and reduce the computation and communication
delay in comparison with traditional approaches. Furthermore,
the authors aim to maximize system utility, in which the cost
related to resource utilization and VM migration is considered.
Nonetheless, only the resource allocation is considered in [34],
which is less effective on the system. In addition, the resource
cooperation type (i.e., local or remote) is not considered in [35].

(5) Security
Security is considered an important issue that should be ad-

dressed for MUs where most multimedia services and applica-
tions provide private and sensitive information that can be mis-
used by attackers. Therefore, Zhang et al. [36] present a CloudSafe
system, which provides a cloud-based, personal, digital asset-
safe service to keep user data distributed among more than
one cloud provider using erasure coding and cryptography. In
addition, the CloudSafe system uses AES cryptography algorithm
to protect the confidentiality of user data. Nevertheless, this
approach requires more management effort, in which data are
distributed over more than one server. Another work proposes
an efficient confidentiality-based cloud storage framework for
protecting data storage on cloud computing on the basis of its
confidentiality degree [37]. First, the user specifies whether the
confidentiality level of data is basic, confidential or highly confi-
dential. Then, the data are protected using HTTPS and TLS if it
is a basic level or is encrypted using AES-128 or AES-256 if it
is confidential or highly confidential, respectively. However, this
framework adds burden on users to classify data.

Furthermore, a verifiable outsourced multiauthority access
control approach is proposed in [38], where most encryption
and decryption computations are outsourced to fog devices. In
addition, an efficient user and attribute revocation method is de-
signed to address the revocation issue and verify the computation
results. However, the encryption and decryption processes of the
ciphertext-policy, attribute-based encryption system, in which
this approach is based, are time-consuming.

Recently, an efficient and secured framework for the compu-
tation offloading of mobile IoT devices is proposed in [39,40].
In [39], Almajali et al. use edge nodes as a third party for ap-
plying security, in which the framework is divided into three
main steps. First, the mobile device is registered with a cloud
provider by sending a message that contains user ID, password,
and application requirements. Second, the cloud provider com-
municates with one or more edge nodes to find the nearest one
that satisfies the application requirements and initiates the com-
munication between this node and the mobile device. Third, the
application data are encrypted and transmitted to the edge node,
which will send them to the cloud provider for processing. Meng
et al. [40] propose a secure and cost-efficient offloading approach
for mobile cloud computing. This framework optimizes the se-
curity and performance tradeoff of the system by using a hybrid
continuous-time Markov chain and queueing model, respectively.
Nevertheless, in [39,40], management and processing are done
by the cloud provider which require long communication and
cause delay. In addition, users must repeat the second step in [39]
due to its mobility or edge node failure, which is considered
time-consuming when the mobile device mobility is large.

Table 1 summarized the mentioned related works and shown
the main weakness.

The preceding review of related work shows that computation
offloading has been investigated with different objectives for
MUs. In addition, studies that specifically address the security for
fog computing and MEC are fewer than those that focus on mobile

Fig. 2. System model.

cloud computing. Furthermore, the security issue for multiusers
in MEC is not addressed; in which most MUs and multimedia
services generate substantial data and information that can be
transmitted over mobile cellular networks. This limitation has
motivated our research to address the security issue for multiuser
computation offloading and allocate the radio and computation
resources efficiently.

3. System model

This section introduces the system model adopted in this
study. We consider a multiuser computation offloading for MEC
systems, where M = {1, 2, . . . ,N} is defined as a set of MUs
that is connected with a single wireless base station, and the MEC
server is placed at the wireless base station, as shown in Fig. 2.
In addition, each MU has a different computation and processing
capacity requirement that needs to be completed. Hence, we use
a tuple {βi, δi, Γi} to represent the task requirement for each MU
i, where βi, δi, and Γi are the number of CPU cycles, the data size,
and the completion deadline, respectively. This information can
be obtained using program profilers [41].

Similar to many previous works [42,43], our simulation work
on a quasistatic1 scenario where the number of MUs N remains
unchanged during the offloading period, while it may change
across different periods. Communication, computation, and secu-
rity play a key role in MEC; thus, communication, computation,
and security models are presented in detail, followed by the
formulation of the optimization problem of our model.

The notations used in this study are summarized in Table 2.

3.1. Communication model

We initially introduce the communication model in MEC sys-
tem, in which our environment has N MUs that are associated
with a single base station and the edge server via a wireless
channel. In addition, each MU has a different computation and
processing capacity requirement that must be completed. We
denote αi ∈ {0, 1} as a binary computation offloading decision
for each MU i, where (αi = 0) indicates that user i will decide to
compute the computation task locally on its own MU, and (αi =

1) implies that the MU i will decide to offload the computation
task to the edge server via a wireless channel. Thus, we have α
= {α1, α2, . . . , αN} as the offloading decision profile for all MUs.
Furthermore, we assume that the intracellular interference for the
uplink transmission is well-mitigated using orthogonal frequency

1 The general case where the mobility of mobile users from one base station
to another during the offloading period will be considered in the future work.
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Table 1
Comparison between existing models.
Ref Objective Proposed solution Offloading

nature
No. of MUs. No. of server

nodes
Weakness

[17] Minimize
energy

Energy efficient computation offloading algorithm. Full Multi MUs Single node • Resource consuming where all the
application will be offloaded.

• No security applied.

[18] Minimize
energy

Energy efficient computation and communication
cooperation approach.

Partial Single MU Single node

[19] Minimize
energy

Energy-efficient co-computing policies using
non-causal CPU-state information.

Partial Single MU Single node • QoS and QoE can be hardly guaranteed.
• No security applied.

[20] Minimize
energy

Energy-efficient co-computing using wireless
sensors.

Partial Single MU Multiple
nodes

[21] Minimize
energy

Innovation framework that Integrate the wireless
power transfer and MEC for multi-users system.

Partial Multi MUs Single node • Near-far problem.
• Inconvenient for real-time applications.

[22] Minimize
latency

Polynomial-time approximation approach for
general mobile application’s task dependency.

Partial Multi MUs Single node • Only work on the one offloading request
scenario.
• No security applied.

[23] Minimize
latency

Distributed cloud-aware power control algorithm
for real-time applications.

Full Single MU Multiples
nodes

• Insufficient for large mobility.
• No security applied.

[24] Minimize
latency

Autonomic computation offloading framework for
handling the resource requirements and mobility
issue.

Full Multi MUs Multiple
nodes

• More costly by increasing the number of
nodes and applying machine learning.
• No security applied.

[25] Minimize
latency

One-dimensional search algorithm for finding the
optimal scheduling policy.

Full Single MU Single node • No security applied.

[26] Minimize
latency

A conceptual fog-computing framework for
providing a suitable resource provisioning solution.

Full Multi MUs Multiple
nodes

• QoS and QoE can be hardly guaranteed.

[27] Minimize
latency

A Partial offloading model for allocating the
communication and computation resource.

Partial Multi MUs Single node • Advanced wireless communication
techniques are not handled.
• No security applied.

[28] Minimize
energy and
latency

An energy-latency task and resource allocation
algorithm for deciding the offloading policy.

Partial Single MU Single node • Unrealistic system model where only one
MU is considered.
• No security applied.

[29] Minimize
energy and
latency

Partial computation offloading scheme using
dynamic voltage scaling

Partial Single MU Single &
Multiple
nodes

• No security applied.

[30] Minimize
energy and
latency

Message-passing framework using the structure of
the call graphs for decreasing the complexity of the
computation offloading.

Partial Single MU Single node • No security applied.

[31] Minimize
energy and
latency

A stochastic task arrival model for solving the
energy-latency trade-off problem.

Partial Multi MUs Single node • Interference that is caused by the
transmission of other users is not
considered.

[32] Minimize
energy and
latency

A three-step algorithm for optimizing the
offloading decisions and the resource allocation.

Partial Multi MUs Single node • Processing deadline for the user’s
computation tasks is not imposed

[33] Maximize
Revenue

Optimal approach for considering resource
allocation, computation offloading and content
caching.

Partial Multi MUs Single node • Computation task deadlines are not
considered.
• Wireless resource allocation was not
involved.

[34] Maximize
system utility

Semi-distributed and heuristic computation
offloading decision algorithm for optimizing the
resource allocation and offloading decisions.

Partial Multi MUs Single node • Only the resource allocation is considered
which is less effective.

[35] Maximize
system utility

Game-theoretic algorithm for handling the
cooperation between geographically distributed
service providers.

Full Multi MUs Multiple
nodes

• Resource cooperation type is not
considered.
• No security applied.

[36] Security CloudSafe system to protect the confidentiality of
user data using AES algorithm.

Full Single MU Multiple
nodes

• More management efforts where the data
are distributed over more than one server.

[37] Security Efficient framework for protecting the data storage
on the cloud computing.

Full Single MU Single node • Add an extra burden on the user to
classify the data.

[38] Security Verifiable outsourced multi-authority access control
approach is proposed

Full Single MU Multiple
nodes

• This approach is time-consuming

[39] Security Efficient and secured framework for mobile IoT
devices.

Full Single MU Single node • Require a long communication and cause
delay where the management and
processing are done by a cloud provider.
• Time-consuming for the large mobility
scale where the mobile users must repeat
the second step for each mobility change.

[40] Security A secure and cost-efficient offloading approach. Full Single MU Single node • Require a long communication and cause
delay where the management and
processing are done by a cloud provider.
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Table 2
Notations.
Notation Description

M The set of MUs
N Total number of MUs
i Refer to the ith MU
βi CPU cycles to accomplish the tasks
δi Data size for computation tasks
Γi Completion deadline for MU i
αi Computation offloading decision of MU i
ri Uplink data rate for MU i
B Total System Bandwidth
pi Transmission power of MU i
τi Channel gain of the base station
θ0 Density of noise power of channel
ζi Energy consumed per CPU cycle

f li Computational capability of MU i

f si Computation resource assigned to MU i
F MEC server computational capability
Si Security decision of MU i
Ci CPU cycles required to encrypt the tasks
Di CPU cycles required to decrypt the tasks

toffi Time for offloading tasks on the edge server

tproci Time for executing tasks on the edge server

eoffi Energy for offloading tasks at the edge server

tsecui Time for applying the security layer

esecui Energy for applying the security layer

T l
i Time for executing tasks on the MU i

E l
i Energy for executing tasks on the MU i

T s
i Time for executing tasks at the edge server

Es
i Energy for executing tasks at the edge server

H l
i Overhead for executing tasks on the MU i

Hs
i Overhead for executing tasks at the edge server

wt
i Local computational time weight of MU i

we
i Local computational energy weight of MU i

for different user transmissions in the same cell [44]. Therefore,
the uplink data rate for each MU i can be obtained as follows [45]:

ri = B . log2(1 +
piτ 2

i

θ0B
) (1)

where B denotes the system bandwidth, pi denotes the transmis-
sion power of MU i, θ0 denotes the density of noise power of
channel and τi denotes the channel gain of the base station.

Consequently, when all MUs offload their computation tasks
via the wireless access channel simultaneously during a compu-
tation offloading period, a constraint is the bandwidth limit, as
shown as follows:

N∑
i=1

αiri ≤ B, ∀i ∈ N (2)

In this study, we assume that the overhead consumption for
the output in terms of energy and time is neglected; this assump-
tion is caused by the data size being smaller after task execution
than it is before execution, and the downlink rate from the server
is higher than the uplink rate [34].

3.2. Computation model

This subsection introduces the computation offloading model.
First, as mentioned previously, our simulation has N MUs that
have a different computation and processing capacity require-
ment that must be completed. For each task, we use a tuple
{βi, δi, Γi} to represent the task requirement for each MU i, where
βi, δi, and Γi represent the number of CPU cycles, the data size,

and the completion deadline, respectively. The computation over-
head in terms of execution time and energy consumption for local
and MEC execution approaches will be discussed later in detail.

3.2.1. Time and energy for local computing
For the local computing approach, each MU i executes all

the computation tasks locally. In addition, each MU has differ-
ent computational capabilities. As a result, the total execution
time and energy consumption for executing the computation task
locally can be respectively expressed as:

T l
i =

βi

f li
(3)

E l
i = ζiβi (4)

where f li denotes the computational capability (CPU cycles per
seconds) of MU i, and ζi is a coefficient, that denotes the con-
sumed energy per CPU cycle. On the basis of the measurement ob-
tained in [46], we set ζi = 10−11(f li )

2, where the energy consump-
tion is a superlinear function of mobile device frequency [42].

3.2.2. Time and energy for edge server computing
For the edge computing approach, each MU i will offload its

computation task to the edge server via a wireless channel de-
pending on the computation offloading decision αi. With regard
to the communication model and the uplink data rate for each
user i, the total execution time for the remote execution of the
computation task on the edge server (i.e., task offloading and task
processing) can be expressed as:

toffi + tproci =
δi

ri
+

βi

f si
(5)

where f si denotes the computational capability of the edge server
assigned to MU i. However, we assume that the computation
resource allocated to each user is proportional to the computation
capability of that user.

Furthermore, the energy consumption for the remote exe-
cution of the computation task on the edge server (i.e., task
offloading only) can be expressed as:

eoffi = pit
off
i (6)

3.3. Security model

Each MU i can transmit the computation task’s data to the
MEC server via a wireless channel in the offloading case. In
addition, these data are vulnerable to different types of threat
and attack while transmitting to the edge server. As a result, an
AES cryptographic technique is introduced as a secured layer to
protect the computation tasks and their related data against the
different types of threat where it is considered the most popular
and standard symmetric cryptography algorithm for encrypting
and decrypting data confidently and also is efficient in terms of
security and performance [47,48].

For the security model, we denote Si ∈ {0, 1} as a binary
security decision for each MU i, where (Si = 0) indicates that
user i will offload the computation task and their data without
encryption, and (Si = 1) implies that the MU i will encrypt the
computation task and their data using the security layer before
transmitting to the edge server. Subsequently, upon receiving the
data, the edge server will decrypt the data, execute the compu-
tation tasks, and send the result back to the MU. Thus, we have
S = {S1, S2, . . . , SN} as the security decision profile for all MUs.
This decision is manually made by each MU on the basis of the
privacy requirements for the application data. Therefore, in view
of the security layer, the additional overhead in terms of time and
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Table 3
Simulation parameters.
Parameter Value

Total number of MUs N 30
System bandwidth B 20 MHz
Transmission power of MU pi 100 mW
Background noise θ0 −100 dBm
weights wt

i , w
e
i {0, 0.2, 0.5, 0.8, 1.0}

Data size for computation tasks δi 5000 kB
CPU cycles to accomplish tasks βi 1000 Megacycles
Computation capability of MU f li {0.4, 0.5, ..., 1.0} GHz
MEC server capability F 10 GHz

energy for the remote execution of computation tasks on the MEC
server can be respectively expressed as:

tsecui = tenc+dec
i = Siαi(

Ci

f li
+

Di

f si
) (7)

esecui = eenci = Siαi(ζiCi) (8)

where Ci and Di represent the total number of CPU cycles required
to encrypt and decrypt the data of the computation task on the
MU and at the edge server, respectively [49].

In view of the previous subsections, in which communication,
computation, and security models are considered, the total time
and energy for the execution of the computation tasks of MU i
can be respectively expressed as:

T s
i = tsecui + toffi + tproci (9)

Es
i = esecui + eoffi (10)

On the basis of Eqs. (3), (4), (9), and (10), the total overhead
to execute all tasks locally and remotely on the MU and at the
edge server in terms of execution time and energy consumption
can be respectively calculated as:

H l
i = wt

i T
l
i + we

i E
l
i (11)

Hs
i = wt

i T
s
i + we

i E
s
i (12)

where wt
i and we

i ∈ [0, 1] denote the weighting parameters
of execution time and energy consumption for MU i’s decision
making, respectively. For example, we

i = 1 and wt
i = 0 if the

mobile battery of user i is in a low state, whereas we
i = 0 and

wt
i = 1 if the MU i is running a real-time application sensitive

to the delay (e.g., video streaming); different values are set to we
i

and wt
i for different objectives.

The computation capabilities assigned to all MUs must be
quantified to construct the system model. They should be capped
by the available resources (i.e., the computation capacity of the
server CPU) on the edge server denoted by F , as shown as
follows:

N∑
i=1

αif si ≤ F , ∀i ∈ N (13)

Furthermore, from the developed system model, the compu-
tation offloading, resource allocation, and security will be formu-
lated as an optimization problem. This approach aids us develop
resource allocation and computation offloading with a data secu-
rity model for a multiuser MEC system, which will be discussed
in the next subsection.

3.4. Problem formulation

In this subsection, the integration model of resource allocation,
computation offloading, and security for a multiuser MEC system

is formulated as an optimization problem. Here, we aim to min-
imize the energy consumption and execution time of the entire
system is considered. Thus, the problem is formulated as follows:

min
α

[ N∑
i=1

αiHs
i +

N∑
i=1

(1 − αi)H l
i

]
s.t

[
αiEs

i + (1 − αi)E l
i

]
≤ E l

i , ∀i ∈ N C1
N∑
i=1

αiri ≤ B, ∀i ∈ N C2

N∑
i=1

αif si ≤ F , ∀i ∈ N C3

Ti ≤ Γi, ∀i ∈ N C4

αi ∈ {0, 1}, ∀i ∈ N C5

(14)

The objective function computes the minimal consumption in
terms of energy and time for the entire system. Constraint C1 en-
sures that the total energy consumption for the remote execution
for all the MUs does not exceed the total energy consumption
for local execution. Constraint C2 controls the channel bandwidth
capacity. Constraint C3 characterizes the upper limit of the CPU
capacity of the edge server. Constraint C4 determines the dead-
line requirement for the task completion. Finally, Constraint C5
guarantees that the computation offloading decision variable is
binary.

Our problem in Eq. (14) is an integer linear optimization
problem, in which the objective function and all the constraints
are linear. Thus, the optimal value of α∗ variable can be obtained
using the branch and bound method.

4. Algorithm design

An algorithm is designed to obtain an optimal solution to
the constrained optimization problem in Eq. (14), as shown in
Algorithm 1, which is self-explanatory. The algorithm provides
detailed processes to derive an optimal computation offloading
decision for multiple users.

The time complexity of this algorithm is represented by O(N),
where N denotes the total number of MUs. Therefore, the algo-
rithm does not consume additional MU resources.

In the designed algorithm, all MUs initialize their computation
offloading decision as αi(0) = 0, which implies local execution.
Then, each MU sends its tasks requirements {βi, δi, Γi, Ci,Di, pi}
and its computational capability f li to the nearest MEC server.
Subsequently, the MEC server obtains the number of users and
then calculates the data rate for each MU on the basis of Eq. (1).
Moreover, the MEC server determines the optimal computation
offloading decision αi values for each MU i, which is achieved
by solving the optimization problem in Eq. (14). Finally, each
MU receives a decision from the server, thereby minimizing the
overall time and energy consumption of the entire system.

5. Simulation results and discussion

This section demonstrates our proposed computation offload-
ing model through simulations. The performance of the model is
evaluated for the following four different scheduling policies.

1. Local Execution: No offloading exists. All tasks are exe-
cuted locally on MUs (αi = 0, ∀i ∈ N).

2. Full Offloading: All MUs offload their tasks to the MEC
server for remote execution (αi = 1, ∀i ∈ N).
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Algorithm 1 Multi-Users Computation Offloading Decision

1: Initialization: Each MU i initializes the offloading decision
with αi = 0, ∀i ∈ N

2: for all each MU i and at given time slot t do
3: Transmit the computation task requirements

{βi, δi, Γi, Ci,Di, pi} as well as the computational capability
of each MU f li to the edge server.

4: Get the number of users and its computation's require-
ments and then calculate the uplink data rate ri for each
MU using Eq. (1).

5: Find the optimal computation offloading decision values αi
for each MU which minimizes the overall consumption in
terms of energy and time of the entire system using Eq. (14).

6: Send the optimal computation offloading decision values αi
to each MU.

7: end for

3. Unsecured Model: The offloading decision is made on
the basis of the current environment without adding any
security layer for the protection of application data (αi ∈

{0, 1}, ∀i ∈ N).
4. Secured Model: The offloading decision is made on the

basis of the current environment with the addition of a
security layer for the protection of the application data
(αi ∈ {0, 1}, ∀i ∈ N).

Our simulations are run on a MATLAB-based simulator using
a computer equipped with Intel

®
Core(TM) i7-4770 CPU with

3.4 GHz frequency and 16 GB RAM capacity and runs Windows
10 Professional 64-bit platform. We consider an MEC system with
30 MUs. The CPU computational capability of each MU is ran-
domly assigned from the set {0.4, 0.5, . . . , 1.0} GHz to account
for the heterogeneous computing capability of MUs. The CPU
computational capability of the MEC server is set to be 10 GHz.
Accordingly, the computing speed of the MEC server is also set
to be 10 GHz. As an example of a sophisticated application, we
consider the face recognition application in [32], in which the
data size for the computation offloading is 5000 kB. The total
number of CPU cycles required to complete this task is 1000
megacycles. The decision weight of the execution time wt

i for
each MU is assigned randomly from the set {0, 0.2, 0.5, 0.8, 1.0}.
The decision weight for energy consumption is calculated from
we

i = 1−wt
i . For example, if wt

i = 1 (we
i = 0), then a user is only

concerned about the execution time (energy consumption); if
wt

i = 0.5, then MU i concerned about execution time and energy
consumption. Moreover, the number of CPU cycles required to
encrypt and decrypt the transmitted data is assumed to be 100
megacycles. Furthermore, the security decision is set randomly
in our simulation. Other settings on communication and compu-
tation are listed in Table 3. We perform our simulations for 50
runs, from which averaged results can be derived.

In our simulations, the offloading percentages of the MUs
for secured and unsecured models versus the total number of
MUs are shown in Fig. 3. The offloading percentage of the MUs
remains 100% when the number of MUs is less than 15 and begins
to decline as the number of MUs increases from 15. When the
number of MUs becomes sufficiently large, more devices will of-
fload their computation tasks to the MEC server, thereby causing
severe interference among one another. In this case, our model
automatically customizes the offloading requests generated by
MUs to minimize the overall energy consumption and execution
time. As a result, the offloading percentage decreases (Fig. 3).

Fig. 3. Offloading percentage of MUs.

The average execution time of offloading tasks to an MEC
server versus the number of MUs for the four different scenar-
ios is shown in Fig. 4. The figure shows a summation of two
times, that is, the communication time for transferring the task
data through the wireless channel, and the computation time
for running the tasks on the MEC server and encrypting and
decrypting in the secured model case. As shown in Fig. 4, when
the number of MUs is less than 15, full offloading with or without
security is better than local execution. However, as the number of
MUs further increases, the performance of full offloading declines
compared with local execution, whereas our offloading model
remains better than local execution. This result is due to the
fact the time for communication over the shared communication
channels increases with the number of MUs.

Fig. 5 depicts the average energy consumption of offloading
tasks to an MEC server versus the number of MUs. From this
figure, energy consumption increases linearly with the number of
MUs. When the number of users is greater than 15, our proposed
model can reduce the overall energy consumption. This phe-
nomenon is explained as follows. In the full offloading scenario,
all users compete for limited communication and computation
resources. As a result, the energy consumption of offloading tasks
will increase drastically when the number of MUs becomes large.

Fig. 6 shows the total overhead versus the number of MUs.
From the figure, with approximately 15 MUs, the total overhead
of full offloading becomes more than that of local execution. In
comparison, our model with or without security addition can
maintain a lower overhead than local execution. This result is
obtained because our proposed model selects some computation
tasks to offload while rejecting others in an optimal manner,
thereby minimizing the overall overhead in terms of time and
energy of the entire system.

Finally, our model with and without security addition is com-
pared with two related works (i.e., [17] and [21]) which are more
closer to our work. Fig. 7(a) depicts the energy consumption
versus the number of MUs for our model and the two related
works. The energy consumption for our model is less than other
two works. Furthermore, in comparison with the local execution,
Fig. 7(b) shows that the average energy saving of our model with
and without security addition and of [17] and [21] is 17.19%,
14.65%, 14.55%, and 14.62%, respectively. This result is obtained
because our model offloads only the intensive computation tasks
instead of all the application, such as in [17], which is considered
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Fig. 4. Execution time versus number of MUs.

Fig. 5. Energy consumption versus number of MUs.

Fig. 6. Total overhead versus number of MUs.

resource consuming. In addition, our model uses the orthogo-
nal frequency for different user transmissions in the same cell,
thereby mitigating the intracellular interference and allowing the
MUs to offload simultaneously. Moreover, our model selects some
MUs to offloaded their computation tasks while rejecting others
in an optimal manner.

6. Conclusions

In this study, we propose an efficient resource allocation and
computation offloading model for the multiuser MEC system.

In addition, an AES cryptographic technique is introduced as a
security layer to protect sensitive information from cyber-attacks.
Furthermore, an optimization problem, which can jointly con-
sider resource allocation, computation offloading decision, and
data security issues, is formulated to minimize the overall con-
sumption in terms of energy and task execution delay for MUs.
To address this problem efficiently, an optimal computation of-
floading algorithm is then developed with detailed processes
to determine the optimal offloading decision for the MUs. Fur-
thermore, simulation experiments of the proposed model are
presented in comparison with the local execution and the full
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Fig. 7. Comparison with two of related works.

offloading model with or without security addition. Finally, the
experimental results demonstrate that our proposed model with
or without security layer addition can minimize the total over-
head in terms of time and energy with approximately 15 MUs.
These results are obtained because our proposed model selects
some computation tasks to offload while rejecting others in an
optimal manner, thereby minimizing the overall overhead of the
entire system.

For future work, we will use an effective compression layer
to reduce the size of the offloading computation task’s data in
the low bandwidth state, thereby improving the performance of
the entire system. Another direction is to consider a more general
case where MUs may depart and leave dynamically within a
computation offloading period, which will be interesting and
technically challenging.
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