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ARTICLE INFO ABSTRACT
Keywords: For dynamic cloud environments and diverse user requirements, cloud service providers must adopt efficient
Cloud computing scheduling methods to fulfill the quality of service (QoS). However, existing scheduling approaches are still in-

Online task scheduling
Deep reinforcement learning
Quality of service

adequate in dealing with the online batch task scheduling problem in complex cloud environments. Specifically,
existing methods do not consider the scheduling order optimization of batch tasks while taking into account
long-term cumulative performance and robustness. This paper proposes an Adaptive QoS-Enhanced Schedul-
ing Framework (AQESF) based on the multi-action Proximal Policy Optimization to address this challenge. The
AQESF integrates the Deep Reinforcement Learning (DRL) Queue and the Multi-FIFO-Manner modules for joint
optimization to cover the task order and task placement solution space. Furthermore, placement decisions are
constrained to be solved in a more optimized space based on well-designed greedy algorithms. Extensive exper-
imental evaluations on the Alibaba trace demonstrate that AQESF exhibits superior cumulative performance of
average response time and success rate. Furthermore, AQESF exhibits strong robustness and low scheduling la-
tency compared with the common DRL task scheduling paradigm. Finally, we analyze the potential applications
of AQESF in VM placement and computation offloading.

1. Introduction lenging. Overall, the design of scheduling methods needs to consider
two essential points:
1.1. Background

o Stability. In dynamic cloud environments, not only do workload re-

With the high reliance of various enterprises on the convenient quests change, but accidents are inevitable within the data center,
and fast cloud computing service paradigm, cloud computing has been such as server downtime. The scheduling method needs to be robust
treated similarly to public utilities (water, electricity, etc.). Users can enough to handle these unforeseen events.
subscribe to cloud services tailored to their specific requirements [1]. e Superiority. The task scheduling problem behaves as an optimiza-
Cloud service providers (CSPs), drawing upon the hardware resources in tion problem with non-deterministic polynomial time complexity,
cloud data centers, employ virtualization technology to consolidate and i.e., NP-hard. Therefore, sub-optimal scheduling decisions should be
integrate heterogeneous hardware devices into virtual resource pools as close as possible to the optimal solutions. Simultaneously, it is
[2] to provide users with safe and reliable remote computing and stor- crucial to take into account long-term benefits.
age services. Furthermore, to deliver QoS to users and enhance resource
utilization, CSPs need to manage data center resources by leveraging In general, the data center receives batch tasks from users and then
scheduling techniques. schedules all tasks simultaneously by Broker [3,4], such type of problem

For CSPs, deploying a stable and reliable scheduling method is a pre- is abstracted as the generalized Batch-of-Tasks (BoT) scheduling prob-
requisite for realizing operational benefits. Furthermore, proposing ad- lem in this paper. Further, we consider the BoT online scheduling prob-
vanced scheduling methods to improve revenue is compelling but chal- lem (No main cache queue, all tasks need to be scheduled at current time).
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Fig. 1. Two modeling paradigms and solving manners.

There are generally two scenarios modeling and solution methods, as
shown in Fig. 1:

¢ Scenario 1. The data center will take the tasks that arrive simulta-
neously, randomly put them into a FIFO queue, and then schedule
them sequentially according to the order of the tasks in the queue.
This is to model the BoT as a FIFO task queue, only considering the
information of the first task in the queue that currently needs to be
scheduled, which is equivalent to scheduling one task online. Algo-
rithms that handle this scenario are MCT, E-PVM [5], and also Deep
Reinforcement Learning (DRL) [6-8].

Scenario 2. Modeling simultaneous arriving tasks as a Combina-
torial Optimization Problem (COP), and tasks within the BoT are
scheduled one by one, e.g., Min-Min. More directly, the entire BoT
is mapped for scheduling in a default order, e.g., Genetic Algorithms
(GA) and Ant Colony Systems [9-11] or DRL to solve COP [12]. This
modeling approach considers the information of the whole BoT, dif-
ferent from Scenario 1 (only one task).

1.2. Challenges and contributions

For the online BoT scheduling problem, the main challenge that
exists is how to consider scheduling decisions to optimize the long-
term benefits with good robustness. However, the above two modeling
paradigms and solving methods are difficult to meet the requirements
of long-term benefit and decision-making stability simultaneously.

Specifically, for optimizing the solution space coverage problem,
the modeling paradigm of Scenario 1 inevitably fails to cover the cur-
rent BoT’s own solution space, ignoring potential optimizations brought
about by task scheduling order. For Scenario 2, both types of algorithms
can obtain BoT information for decision-making. Algorithm type 1 can
optimize the scheduling order of tasks, while type 2 adopts the default
order. Nevertheless, neither of the two algorithm types can take into ac-
count the impact between the decision at 7 and 7 + 1, i.e., optimization
for sequential decision-making problems.

Regarding algorithm design, heuristics are highly explainable and
controllable, and their suboptimal scheduling results are within accept-
able margins. However, heuristic algorithms focus on optimizing task
scheduling at the current time or current batch, focusing on immedi-
ate gains and neglecting to optimize continuous incoming task requests
in the long run. DRL is a promising approach for solving the long-term
benefits. However, the stability of the environment is a key prerequi-
site for the effective training and decision-making capability of DRL. In
the case of drifting data distribution, DRL-based scheduling models may
fail due to insufficient generalization. In addition, when using DRL to
solve the online BoT scheduling problem, the optimal solution cannot
be obtained if the problem modeling does not cover the optimal solu-
tion space. Unfortunately, current research on online BoT scheduling
optimization based on DRL cannot effectively meet these requirements.
Specifically, it fails to simultaneously consider algorithmic robustness
and coverage of the solution space (scheduling order and placement)
while optimizing long-term rewards.

In this paper, we focus on the basic scheduling entity BoT, i.e.,
scheduling multiple BoTs to optimize the average response time (ART)
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and success rate (SR). This problem is formulated as a continuous deci-
sion problem embedded with COPs. We propose a novel Adaptive QoS-
Enhanced Scheduling Framework (AQESF) based on multi-action Proxi-
mal Policy Optimization (PPO) to optimize the cumulative performance.
Briefly, several significant contributions of this paper can be summa-
rized as:

1. We formally define the online BoT scheduling problem based on ART
and SR optimization under resource constraints and prove that the
problem is NP-hard in a static situation. Considering cumulative re-
ward optimization in the dynamic cloud environment, we model the
problem as a Markov decision process (MDP) and define the corre-
sponding state, action and reward function.

2. We propose AQESF, which integrates DRL-Queue and Multi-FIFO-
Manner (Multi-FM) modules to cover the solution search space for
task ordering and placement of the online BoT scheduling problem,
further approximating the optimal solution while considering long-
term rewards.

3. We design heuristic algorithms Minimum Completion Time (MCT)
and Opportunity Load Balancing (OLB) within Multi-FM, and adap-
tively select one of them according to DRL to implement schedul-
ing decisions in white-box scenarios, thereby limiting the decision-
making to a controllable and more optimal space.

4. By conducting extensive experiments on the Alibaba trace, we
compare with well-designed algorithms in different types (tradi-
tional heuristics, meta-heuristics, DRL-based algorithms). Our find-
ings demonstrate that AQESF can improve the heuristic algorithm to
achieve QoS-enhanced. Moreover, AQESF provides more robustness
and lower scheduling delay than the widely used DRL scheduling
paradigm.

The rest of this paper is organized as follows. Section 2 presents re-
lated work. Section 3 gives the problem definition and analyzes the com-
plexity of the problem. We focus on our AQESF in Section 4. Section 5
validates our method through extensive experiments. Section 6 gives
potential applications of our method in two application scenarios. We
summarize the work of this paper in the final section.

2. Related work

Generalized BoT scheduling research covers a variety of application
scenarios. It can be reduced to bin packing, job shop scheduling or se-
quential decision problems in most cases. Existing studies mainly use ap-
proximation algorithms for problem-solving, such as traditional heuris-
tics (greedy strategies, rule-based methods), meta-heuristics (iterative
search to obtain the optimal decision), and DRL methods.

2.1. Heuristics methods

In recent years, there have been emerging relevant research findings
for traditional heuristic methods. It is widely known that well-designed
heuristics provide acceptable scheduling performance, stability, inter-
pretability, and low scheduling delay. For example, Gupta et al. [13]
designed an enhanced Min-Min algorithm to optimize the completion
time of job flow and achieve load balancing. Wang et al. [14] designed
Sensible, an adaptive algorithm based on a rule-based policy that con-
stantly updates the priority of each host through ongoing measurements
of task RT. To address the Bi-objective optimization problem of schedul-
ing parallel jobs online to maximize user satisfaction and SaaS revenue,
Zheng et al. [15] proposed a greedy policy with §/6(p — 2) competitive
ratio to decide the purchase of instances and scheduling jobs. Construct-
ing VM scheduling as an online task scheduling problem, Lin et al. [16]
proposed PEAS, a scheduling method based on optimal server energy ef-
ficiency, which aims to select the PM with the most resource-satisfying
and energy-efficient PM for VM placement.

For COPs composed of a batch of workloads and system states, us-
ing meta-heuristic algorithms enables the search for solutions based on
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the designed fitness function. Although meta-heuristic methods perform
better in multi-objective optimization, they are generally only suitable
for latency-tolerant workloads due to the long solving time. Kumar et
al. [17] proposed a PSO-BOOST scheduling algorithm that gives a non-
dominated optimal solution set between cost and execution time based
on Pareto optimality theory. Sun et al. [18] proposed a flexible and
lightweight genetic algorithm (FGA) based on a polysomy-strengthening
elitist genetic algorithm to minimize the weighted sum of time and
energy consumption in dynamic task scheduling problems. Zhang et
al. [9] proposed an improved multi-objective optimization method, In-
MaOEA, which can simultaneously take into account task completion
time, scheduling cost, and task completion rate. Mousavi et al. [19]
proposed a directed non-dominated sorting genetic algorithm called D-
NSGA-II by introducing a recombination operator in NSGA-II. The algo-
rithm can control the selection pressure of the intelligence and use the
new operator to balance the exploratory and exploitative capabilities
of the algorithm. Considering the optimization of energy consumption
and makespan of MapReduce tasks, Demirbaga et al. [20] construct the
scheduling problem as a COP and propose the Ant Colony Optimisation
to solve it.

2.2. DRL-based methods

In recent years, DRL has been proposed for task scheduling to learn
the optimal decision through agent-environment interaction to optimize
cumulative rewards. Tong et al. [6] proposed a DDQN-TS task schedul-
ing scheme with a Bi-objective weighted reward function designed to
optimize the task completion rate and ART. Considering that different
types of jobs have different processing speeds on different types of vir-
tual machines (VMs) (I/O-intensive and computation-intensive), Huang
et al. [21] relied on predefined expert knowledge to optimize the ART
and the SR of latency-sensitive jobs using Dueling-DQN based on a gen-
erative adversarial imitation learning framework. Similarly, Tang et al.
[22] considered the task scheduling problem for heterogeneous VMs in
multi-cloud environments and proposed cost and makespan aware DQN
scheduling algorithms to train task scheduling by weighting cost and
makespan. Cui et al. [23] designed a multi-agent parallel Q-learning al-
gorithm to minimize the makespan and average waiting time of jobs.
Cheng et al. [24] considered VM rental cost and QoS (ART and SR) in
hybrid cloud environments. They used DQN to optimize the two ob-
jectives for weighted rewards. The experimental results show that the
proposed method has a significant advantage in terms of cost, but still
does not perform as well as some traditional heuristics in terms of ART.
Staffolani et al. [7] considered the workload allocation for distributed
queues. They proposed an RLQ scheduling framework based on the Dou-
ble DQN and the contextual bandit. They demonstrated that the RLQ has
fast convergence properties and better performance through extensive
experiments. Yang et al. [4] modeled the cost and benefit of batched
tasks as a single-objective optimization problem and proposed a DRL +
greedy scheduling method to maximize the data center gain. However,
the greedy algorithm makes it difficult to deal with problems that do
not have an optimal substructure in the time-series dimension.

2.3. Summary

The two major classes of algorithms (Heuristics and DRL-based meth-
ods) are commonly used to deal with task scheduling problems, but
all the existing studies have limitations. For example, heuristic meth-
ods cannot consider the optimization of cumulative performance, which
fails to obtain cumulatively optimal solutions for problems that do
not have optimal substructures in the time-series dimension. For on-
line BoT scheduling problems, if modeled as the scheduling paradigm
in Scenario 1, using DRL to solve the problem results in insufficient
state-action space coverage (i.e., without considering the task order).
If modeled as Scenario 2, the optimization of long-term rewards can-
not be considered. Additionally, relying on DRL for global optimiza-
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Fig. 2. Prototype of BoT scheduling in cloud data center.

tion search can lead to insufficient robustness. Therefore, the aforemen-
tioned scheduling methods still have some shortcomings.

3. Problem formulation
3.1. System model

To better understand the problem studied in this paper, we show the
problem prototype in Fig. 2. Specifically, the generalized BoT scheduling
procedure can be divided into the following stages:

1. Tasks Submission. Multiple users initiate tasks with resource re-
quirements (e.g., task length, task type, memory usage, etc.) to the
cloud data center. In this study, we do not consider the main cache
queue, i.e., all tasks received at the current time need to be scheduled
to the VM cache queue through the Broker and cannot be postponed
to the next time, i.e., online scheduling.

2. Tasks Scheduling. Based on the information collected by the
resource monitor, the Broker orchestrates the online scheduling
of tasks to VMs within the designated resource pool using pre-
established scheduling algorithms. Typically, two categories of al-
gorithms are employed, as shown in Fig. 1. The FIFO-manner algo-
rithm schedules tasks sequentially without using information from
other tasks in the current batch (e.g., MCT, round-robin, etc.). And
the COP-manner algorithm schedules a BoT concurrently (e.g., Min-
Min, GA, etc.).

3. Tasks Processing. When sufficient resources are available, tasks can
be executed immediately. Otherwise, tasks will wait for execution
on the VM cache queue, similar to many existing works [6,7]. In this
paper, we do not consider task backfilling and rescheduling. We only
consider FIFO queues in VM cache queue to ensure absolute fairness.

3.2. Problem definition

The problem studied in this paper is formally defined in this subsec-
tion. First, we describe the frequently used symbols in Table 1. Then, a
detailed modeling description is provided for this problem.

The CSP can receive user task requests and monitor resource usage in
the data center, which is the problem’s input. For each task request, rep-
resented by a tuple: task; =< task'®, tasko"T  task'e" task™e™ taskec’ >.
Where task® is the unique number of the task, task®'T is the ar-
rival time, task’®" is the length of the million instructions that need
to be processed, task™™ is the memory requirement, and task®’
is the expected completion time. For data center resources, VMs
serve as compute nodes for task execution, represented by: VM, =<
VM v Mproc Y ppmem v ppidlel 5 Where V M is the identification of
VM, V M?¢ denotes the processing speed of VM, and V M™™ is the
memory capacity. VM¥T denotes the time required for the VM re-
source release to transition to the idle state.
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Table 1

List of symbols.
Name Description
n The number of tasks
m The number of VMs
bs The batch size of tasks
task'd The id of task
taske'" The arrival timestamp of task
task'e The million instruction length of task
task™™ The memory of task request
taske The expected completion time of task
tasksar™ The start timestamp of task
taskerdT The finish timestamp of task
task*" The successful symbol of task
VM The id of VM
V MPpro The processing speed of VM
vV Mmem The memory of VM
v Midler Time required for VM to release resources into idle
s; The system state at timestamp ¢t
a, The action selected by DRL agent at timestamp t
r, Total rewards at timestamp t
RT The response time of task
SR The success rate of total tasks

Similar to the existing works [21,23], we assume that each task re-
quest is independent and cannot be further partitioned for processing.
Each task can be executed by only one VM, and each VM can only pro-
cess one task request at a time, which is the same as the Space-Shared
mode in the well-known simulation framework Cloudsim [25]:

L,
X = 0

where x; ; means that fask; is placed on V' M; or waiting for execution
in ¥’ M,’s cache queue. Tasks will wait for execution in the FIFO queue.
Then, after rask; is scheduled to V' M,, the start time taskj""’T of task;
is expressed as:

task; is placed in VM,
jIsp i Ie))

otherwise,

task‘;"”’T = max(0, VM[?dIeT) + task?”T. 2)

The QoS metrics under consideration in the task scheduling problem
include ART and SR. ART signifies the mean value of all task response
times within the observation window, directly reflecting user satisfac-
tion. It is expressed as follows:

1 n
ART = — z,: RT (task;). 3

Moreover, SR is intricately linked to the Service Level Agreement (SLA),
signifying whether the RT of a task can be accomplished within a pre-
defined task®’ during the observation window. rask®’ is specified in
the User-CSP agreement, and the violation will penalize the data cen-
ter. Therefore, we designate SR as the optimization objective at the data
center side, which is expressed by:

n
SR = % Z tasks. 4)
J

We address the task scheduling problem under resource constraints,
which can be formulated as an Integer Programming problem. It is im-
perative to highlight that, within the time-series dimension, scheduling
decisions have a subsequent impact on the system state once tasks are
heavy at the current time, i.e., the current BoT could not be completed
when the next BoT arrives. Therefore, the problem is also a sequential
decision problem, which can be expressed as follows:

m B

min(ART) = minL Y DY xi,RT(ask)) 5)
" Bbsy,.bs, T 7
m B

max(SR) = maxl Z Z Z x,»,jtask‘;’ (6)
M pbsybs, 17
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s.t
ariT r laskﬁ“"
— star arr’ _J
RT (taskj) = task'™"" — taskd"" + A )
1
rask = 1, RT(task;) < taskzc’ ®)
J 0, otherwise,
1or0, task™™m < VMimem
Xij = ! )
0, otherwise,
bsy < bsy <,...,< bs,, (10)
m
xei’j=1,Vj€n, an
i
x;; € {0,1},Viem,j €en, 12)

Egs. (5) and (6) are the optimization objectives of the problem. Eq. (7)
gives the calculation of the task RT. Constraint Eq. (8) implies that the
RT of a task needs to be completed within a pre-defined task®’ to be
valuable. Constraint Eq. (9) means that tasks can only be assigned to
VMs with sufficient resources. Constraint Eq. (10) indicates that differ-
ent batches of tasks are to be scheduled in temporal order. Egs. (11)
and (12) represent that all tasks need to be scheduled and executed.

3.3. Problem analysis

Intuitively, the optimal scheduling decision for the current BoT can
be obtained by enumeration, but it takes exponential time. The follow-
ing illustrates that the BoT scheduling problem, explicitly focusing on
SR optimization, is NP-hard.

Theorem 1. In resource-constrained scenarios, online scheduling for the
current BoT to optimize SR is an NP-hard problem.

Proof. To prove Theorem 1, we reduce this task scheduling problem
to the Multiple Knapsack Problem (MKP), which has been proven to be
NP-hard [26]. In this reduction, tasks and VMs are considered items and
multiple knapsacks. Scheduling is performed for the BoT at the current
time, so Egs. (6) and (10) take only one time slot b;, i.e., only one BoT is
considered for SR. Alternatively, in the simpler case, we set knapsacks
to be empty, i.e., Egs. (7) and (8) can be further simplified and merged.
Then, the problem can be reduced to:

m  bs
max(SR) = max% Z ; x; jtasky’ 13)
s.t
bs
Z x,-yjtaskj.e” < VMfWC,Vi €m, 14)
J
m
in,j =1,Vj €n, 15)
7
x;; €{0,1},Viem,j€en, (16)

The static scheduling of the current BoT can be viewed as a complex
unfolding of the MKP. Consequently, the problem studied in this paper
is also NP-hard. O

However, we study the problem of online scheduling for BoT in dy-
namic scenarios. The objectives ART and SR are both cumulative per-
formances, i.e., evaluation metrics computed after the completion of
scheduling of all tasks within the observation window. The problem can
be represented as a typical MDP in the time-series dimension. This im-
plies the sequential decision problem incorporating the COP, where the
COP is proved to be NP-hard in Theorem 1. Therefore, the modeling
paradigm of the problem is described in Fig. 3, the action g, needs to
maximize the immediate reward of the current COP as well as optimize
the cumulative reward on the time-series dimension.



H. Huang et al.

a; a, az a;
bt [oior) {eor] Ator] - [ator]
Problem 10 5,: COP S3: s¢: COP

bs; bs, bss - bs; T

v/\¥/‘\ o

n ] Tt-1

Fig. 3. Sequential Decision Problem incorporating Combinatorial Optimization
Problem.
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Fig. 4. Adaptive QoS-Enhanced Scheduling Framework.

4. Task scheduling by adaptive QoS-enhanced scheduling
framework

4.1. Adaptive QoS-enhanced scheduling framework

For the problem prototype illustrated in Fig. 3, an intuitive ap-
proach is to optimize the cumulative rewards using DRL techniques,
i.e., scheduling each BoT to optimize immediate reward at each time.
However, outputting a BoT scheduling decisions based on DRL requires
consideration of task scheduling order (with bs! search space) as well
as task placement locations (with m?* search space). Although DRL can
learn both of them simultaneously, the search space for solutions is very
large (i.e., m* x bs!), resulting in slow convergence or even failure to
converge. In addition, once the environment changes or the data dis-
tribution drifts, the model becomes more fragile and uncontrollable be-
cause task placement decisions are made in a black-box environment,
leading to a serious decline in scheduling performance.

Therefore, to compress the search space and provide a certain
scheduling stability, we propose a new method for online BoT schedul-
ing and give an Adaptive QoS-Enhanced Scheduling Framework as
shown in Fig. 4. AQESF has two co-optimization modules, named DRL-
Queue and Multi-FIFO-Manner. AQESF implements the joint optimiza-
tion of these two modules based on a multi-action DRL, optimizing both
the cumulative reward as well as the scheduling robustness.

DRL-Queue. When the system receives multiple tasks
{task,,task,,...,task,;}  simultaneously (i.e.,, BoT), the sys-
tem generally gets a random FIFO queue for task scheduling:
.. « task,;. DRL-Queue is a scheduling order decision
maker based on multi-action DRL for outputting an optimized FIFO
queue for task scheduling: task, < task, < ... «< task,,. Therefore,
based on the DRL-queue, we can obtain any task scheduling order in a
BoT.

Multi-FM. Then, based on the FIFO-manner scheduling algorithm,
the tasks are assigned to VMs one by one for processing or waiting in
the VM cache queue. Considering that only one greedy algorithm can-
not be adapted to dynamic cloud environments (illustrated by the Ex-
ample 1 shown in Fig. 5), we design a DRL-driven scheduling algorithm
selection module Multi-FM. It adaptively selects FIFO-manner schedul-
ing algorithms from rype preset algorithms.

task, < task, «

Future Generation Computer Systems 176 (2026) 108174

t, =1s t; =0s
1 1
r \ T
450 Mi 450 Mi 900 Mi 900 Mi
500m mem 500m mem 400m mem  450m mem
‘ task, ‘ ‘ task, ‘ ‘ task, ‘ ‘ task, ‘
[T TITIT] g
= = 400 Mips = = 300 Mips = = 900 Mips
H = 450mem I = 500 mem = = 800 mem
= = idleT=0 = = idleT=0 = = idleT=0
T T T
VM3 VM, VM,

Fig. 5. The greedy algorithm cannot obtain a cumulative optimal solution for
the problem without optimal substructures.

Obviously, DRL can be used to train two modules simultaneously
to achieve joint optimization of long-term rewards, reducing the search
space from (m"* x bs!) to (type x bs!). Although it may not cover the op-
timal search space, scheduling decisions can be restricted to a subopti-
mal search space, with FIFO-manner algorithms providing performance
guarantees. Meanwhile, this means that scheduling decisions are made
in a white-box environment, where scheduling decisions can be captured
and interpreted. Ultimately, AQESF is able to achieve both superiority
and stability.

Example 1. Suppose we can schedule tasks arriving at the same time
in any order based on DRL-Queue, but only one type of greedy algo-
rithm can be used, as illustrated in Fig. 5. When the MCT algorithm is
selected for scheduling, we are able to get ART = (1 +2)/2 = 1.5at¢, by
(task; - V My, task, — V M), which is the optimal decision at ¢,. At 1,,
wecanget ART = (1 +2+ 1.5+ 1.5)/4 = 1.5 still by MCT (task; - V' M,,
task, — V M,). However, using the ORACLE scheduling policy, after
scheduling at ¢, (task, > VM,, task, > V M3) and t, (task; > VM,
task, — V M), we can get ART = 1.1875, reducing the cumulative ART
by about 26 % compared to the MCT algorithm alone. This example
shows that a single greedy algorithm cannot obtain optimal cumulative
rewards on scheduling problems that do not have optimal substructures
in the time-series dimension because of resource constraints and dy-
namic requests. Furthermore, it illustrates that the deterministic search
strategy of a single greedy algorithm limits the scope of solutions.

4.2. Scheduling problem as MDP and algorithm design

4.2.1. MDP for decision-making

This paper addresses the online scheduling problem for BoT, which
is inherently a sequential decision problem. MDP is a general method
for modeling, which can be represented by a tuple: M =< S, A, P,R >.
Where S = {s, }1T denotes a set of states following the system, and s, rep-
resents the state at the current time. At each time ¢, the system chooses
an action a,, a, € A, and applies it to the environment. The system state
will update according to the state transfer function p(s,,ls;.a,), p € P,
then receives a reward r,, r, € R and moves to the next time state s, ;.
After traversing all tasks, the complete trajectories are obtained as fol-
lows:

S1,A] = F1y S,y = oo = Fpy Spp- an

However, the MDP state transfer probability P is unknown, and the
whole system has a continuous state and action space. Therefore, we
use the model-free PPO [27] for the problem solution. The correspond-
ing state space, action space, state transfer probability, and reward func-
tion are defined below.

4.2.2. Description of DRL

State space. Regarding the design of the state space S, there are two
components: the messages carried by tasks S7** and the resource usage
of the data center S”M. Specifically, at the current time ¢, the BoT with
the task state s7%* includes Task'" and Task™™. The resource state
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sVM is the time ¥ M ¥¢T needed for VM resources to be released. Then
the state s, at time 7 can be expressed as:
s, = [sV'M sTask) 18)
— idleT idleT res res
—[VM1 ,..,,VMm ,task1 ,...,taskbs 1,
where res € {len, mem}, denoting the two resources of tasks.

Action space. For the action space A, we use a continuous variable as
the task score for the DRL-Queue module, ranging from [0, 1]. The score
will determine the order of this BoT in the FIFO queue simultaneously.
In addition, we integrate Multi-FM for joint optimization, using contin-
uous type variables a*”° to determine the choice of the FIFO-manner

1
scheduling algorithm. The action a, is shown below:

type task task
atTask’arYP ] — [a 1 a, 2

task t
a, = AR e a?™, 19)

task; . .
where ¢;"" is the score of the current BoT. a;y 7 is the value to represent

the selection of scheduling algorithms, divided equally between [0, 1]
according to the number of candidate scheduling algorithms.

For the variable-length bs problem, we use large enough s, and q, to
cover the state and action space of the largest bs of BoTs. For small bs,
the state will fill with 0, and the masking action [28] will be adopted
to deal with the redundant a,, which is widely used in natural language
processing to handle different lengths of sentences.

State-transition probability. Since the agent cannot obtain the
state transition probability P(s,,l|s;,a,) of the whole system, we based
on the model-free PPO to learn the transfer probability P : Sx A — S,
as well as the maximum cumulative reward action g, through the con-
tinuous interaction between the DRL agent and environment.

Immediate reward. For the design of the reward function, some
correlation between ART and SR can be found. Specifically, when opti-
mizing SR for the current batch of BoT, it ensures that ART will not be
too bad. However, optimizing ART does not necessarily lead to signifi-
cant improvements in SR. Therefore, the reward is defined as SR within
AQESF, which optimizes the NP-hard problem proven by Theorem 1:

1
=g ; task’. (20

It is also possible to use a reward function weighted by ART and SR
[21]. But adding parameters reduces the usability of the algorithm. It is
worth noting that DRL is only used to improve the performance of the
scheduling algorithm, and the task placement decisions are still deter-
mined by the scheduling algorithm. Therefore, we discuss the adopted
scheduling algorithm for optimizing ART in the next subsection.

4.2.3. Scheduling algorithm

Algorithms 1 and 2 are the pseudo-codes of AQESF and Multi-FM
with candidate scheduling algorithms, respectively. For the optimiza-
tion objectives (Egs. (5) and (6)), we design Multi-FM embedding two
FIFO-manner algorithms, MCT and OLB, as described in Algorithm 2.
The heuristic idea is to improve the utilization of high-performance com-
puting resources, which is intuitively seen in two cases:

1. When there are fewer tasks in recent BoT, the MCT algorithm is used
to greedily select the VM with the shortest RT for scheduling, which
can improve the ART of tasks.

2. When there are more tasks in the recent BoT, and the demand
for heterogeneous resources is high, we design the OLB algorithm
to achieve load balancing and improve the utilization of high-
performance VMs.

Both scheduling algorithms can improve ART. MCT is designed to im-
prove the use of high-performance computing resources, while OLB en-
hances the use of high-performance computing resources on the premise
of improving VM utilization. Therefore, the reward is designed to op-
timize only SR (Eq. (20)). Nonetheless, manually selecting the FIFO-
manner scheduling algorithm based on system states proves challeng-
ing, involving numerous factors such as current system state, future task
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Algorithm 1: AQESF training algorithm.

1 Input: Initialize Actor z, with parameter 6, 69" = 6.
Initialize Critic xp, with parameter 0, 021" = 0. Initialize
learning rate a4 and ac, ny,,, discount factor y, clip
coefficient ¢, replay buffer g.

2 Output: Optimized parameters 6, and 6.

3 for epoch=1,2,...,N do

4 fort=1,2,...,T do

5 Obtain action a, by z,, to get the scores of tasks based
on the state s, = [s}M, sT5];
6 Update queue {task, « task, « ... « task,;} to
{task, « task, < ... « task,,} according to a!**;
7 Choose Scheduling algorithm according to a/””;
8 Apply Algorithm 2 to get r;;
9 Obtain s,,, and Store(s,, a;, r;,5,41) in f;
10 if len(p) > n,, then
1 for update epoch = 1 to K do
12 Sample mini-batch trajectories from g and
Compute loss function(22)(25);
13 Update 6, and 6. via (24) and (27) with
Adam Optimizer, respectively;
14 end
15 Clear g;
16 Soft update 99 = 6, and 9%"’ =0c¢;
17 end
18 end
19 end

Algorithm 2: Multi-FIFO-manner module with MCT and OLB
algorithms.

1 Input: aP% {task, < task, < ...

2 Output: r, and Update s,

° VM  Task
« taskys}, s/, s 8.

3 Resetr, =0;
4 if a”” > 0.5 then // OLB

5 for j =110 bs do
6 Select {V M}, iq1er With the minimum idle time
which meet task;."e'”;
7 Select the V M ?:l » with the fastest process speed from
{VM }min_idleT; _
8 Scheduling rask; to VM ﬁ:f; and obtain task’;
9 r+ = taskjf’;
10 end
11 end
12 else // MCT
13 for j =1 to0 bs do
14 Select {V M} subset which meet task;”e’”;
15 Select the V M2>™¢ with the minimum completion time
from {VM};
16 Scheduling rask;to V M) and obtain tasky’;
17 ret = tasky’;
18 end
19 end

requests, and task ordering. Therefore, we designed Multi-FM, which
uses DRL to autonomously determine the algorithm (Algorithm 1, lines
7-8), and combines it with the task ordering output by DRL-Queue
(Algorithm 1, line 6) to ultimately achieve collaborative optimization.
Time complexity. The time complexity of scheduling BoT consists
of two parts. For the DRL-Queue, we set L as the number of layers
of the network and L; as the number of neurons in the ith layer. The
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time complexity of DRL-Queue is O(x), k = ZiL’l(Li % L, ). For the
Mutil-FM, the time complexity of the adopted scheduling algorithm is
O(bs), and bs denotes the number of tasks in a batch. Hence, for each
BoT, the total time complexity is O(k + bs).

4.2.4. Model-training

For the AQESF training, we used the PPO-Clip model. Different from
the general DRL model, the PPO-Clip model proposes the objective of a
truncated probability ratio to estimate the performance of the Actor in
the Actor-Critic network. Where the truncation probability ratio is used
for the importance sampling weights of the new Actor network z, and
the old Actor network Tgold

7y, (als,)

ﬂgﬂd (atlst) ’

p(B4) = 2D

For a more stable and reliable model training process, PPO-Clip uses
clip loss:

LP(0,4) = Elmin(p,(0)A,. clip(p0,4), 1 — €, 1+ €))A,], (22)
where e is the clip range. Similar to the Policy Gradient algorithm [29],
A, denotes the estimated advantage function by Zyota, denoted as:

A

Ay =1 7 Voua (5111) = Voaa s)), (23)

where y denotes the discount factor and Hg’d is a parameter of the old
Critic network. Then, the model can perform gradient updates by sam-
pling mini-batch data from the experience pool. The Actor network pa-
rameters 0, can be updated as:

04 =05 —a,Vy LP(0,), 24)

a, is the learning rate of the Actor-network. The loss function of the
Critic network is the mean square error:

LEOc) = Vo (5) = Vir(s))s (25)
where V,,.(s,) denotes the time difference error calculated from:
Viar(s) =1, + VVgé’d (Se41)- (26)

Using a to denote the learning rate of the Critic network, the pa-
rameter update of the Critic network 6. can be expressed as:

Oc =029 —acVy, LE©,). 27)
5. Experimental evaluation

In this section, we verify the performance of the algorithms proposed
in this paper by simulation. First, we introduce the experiment settings
and the comparison algorithms. Then, to demonstrate the superiority of
AQESF, we compared it to other algorithms in different aspects.

5.1. Experimental setup

Based on the problem modeling described in the previous sections,
we use the deep learning framework PyTorch to achieve DRL-Queue and
Multi-FM modules based on the multi-action PPO. The Actor and Critic
networks of PPO comprise two multi-layer perception neural networks
with 256 hidden neurons in each layer, ReLU as the activation function,
and gradient updating using the Adam optimizer [30]. In order to obtain
good training results, the system states are scaled to the same magnitude
to eliminate the differences in data. More network parameters can be
found in Table 2.

Without loss of generality, the dataset we use is similar to the setup
of the study [6] with Alibaba trace for evaluation. Specifically, we scaled
the tasks MI to less than 1000 MI based on the machine utilization. We
generate arrival times for each BoT that follow a Poisson distribution.
The memory requirements of tasks are sampled integers from a random
distribution. We provide four types of VM instances, three each, to re-
flect different computational resources. Table 3 shows other parameters
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Table 2
Parameters of the PPO-Clip model.
Parameter Values
Training steps N 5000 s n
Discount factor y 0.99
Learning rate a, = a¢ 3e—4
Mini-batch size 64
Clip coefficient e 0.2
Replay Buffer Capacity C 2048
Update epochs K 5
Table 3
Parameters for simulation cloud environment.
Parameter Values
Total number of VMs 12

Length of tasks Convert utilization to tasks MI
Memory of tasks Random Integer (0~1000) MB
Expected completion time 1.8s

Memory of VMs {256,512,768,1024} MB
Frequency of VMs {250,500,750,1000} MIPS

of the simulation environment. In addition, we set all the task®’ = 1.8s to
make sure that SLA is satisfied, i.e. rask®’ > {V MP¢} ;. [{task'"} ...

We compare AQESF with existing algorithms for validation. The
FIFO-manner and COP-manner algorithms are included:

e MCT: Select the VM with the shortest response time for the current
task to schedule.

e OLB: Select the VM subset with the minimum idle time, then select
the fastest process speed VM from those.

e Min-Min: Calculate the RT of each task in all available VMs, then

select the task with the smallest RT from the BoT and assign it to the

corresponding VM, and iterate through the BoT.

FGA [18]: The FGA employs the Strengthen Elitist GA to deal with

Bi-objectives COP. For better performance, we are consistent with

FGA that uses Bi-objective weighting to design the fitness function

F, i.e., Eq. (28). We limit the population size to 50 and the num-

ber of iterations to 200 to reduce the solving time. We adopt the

experimental results with the best parameter w € (0 ~ 1):

task'e"

F=w=x R
Z RT (task;) « V M]™

+(1 —w) * Z tasky". (28)
bs bs

e CMA-DQN [22]: We use the reward function proposed in Ref. [21]
to obtain better performance of ART and SR, as shown below:

taxkj,""
r; = RT(task/)*VM,.pwC ’
0, RT(task;) > taskee.

RT (task;) > task*! (29)

e RLQ [7]: Based on Double DQN, the contextual bandit historical in-
formation is fully utilized as prior knowledge for model training. The
reward function is also Eq. (29).

We answer the following questions about stability and superiority of
AQESF through our experiments: Q1. How much is the performance im-
provement of our approach compared to different types of algorithms?
Q2. How does our scheduling model perform in terms of cumulative
performance? Q3. How does AQESF perform robustly compared to the
widely adopted DRL scheduling algorithm? Q4. How much do DRL-
Queue and Mutil-FM modules enhance the scheduling model?

5.2. EXP1: scheduling performance comparisons

To answer Q1, we compare different algorithms on ART and SR with
different distribution datasets and different average batch sizes (AvgBs)
of tasks. The datasets are divided according to different ranges of tasks
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Table 4
Performance comparison for 500 tasks in different datasets (Small, Medium and Large).

Small

Metrics AvgBs MCT OLB Min-Min FGA CMA-DQN RLQ AQESF
6 0.391 0.394 0.389 0.474 0.403 0.411 0.387

ART 8 0.452 0.44 0.44 0.507 0.456 0.472 0.445
10 0.629 0.587 0.629 0.665 0.608 0.629 0.574
12 0.912 0.875 0.925 0.961 0.907 0.912 0.862
6 0.998 0.998 0.998 0.998 0.998 0.998 0.998

SR 8 0.998 0.998 0.998 0.998 0.998 0.998 0.998
10 0.998 0.996 0.994 0.996 0.988 0.988 0.998
12 0.856 0.88 0.86 0.902 0.866 0.876 0.9

Medium

Metrics AvgBs MCT OLB Min-Min FGA CMA-DQN RLQ AQESF
6 0.325 0.326 0.321 0.395 0.353 0.359 0.32

ART 8 0.602 0.57 0.586 0.614 0.598 0.607 0.551
10 0.679 0.63 0.662 0.708 0.656 0.695 0.587
12 0.908 0.84 0.883 0.883 0.91 0.92 0.823
6 0.998 0.986 0.998 0.998 0.998 0.998 0.998

SR 8 0.922 0.96 0.914 0.958 0.946 0.93 0.984
10 0.918 0.936 0.928 0.936 0.936 0.924 0.972
12 0.852 0.89 0.862 0.896 0.878 0.872 0.936

Large

Metrics AvgBs MCT OLB Min-Min FGA CMA-DQN RLQ AQESF
6 0.482 0.474 0.487 0.56 0.502 0.5 0.47

ART 8 0.594 0.571 0.613 0.64 0.599 0.612 0.563
10 0.793 0.775 0.807 0.855 0.811 0.825 0.764
12 1.569 1.5 1.544 1.609 1.521 1.566 1.468
6 0.994 0.998 0.99 0.992 0.992 0.994 0.998

SR 8 0.996 0.996 0.994 0.99 0.99 0.992 0.998
10 0.868 0.862 0.866 0.898 0.864 0.882 0.886
12 0.613 0.635 0.635 0.665 0.635 0.651 0.679

Small Medium Large Small Medium Large
1.09 1.0 4 1.0 E—
E
g os 05 05 5
oo Jood o Jeodef S
100 200 300 400 0 200 400 600 0 250 500 750
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Fig. 6. Three different distributions of task MI.

MI (Small, Medium and Large) and they have different CDF distribu-
tions, as shown in Fig. 6. The experimental results are shown in Table 4.

For the comparison of traditional heuristics (MCT, OLB and Min-
Min), the clear trend is that as task MI or AvgBs increase, OLB is pro-
gressively superior to others in most cases. A crucial reason is that OLB
optimizes VM utilization and improves the use of high-performance
VMs. This is crucial in terms of considering long-term benefits. Among
the algorithms only optimized for ART, the Min-Min is based on COP-
manner and MCT is FIFO-manner, they do not show a clear pattern
across datasets and AvgBs. This suggests that the short task prioritiza-
tion brought about by Min-Min is not effective in improving ART and
that the task ordering needs to be adaptive. In addition, compared to the
methods that also use COP-manner for scheduling, FGA is optimized for
bi-objective and shows significant improvement in SR compared to Min-
Min. However, compared to Min-Min, which is optimized for ART only,
FGA still performs poorly in ART, even with the best parameter w chosen
in the fitness function.

When comparing algorithms incorporating DRL techniques, it is clear
that the Bi-objectives optimization maintains: AQESF > CMA-DQN >
RLQ. The critical reason is that AQESF is based on the COP-manner,
utilizing a batch of task information to assist in scheduling decisions.

6 8 10 12 6 8 10 12 6 8 10 12

Average Batch size Average Batch size Average Batch size

Fig. 7. Number of calls for MCT and OLB.

In contrast, both the CMA-DQN and the RLQ operate in a FIFO-manner,
neglecting the performance impact caused by task ordering.

The AQESF leverages Multi-FM to confine the search space to a more
optimal domain, coupling with DRL-Queue for cumulative performance
enhancement, which ultimately leads to the SOTA performance for op-
timization with Bi-objectives. However, we still find that AQESF is still
sub-optimal in some results, such as the case (Small, AvgBs=8, ART),
where ART is weak, which occurs at SR = 0.998, it is difficult to im-
prove ART because the reward has converged to almost optimal and the
reward function is designed for SR only. For the case of weak SR (Small,
AvgBs=12, SR; Large, AvgBs=10, SR), this is a problem caused by the
lack of search space due to task placement with only two algorithms to
execute.

In addition, we are very interested in the number of calls for the two
algorithms in the Multi-FM, so we show it in Fig. 7. We can find that
the OLB increases gradually as the AvgBs increase. Except for AvgBs =
6, this is also due to the fact that the reward is almost optimal and the
reward function is designed for SR only, resulting in Multi-FM not being
able to learn further.
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Fig. 8. Cumulative performance of different scheduling algorithms with
AvgBs=10, 5000 tasks.

5.3. EXP2: scalability evaluation

Concerning Q2, we investigate the cumulative performance of the
scheduling model over more prolonged traces, as shown in Fig. 8. For
the cumulative ART and SR, it can be found that with the growing
task sequences and different task request fluctuations, our method al-
ways shows optimal performance in terms of ART. Moreover, the per-
formance in SR is better than that of CMA-DQN and the RLQ in most
cases. Compared with other scheduling algorithms not supported by the
DRL technique, AQESF has 3.7 %~16.6 % latency reduction in ART and
0.1 %~2.7 % improvement in SR. In addition, starting from task ~ 3000,
the task size becomes larger, and although the traditional heuristic al-
gorithm (MCT, OLB and Min-Min) optimized for ART still maintains
a better ART, there is a serious decline in SR. In contrast, the al-
gorithm (FGA, CMA-DQN and RLQ) optimized for SR still maintains
high SR.

For the cumulative latency of different algorithms for task schedul-
ing decisions, the FGA algorithm exhibits high scheduling latency and
cannot be applied to latency-sensitive online scheduling decisions. The
other algorithms are all able to process 5000 task decisions in less than
1s. The scheduling latency of AQESF is similar to COP-manner tradi-
tional heuristic algorithms with time complexity O(bs?). It is better than
the CMA-DQN and the RLQ since AQESF can make decisions for a BoT
by inferring the DRL model only once. Whereas the CMA-DQN and the
RLQ need to go through the DRL model bs times to generate inferred
decisions, i.e., the time complexity of both the CMA-DQN and the RLQ
is O(x X bs). The rest of the traditional heuristic algorithms have shorter
scheduling latency, which is predictable. Table 5 shows more detailed
inference latency of different algorithms, and our proposed AQESF and
Min-Min are on the same order of magnitude.

Table 5

Average inference latency per task (ms).
MCT OLB Min-Min FGA CMA-DQN RLQ AQESF
0.009 0.008 0.037 9.273 0.132 0.121 0.041
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Fig. 9. Robustness performance of DRL integrating algorithms in VMs break-
down with AvgBs =10 (Medium).
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Fig. 10. Robustness performance of DRL integrating algorithms in Random
benchmark with different AvgBs (Medium).

5.4. EXP3: scheduling robustness comparison

In this subsection, the Q3 will be answered. Considering the data
center environment, unpredictable accidents, such as server downtime
leading to unavailability of nodes or drift in the distribution of work-
load, are possible. In this set of experiments, we compare the robustness
performance of algorithms with DRL integration.

First, we compare the performance of algorithms in processing 500
tasks when the number of VM breakdowns is 1,2,3, respectively. From
the experimental results in Fig. 9, it can be found that all scheduling
models undergo different degrees of degradation in both ART and SR as
the number of VMs breakdown increases. The Bi-objectives performance
always maintains: AQESF > CMA-DQN > RLQ. Compared to CMA-DQN,
AQESF maintains a 5.8 % to 8.5 % time overhead reduction in ART and
0.2% to 0.9 % improvement in SR.

Moreover, these three algorithms are integrated with the DRL tech-
nique, which is trained by Alibaba trace, and then these scheduling mod-
els are applied to the Random benchmark. We conducted ten separate
experiments to test the performance in the face of data distribution drift
over a short period of time (200 tasks in 20s), as shown in Fig. 10. It can
be observed that the average performance of the CMA-DQN and the RLQ
models is always weaker than that of AQESF under different AvgBs, and
the standard deviation is also relatively poor. In the worst case of CMA-
DON, AQESF has a 17.3 % reduction in ART and a 3.5 % increase in SR.
Predictably, if both task scheduling order and placement decisions are
learned and inferred using DRL, it may lead to poor model robustness,
which is not friendly for real-world scenarios.

5.5. EXP4: ablation study

Next, for Q4, we conducted ablation experiments to demonstrate the
enhancement in scheduling performance through the joint optimization
of DRL-Queue and Multi-FM in AQESF. For model training and compar-
ison, we remove the DRL-Queue (MCT + OLB), the OLB (DRL+ MCT),
and the MCT (DRL+ OLB), respectively. The MCT + OLB indicates that
the Multi-FM will decide which scheduling algorithm to use for each task
placement. Table 6 shows that our method remains optimal on both ART
and SR. This suggests that AQESF is able to find better solutions while
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Table 6
Comparative results of ablation studies (Medium).
Metrics  Algorithm AveBs
6 8 10 12
AQESF 0.32 0.551 0.587 0.823
ART DRL+MCT 0.327 0.575 0.63 0.872
DRL+OLB 0.33 0.555 0.587 0.824
MCT +OLB 0.327 0.568 0.624 0.842
AQESF 0.998 0.984 0.972 0.936
SR DRL+MCT 0.998 0.956 0.95 0.896
DRL+OLB 0.986 0.978 0.968 0.932
MCT +OLB 0.998 0.97 0.936 0.9
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Fig. 11. Convergence curves for comparison models in ablation experiments
(Medium, AvgBs=8).

covering a wider optimization space. In addition, DRL-Queue does im-
prove the performance of the greedy algorithm (Compared to the MCT
and OLB results in Table 4), but the DRL + single greedy algorithm really
does not handle dynamic user requests efficiently (As shown in Exam-
ple 1).

From the model convergence curve in Fig. 11, it is found that our
model gradually converges to the optimum, which implies that AQESF
can organically combine the DRL-Queue and the Multi-FM to realize the
approximation of optimal solutions. Overall, the performance of ART
and SR maintains: AQESF > DRL+ OLB > MCT + OLB > DRL+ MCT.

6. Potential applications

Potential applications of AQESF will be discussed in this section.
Specifically, the problem addressed by AQESF is an online scheduling
problem for a batch of workloads. We elaborate on potential applica-
tions of AQESF to the following scenarios: VM placement [8] and com-
putation offloading [31].

VM Placement. In VM consolidation, VM placement is regarded as
a bin packing problem. Moreover, the requests within VMs persistently
arrive and execute, leading to fluctuations in vCPU utilization of VMs,
as depicted in Fig. 12(a). This means that the placement decision for
that batch of VMs at time ¢; has a lasting impact on subsequent system
changes. The problem is modeled similarly as described in Fig. 3.

Researchers often model the current batch of VMs to be placed, to-
gether with the servers, as COP, and use traditional heuristics [16] or
meta-heuristics to solve it [32], and do not consider the cumulative per-
formance. Alternatively, the batch of VMs is placed one by one in the
default order using DRL [8], which cannot fully utilize the information
of the current batch of VMs. None of the existing work can take into
account both sequential decision-making and COP solving.

Computation Offloading. In computation offloading, as shown in
Fig. 12(b). The compute nodes have different capabilities and resource
constraints, and the user offloads the BoT within the job to these nodes
for processing. The maximum response time of the BoT is the job comple-
tion time (JCT), which can be reduced to a NP-hard partitioning problem
[31].

Many studies typically formulate this offloading problem as COP
with the primary goal of minimizing JCT. However, they do not con-
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Fig. 12. Potential Applications of AQESF.

sider the impact of task placement on subsequent system states. The
AQESF can be applied to optimize the cumulative rewards by further
enhancing the existing state-of-the-art FIFO-manner approaches.

7. Conclusion and future work

In this study, our focus lies in addressing the generalized online
BoT scheduling problem while optimizing cumulative performance. We
model this problem as a sequential decision problem incorporating COP.
Further, we formulate the online BoT scheduling problem as an MDP
and AQESF to solve it. Experiments demonstrate that AQESF achieves
SOTA results in both ART and SR compared to traditional heuristics,
meta-heuristics, and DRL-based methods. Moreover, our method ex-
hibits stronger robustness and lower scheduling latency compared to
the widely used DRL task scheduling paradigm.

In future work, we discuss potential scenarios of AQESF. The schedul-
ing framework fits well with the widely studied problems of VM place-
ment and computation offloading. This means we can use the AQESF
framework to further enhance the performance of the FIFO-manner al-
gorithms that have performed well within these problems. Additionally,
we can explore the impact of weighted reward functions on the opti-
mization objective within this framework, as well as conduct simulta-
neous exploration of both scheduling order and placement using DRL to
discover optimal solutions.
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