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Abstract—To prevent students from learning risks and improve teachers’ teaching quality, it is of great significance to provide accurate early warning of learning performance to students by analyzing their interactions through an e-learning system. In existing research, the correlations between learning risks and students’ changing cognitive abilities or learning states are still underexplored, and the personalized early warning is unavailable for students at different levels. To accurately identify the possible learning risks faced by students at different levels, this article proposes a personalized early warning approach to learning performance for college students via cognitive ability and learning state modeling. In this approach, students’ learning process data and historical performance data are analyzed to track students’ cognitive abilities in the whole learning process, and model their learning states from four dimensions, i.e., learning quality, learning engagement, latent learning state, and historical learning state. Then, the Adaboost algorithm is used to predict students’ learning performance, and an evaluation rule with five levels is designed to dynamically provide multilevel personalized early warning to students. Finally, the comparative experiments based on real-world datasets demonstrate that the proposed approach could effectively predict all students’ learning performance, and provide accurate early warning services to them.

Index Terms—Cognitive ability modeling, learning performance prediction, learning state modeling, multilevel early warning (EW), personalized EW.

NOMENCLATURE

CDM Cognitive diagnosis model [1].
IRT Item response theory [2].
DINA Deterministic inputs, noisy and-gate [3].
FuzzyCDF Fuzzy cognitive diagnosis framework [4].
FC-CDF Fuzzy cloud cognitive diagnosis framework [5].
BKT Bayesian knowledge tracing [6].
DBKT Dynamic Bayesian knowledge tracing [7].
LFA Learning factors analysis [8].
DKT Deep knowledge tracing [9].
LPKT Learning process-consistent knowledge tracing [10].

I. INTRODUCTION

A. Motivations

By mining and analyzing the data related to students’ learning processes, early warning (EW) of learning performance aims to identify the students who might be at risk for their learning in the future [11]. EW could not only urge students to make timely self-correction but also assist teachers in adapting their instructional strategies, and is of great significance in promoting students’ academic success and improving teachers’ instructional quality [12]. Moreover, in recent years, China is vigorously promoting the Engineering Education Accreditation. It is necessary to establish an effective quality monitoring mechanism of the teaching process to ensure that students achieve the overall teaching objectives of a course and the training objectives of a major. Therefore, it has become a hotspot to provide dynamic and accurate EW to students with different characteristics on the basis of continuous monitoring of their whole learning process [13], [14].

Despite the efforts of previous research in EW of learning performance, there are still the following limitations [15], [16], [17].

1) EW is usually modeled as a classification problem of learning performance, and mainly focuses on identifying students at risk of dropout [17], failure [18], or delayed graduation [19]. In practical teaching process, we should not only pay more attention to the underachieving students, but also pay attention to all students’ fluctuations
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in academic performance. For example, both George and Bob rank around 50% in the exams in a course. George’s performance has remained around the top 50% of the class in previous courses, while Bob’s ranking has consistently declined from the top 10% to 50%. Therefore, it is urgent to warn George about the fluctuations and send prompts to teachers to provide appropriate intervention and personalized instruction to George. However, existing research lacks the ability to analyze the different learning characteristics of students at different levels [20], failing to provide personalized EW to all students.

2) Existing research usually predicts a student who might be at risk for their learning in the future based on the student’s demographic information and test scores. Nevertheless, it is difficult to reveal the correlation between learning risks and students’ changing cognitive abilities or learning states. For example, suppose that George and Bob with similar background have an average score of about 70 in a phase exam of a multiphase course. However, their learning process data recorded in an e-learning system could demonstrate some significant differences between George and Bob. George has mastered all key knowledge concepts and actively participated in the daily learning process. However, as a result of carelessness, George has poor performance in this exam. Bob has insufficient mastery on knowledge concepts and has not actively engaged in daily learning activities. Obviously, since George and Bob face different levels of learning risks, we should send different EW signals to them. However, the existing research has failed to accurately evaluate the students’ changing cognitive abilities and learning states. Thus, it is not conducive to achieve accurate and personalized EW [20].

Aiming at the limitations of existing research, this article proposes a personalized EW approach to learning performance via cognitive ability and learning state modeling. In this approach, the students’ changing cognitive states are dynamically analyzed based on their learning process data. Then, the learning process data and historical performance data from an e-learning system are mixed to model the students’ learning features from multiple dimensions. Based on these features, the students’ learning performance in the next phase is predicted. By comprehensively analyzing the historical and predicted data about the students’ learning performance, a five-level evaluation rule for EW is designed to provide multilevel and differentiated early warning results to all students. The experiments based on real-world datasets demonstrate that the proposed approach is effective to predict all students’ learning performance, and provide accurate early warning services.

B. Our Contributions

The main contributions of this article are as follows.

1) To explore the correlation between learning risks and students’ changing cognitive abilities or learning states, this article proposes a comprehensive approach to model students’ cognitive abilities and learning states. The students’ cognitive abilities are measured with a DKT model, and the students’ learning states are modeled from four dimensions, i.e., learning quality (LQ), learning engagement (LE), latent learning state (LLS), and historical learning state (HLS). The modeling results of students’ cognitive abilities and learning states serve as a crucial decision-making foundation for personalized early warning.

2) To accurately identify the earning risks of students at different levels, this article innovatively designs a personalized early warning approach to learning performance from the perspective of multiclassification. The learning performance of students is predicted via an Adaboost algorithm and divided into five grades, i.e., excellent, good, medium, pass, and fail. Then, the five-level evaluation rules are designed to provide differentiated EW to students. The proposed approach is conducive to preventing students from encountering learning risks and helping teachers improve their teaching for achieving the teaching objectives of a curriculum.

II. RELATED WORK

This section reviews the existing research on cognitive ability modeling and EW approaches of learning performance. The related work on cognitive ability modeling is divided into two categories, i.e., cognitive diagnosis and knowledge tracing. The related work on EW is presented from three aspects, i.e., traditional EW, EW via cognitive ability analysis, and multilevel EW.

A. Cognitive Ability Modeling

In the domain of smart education, the students’ mastery of knowledge concepts is employed to represent their cognitive abilities [5]. The modeling of cognitive ability helps us understand a student’s knowledge concepts mastery based on their response behaviors and outcome data. In recent years, researchers have proposed various approaches for cognitive ability modeling, such as cognitive diagnosis, knowledge tracing, coverage models, differential models, and deviation models [21]. Among them, cognitive diagnosis and knowledge tracing are currently the two most mainstream methods.

1) Cognitive Diagnosis: In the domain of psychological and educational measurement, cognitive diagnosis refers to the diagnostic assessment of a student’s cognitive process and knowledge concepts [22]. CDMs are typically classified into discrete CDMs and continuous ones.

IRT [2] is one of the most representative continuous CDMs. IRT assumes that each student possesses a unique latent trait, representing their potential ability. It models students’ cognitive abilities with a single value by analyzing students’ responses to exercises. However, a single value cannot reflect student’s abilities in distinct knowledge concepts. Besides, IRT has some limitations, e.g., the complex calculations and the difficulty in satisfying the assumption of a single dimension. In contrast, the DINA [3] model establishes the link between students’ cognitive ability and knowledge concepts via the
Q-matrix [23], which indicates the association between exercises and knowledge concepts. With the incorporation of Q-matrix and students’ historical learning data, each student’s cognitive ability is represented by a binary multidimensional vector.

To solve the problem of the DINA model’s inability to diagnose subjective exercise, FuzzyCDF [4] utilizes fuzzy intersection and fuzzy union operations to model the cognitive response patterns of objective and subjective questions, respectively. Thus, students’ cognitive ability is expressed as the membership degree of a fuzzy set, i.e., a real number in a range from 0 to 1. To further improve the diagnostic efficiency of FuzzyCDF, FC-CDF [5] utilizes the cognitive cloud to analyze students’ skill proficiency with three numerical features, i.e., the expectation, degree of variation, and variation frequency. The experiments indicate that FC-CDF has significantly enhanced the execution time of cognitive diagnosis. To improve the execution efficiency of cognitive diagnosis, we presented a neutrosophic cognitive diagnosis approach [24] with consideration of the complexity of knowledge concepts and the influence of forgetting factors. This approach employs the neutrosophic set theory to comprehensively evaluate students’ cognitive ability on knowledge concepts from three features, i.e., understanding level, degree of misunderstanding, and uncertainty.

2) Knowledge Tracing: The knowledge tracing is a dynamic approach to evaluate the students’ mastery of specific knowledge concepts by analyzing their interaction data with the exercises [25]. It is applied to many downstream tasks, such as cognitive ability modeling and performance prediction [21]. The classical knowledge tracing models could be divided into three categories as follows.

1) Probabilistic models: It assumes that the student’s learning process follows a Markov process and that the outcomes are statistically interpretable. For example, BKT model, proposed by Corbett and Anderson [6], is a specialized instance of the hidden Markov model. It models students’ learning processes with Bayesian networks, and diagnoses students’ cognitive abilities by incorporating both slip and guess factors. However, BKT models each knowledge concept independently, but ignores the prerequisite or similar relationships within concepts. To address this limitation, Käser et al. [7] put forward a DBKT model. This model utilizes a dynamic Bayesian network to model the hierarchical relationships among knowledge concepts. Consequently, it could simultaneously model students’ cognitive abilities on different knowledge concepts within a single model.

2) Logistic model: It estimates the parameters about students’ learning abilities and practices the parameters about test difficulty and test differentiation through mathematical functions to predict the probability of students answering exercises correctly. For example, the learning factors analysis (LFA) [8] model assumes that learning is an ongoing and dynamic process, and it models students’ cognitive abilities using variables, such as their participation rate and the number of attempts at exercises. By using them, the LFA model would predict the probability of students answering exercises correctly.

3) Deep learning-based models: It utilizes the robust feature extraction capabilities of deep learning algorithms to effectively model the intricate cognitive processes of students. Considering the fact that knowledge tracing is a sequential prediction task, Pich et al. [9] put forward a DKT model by introducing a recurrent neural network (RNN). However, DKT fails to capture students’ learning gain, which limits its capacity of modeling students’ real learning processes. To tackle it, Shen et al. [10] proposed an LPKT model. It integrates the effect of learning gain and forgetting to model students’ learning processes. The experiments show that LPKT is more effective in predicting students’ future performance.

B. EW of Learning Performance

EW refers to analyzing students’ learning data (e.g., learning background, learning behaviors, test scores) using certain criteria, and sending prompt signals to teachers and students based on the analysis results [26].

1) Traditional EW: Traditional research on EW typically relies on the analysis of students’ scores and learning behavioral data for detecting students’ potential learning risks in advance, such as dropout, failure, and delayed graduation [27].

Dropout prediction is designed to predict whether a student will quit a course before it ends, and the outcomes are usually binary [28]. For example, by collecting the data from students’ logs and demographic information to analyze the correlation between dropouts from different courses, Feng et al. [17] proposed a context-aware feature interaction network to predict online students’ dropout behavior in an e-learning system. Based on textual data (i.e., papers, emails, and tasks) collected from students’ learning processes, Phan et al. [29] put forward a decision support framework based on logistic regression (LR) for identifying students at risk of dropout in early phases of a course.

Besides, there is a significant focus on identifying learning risks, such as failure and delayed graduation, in traditional research on EW. Hu et al. [18] employed a decision tree (DT) and AdaBoost algorithm to predict whether students pass the final exam by collecting their learning behavior data from online courses. Asif et al. [19] conducted a case study by collecting learning data from students at a college to identify those students who are at risk of delayed graduation in the early years of college. The results of the study indicate a correlation between students’ final graduation performance and their learning performance in certain courses in the early years. Therefore, it is significant to monitor students’ academic grades in real time for predicting their learning performance and achieving accurate EW. By analyzing students’ historical data, Polyzou and Karypis [30] predicted whether students would pass the course exams before the start of the semester. Alshanqiti and Namoun [31] proposed a hybrid regression model to optimize the prediction accuracy of student academic performance. To evaluate whether students would pass the course exams, Osmanbegovic and Suljic [32] investigated the impact of students’ socio-demographic variables, achieved results from high school and from the entrance exam, and attitudes toward studying.
2) **EW via Cognitive Ability Analysis**: In traditional research on EW, it is difficult to accurately model students’ changing cognitive states by analyzing their grades or learning behavioral data. Therefore, the EW approach via cognitive ability analysis is gradually receiving attention from researchers.

There has been some progress in the existing research. Wang et al. [33] proposed an EW model from the perspective of knowledge concepts. They identified key knowledge concepts with Bayesian networks and sensitivity analysis, and the students’ overall mastery on these knowledge concepts is predicted for EW based on their learning assessment data. Guo et al. [34] presented a new approach to analyze students’ learning behavior data according to two novel features, i.e., knowledge points and question types. Based on the analysis results, the students’ final performances are predicted by neural networks. To improve the accuracy of prediction, Alcaraz et al. [35] proposed that students’ learning performance could be predicted by analyzing their weekly assignments. Besides, Okubo et al. [36] put forward an integrated review system via cognitive ability to improve students’ learning. The system designs a review dashboard based on students’ cognitive abilities, and then provides students with appropriate learning materials to support their reviews.

There have been efforts to explore the impact of students’ cognitive abilities on their learning performance. However, the existing research usually ignored the fluctuations of students’ cognitive abilities in the learning process, failing to accurately capture the correlation between students’ learning performance and their changing cognitive abilities. Our approach devotes to address this issue.

3) **Multilevel EW**: Researchers have proposed some multilevel EW approaches based on the students’ learning performance. The learning performance refers to students’ situation related to learning process, including their completion of learning tasks, grades, and LE [37]. The LE is usually measured by the scores and the frequency of interactions [38].

The existing research on learning performance prediction usually applies the classification algorithms or network models to predict the students’ final exam grades or learning performance (i.e., excellent, good, and poor) by analyzing their learning data [39]. Pandey and Taruna [40] proposed a multilevel classification model of learning performance based on a DT algorithm. In this model, the students’ learning performance are classified into four levels, i.e., A, B, C, and F. Guo et al. [41] put forward a learning performance prediction model via the artificial neural networks to classify the students’ learning performance into five levels, i.e., O, A, B, C, and D. Arnold and Pistilli [42] used traffic lights to provide EW to students based on their academic performance. Romero et al. [43] compared different data mining methods and techniques for classifying students based on their Moodle usage data and the final marks obtained in their courses. Jain and Solanki [44] analyzed the performance of four machine learning algorithms on educational dataset used for the early prediction of student performance, and used a multiclass classification in which students are divided into three classes, namely, poor-, average-, and good-performing students. Hua [45] analyzed the multilevel EW from a theoretical perspective by dividing the EW into five levels, i.e., severe, moderate, light, normal, and best. This mechanism provides an EW service to students by analyzing qualitative or quantitative data about the mind state, learning performance, and activity participation. However, there is no research on the algorithm implementation and experimental validation of multilevel personalized EW.

The above approaches do not differentiate the learning characteristics of students at different levels, failing to provide personalized EW to all students. In this case, teachers cannot provide targeted guidance to those students at risk of learning.

### III. DESCRIPTION OF EW SYSTEM

Aiming at the limitations of existing work and the practical teaching requirements, a personalized EW system has been developed, and applied to the practical teaching process for college students. An overview of the system’s framework is shown in Fig. 1.

The core modules of the system are as follows.

1) **Data acquisition and processing**: In this module, the data related to students’ learning process are collected from an e-learning system, whereas historical performance data are collected from a teaching management system. After the data are cleansed, the preprocessed data are stored in the learning history database.

2) **EW analysis**: By utilizing students’ learning data from the learning history database, this module provides personalized EW analysis to students. The main functions are as follows.
   a) Dynamically model the students’ skill proficiency required by exercises via cognitive ability modeling approach.
   b) Analyze the students’ learning state features from four dimensions based on their skill proficiency.
   c) Predict the students’ learning performance in the current phase based on their learning state features.
   d) Evaluate the students’ EW level based on the predicted learning performance in the current phase.

3) **EW visualization**: To illustrate EW results in a visual manner, students’ cognitive abilities, learning performance, EW level, and their learning process data are presented by graphs, e.g., radar charts, pie charts, bar charts, and...
of the course. It refers to the data about this test are recorded by the e-learning system. We assume that this test includes \( j \) exercises, denoted as \( e_1, e_2, \ldots, e_j \). The system will record the related data of answering each exercise, e.g., answer record, score, and answer time. After George finishes all learning tasks for each phase, there are two types of tests for George to complete. To assess George’s mastery of the knowledge concepts learned in the phase, a periodical test is organized for him to complete within a specified time. In addition, to assist George in consolidating and reinforcing his mastery of knowledge concepts, the self-tests would be automatically generated by the system based on the diagnosis results of his cognitive ability. George could decide whether to complete these tests after class according to his actual needs. Meanwhile, George’s historical performance data are extracted from the teaching management system. As shown in Fig. 4, George’s historical performance data include the grades of four prerequisite courses, i.e., \( c_1-c_4 \). In addition, it is necessary to use the Q-matrix for accurately assessing George’s cognitive ability. The Q-matrix is annotated by experts to describe the correlation between exercises and knowledge concepts, and the element in Q-matrix denotes whether a knowledge concept is required to answer an exercise correctly. Specifically, the value of 1 represents that the knowledge concept is required to answer the exercise correctly, otherwise, the value is 0.

In summary, this article needs to address two key issues as follows: how to model student George’s cognitive ability and learning state with the input data consisting of his learning process data produced in the current phase, historical performance data, and the Q-matrix? Based on this, how to predict George’s learning performance in the next phase and finally give a personalized EW result that could accurately reflect the fluctuation of his learning situation?
**B. Personalized EW Framework**

This article proposes a personalized early warning approach to learning performance based on cognitive ability and learning state modeling, denoted as PerLEW2LP. By tracking the learning performance of all students, PerLEW2LP identifies those who might be at risk for their learning, providing precise EW services to all students. The framework of PerLEW2LP is shown in Fig. 5.

The process of PerLEW2LP consists of the following four steps.

1) Diagnose the students’ mastery of knowledge concepts (i.e., skill proficiency) via a cognitive ability modeling approach.

2) Model comprehensively the learning state features by combining students’ skill proficiency from four dimensions, i.e., LQ, LE, LLS, and HLS.

3) Employ the Adaboost algorithm to predict students’ learning performance in the next phase based on their learning state features.

4) Provide the multilevel personalized EW to students by analyzing their performance in the current phase and HLS.

**C. Personalized EW Approach**

1) **Model Student’s Cognitive Ability:** To assess students’ LQ and predict their learning performance, it is essential to model their cognitive abilities. Cognitive diagnosis and knowledge...
tracing are currently the two most common approaches to modeling cognitive ability. They are suitable for different scenarios [21]. Cognitive diagnosis employs the limited data about the students’ answer results of exercises to evaluate their cognitive states in the current phase. In contrast, knowledge tracing uses more data about students’ answer sequences from the progressive learning process to analyze their cognitive abilities. The modeling flow of the two approaches is shown in Fig. 6.

a) Cognitive diagnosis: Cognitive diagnosis typically employs probability formulas to establish the static model of students’ cognitive abilities from two aspects, i.e., exercises and knowledge concepts. Here, knowledge concepts are synonymous with skills. Suppose that George has finished n exercises in the learning process, and these exercises are related to k skills, his responses to n exercises are represented as an answer sequence \(x_1, x_2, x_3, \ldots, x_n\). Then, by introducing Q-matrix, George’s cognitive ability is modeled as a proficiency vector over k skills, denoted as \(\eta = \{\eta_1, \eta_2, \ldots, \eta_k\}\).

However, different forms of cognitive diagnosis results would be generated by different approaches. Specifically, in the DINA [3] model, a student’s mastery of skill \(i\), denoted as \(\eta_i\), is represented as either 0 or 1. In FuzzyCDF [4], \(\eta_i\) is represented as a fuzzy real number between 0 and 1. In the neurofuzzy CD approach [24], \(\eta_i\) is represented as a fuzzy interval with three values, e.g., \([0.50, 0.75, 0.46]\), indicating the degree of understanding, misunderstanding, and uncertainty.

By analyzing the results of students’ responses to exercises over a continuous timeslot, knowledge tracing aims to predict their skill proficiency by applying sequential prediction techniques. Suppose Bob answers \(n\) exercises in the timeslot from \(t_1\) to \(t_n\) of the learning process, his answer records on \(n\) exercises are denoted as an answer sequence \(x_1, x_2, x_3, \ldots, x_n\). Then, by introducing Q-matrix, Bob’s mastery of skills examined in \(n\) exercises is modeled to predict his probability of answering the next exercise correctly. Since each exercise is usually related to a single skill in knowledge tracing, the probability of a student answering an exercise correctly corresponds to the student’s skill proficiency.

b) Knowledge tracing: To model students’ cognitive abilities more precisely, knowledge tracing considers not only students’ response records but also the order of their answer sequences. In addition, with the development of deep neural networks, the input data used in knowledge tracing changed from 1-D data to multidimensional data. For example, considering the forgetting factors in a learning process, LPKT [10] model further analyzes students’ answer time data to diagnose their cognitive abilities.

In PerLEW2LP, we would apply DKT [9] model to diagnose students’ cognitive abilities. First, referring to Q-matrix, the response records of Bob would be converted into input vectors consisting of three types of data, i.e., exercise id, skill id, and response result, which denotes whether an exercise is answered correctly. The input vector is then fed into the DKT model, after the transformation of hidden states, the probability vector \(y\) of Bob’s correctly answering these exercises is output. The probability of Bob’s correctly answering an exercise denotes his skill proficiency in the DKT model. The main equations of DKT are shown as follows:

\[
h_t = \tanh(W_{hx}x_t + W_{hh}h_{t-1} + b_h) \quad (1)
\]

\[
y_t = \sigma(W_{yh}h_t + b_y) \quad (2)
\]

where \(W_{hx}\) denotes the weight matrix of input data, \(W_{hh}\) denotes the weight matrix of the long short-term memory (LSTM) network, \(b_h\) and \(b_y\) denote the bias of the hidden state and output layer, respectively, \(\sigma\) denotes the sigmoid function, and \(h_t\) denotes the student’s hidden cognitive state at timeslot \(t\).

2) Analyze Student’s LS: After assessing students’ cognitive abilities, we further model their learning state features from four aspects, i.e., LQ, LE, LLS, and HLS. Take student \(u\) as an example, \(u\)’s learning state is described as a vector \(f_u = \{q_u, e_u, l_u, s_u\}\), where \(q_u, e_u, l_u,\) and \(s_u\) are four vectors, representing \(u\)’s LQ, LE, LLS, and HLS, respectively. Next, we will introduce each aspect of the learning state features in detail.

a) Learning quality: It is evident that students’ LQ is easily influenced by their learning states. Therefore, we reversely model students’ learning states by analyzing their LQ in skills [46]. Since a periodical test is uniformly organized by a teacher for all the students, the score and skill proficiency related to this test directly reflect students’ actual learning effects. Based on this, we select three metrics to measure students’ LQ, i.e., completion rate, average accuracy, and average skill proficiency of the periodical test, denoted as \(z^e\), \(z^a\), and \(z^\alpha\). The three metrics are given by

\[
z^e = n^e / n^a \quad (3)
\]

\[
z^a = n^g / n^g \quad (4)
\]
\[ z^T = \sum_{k \in K_x} n^k_x / |K_x| \]  

where \( n^x \) is the number of periodical tests completed by one student, \( n^a \) denotes the total number of periodical tests, \( n^k_x \) is the number of exercises correctly answered by the student in the completed periodical test, \( n^q_x \) is the total number of exercises completed by the student, \( n^y_k \) denotes the proficiency of the student on skill \( k \), and \( K_x \) refers to the set of skills involved in periodical tests completed by this student, \( k \in K_x \).

Thus, the \( u \)'s LE is defined by \( q_u = \{ z^a_u, z^q_u, z^y_u \} \).

b) Learning engagement: LE is a crucial factor for measuring students’ learning outcomes [47]. The self-tests are automatically generated by the e-learning system according to students’ skill proficiency, which aims to assist them in consolidating and reinforcing poorly mastered skills. Students could decide whether to complete these tests after class according to their actual needs. In this case, the completion of these tests could serve as an indicator of their LE. Based on this, we select three metrics to measure students’ LE, including times of completing self-tests, average accuracy rate of self-tests, and average skill proficiency of self-tests. They are denoted as \( \kappa^a \), \( \kappa^q \), and \( \kappa^y \), respectively. \( \kappa^a \) and \( \kappa^q \) are calculated by

\[ \kappa^a = n^a_x / n^a \]  

\[ \kappa^q = \sum_{k \in K_x} n^q_k / |K_x| \]  

where \( n^x_k \) is the number of exercises answered correctly by one student in the self-tests, \( n^q_k \) is the total number of exercises completed by the student, \( n^q_k \) is the student’s proficiency on skill \( k \), and \( K_x \) is the set of skills involved in self-tests, \( k \in K_x \).

Thus, \( u \)'s LE is given by \( e_u = \{ \kappa^a_u, \kappa^q_u, \kappa^y_u \} \).

c) Latent learning state: The LLS of students influences their learning performance. It is challenging to observe directly. The skill proficiency and answer time, which are generated by students in the learning process, could reflect their academic effectiveness and answering patterns. In this case, we would explore students’ LLS from the two types of data with a joint network combining a convolutional neural network (CNN) and LSTM network.

The specific details of the structure are given as follows.

1) Input layer: Suppose that student \( u \) completes \( J \) periodical tests, each test examining \( M \) skills. The answer time matrix of \( u \) is defined as \( X_u = [a^u_{j,m}]_{1 \times M} \), where \( a^u_{j,m} \) denotes the answer time that \( u \) has spent on exercise \( m \) in test \( j \). The matrix of skill proficiency is represented as \( Y_u = [y^u_{j,k}]_{1 \times K} \), where \( y^u_{j,k} \) denotes \( u \)'s proficiency on skill \( k \) involved in test \( j \). The missing values in \( X_u \) and \( Y_u \) are filled with zero.

2) CNN layer: The matrix of answer time and skill proficiency of student \( u \) are fed into CNN, respectively. Then, a nonlinear mapping is performed on this matrix via the rectified linear unit (ReLU) activation function, and the matrices \( c^X_u \) and \( c^Y_u \) are generated. Taking \( X_u \) as an example, the convolution layer is defined as

\[ c^X_u = \sigma(W_c X_u + b_c) \]  

where \( W_c \) is the weight matrix of the convolutional layer. We specifically choose a convolutional kernel of \( 1 \times N \) to extract horizontal features of the data. The value of \( N \) is set as \( \lfloor M/2 \rfloor \), and \( M \) denotes the size of a column in matrix \( X_u \), \( b_c \) denotes the bias of CNN, and \( \sigma \) denotes the ReLU activation function.

3) LSTM layer: To further explore the LLS of student \( u \), the outputs \( c^X_u \) and \( c^Y_u \) from the convolutional layer are input to the LSTM to extract the hidden state features of two types of data. The hidden state features are denoted as \( h^X_u \) and \( h^Y_u \), respectively. Taking \( c^X_u \) as an example, \( c^X_u \) is divided into \( J \) rowwise vectors based on the number of periodical tests, and these vectors are represented as \( c^X_u = (c^{X_1}_u, c^{X_2}_u, \ldots, c^{X_J}_u) \), where \( c^{X_j}_u \) denotes the vector of answer time for \( u \) on periodical test \( j \). The hidden state feature is obtained by

\[ h^X_{u,j} = \sigma(W^{cX}_L c^{X_j}_u + W^{hX}_L h^{X_{j-1}}_u + b_L) \quad \forall j = 1, 2, \ldots, J \]

where \( W^{cX}_L \) and \( W^{hX}_L \) denote the weight matrices of the LSTM layer, \( b_L \) denotes the bias of the LSTM layer, \( h^{X_{j-1}}_u \) denotes the hidden state feature obtained by inputting the \( (j-1) \) th vector, and \( \sigma \) denotes the ReLU activation function.

4) Output layer: The hidden state features \( h^X_{u,j} \) and \( h^Y_{u,j} \) are input into the full connection (FC) layer. Then, \( u \)'s LLS is obtained by

\[ l_u = FC(h^X_{u,j} || h^Y_{u,j}) \]  

where \( || \) denotes the concatenation operation.

d) Historical learning state: The students’ academic performance in the previous phases could not only serve as a significant predictor for their learning outcomes in the next phase, but also reflect the students’ learning state in previous phases [48]. Since the difficulty is different for different courses, the assessment standards of courses are also different. Accordingly, we classify the students’ HLS into five levels based on their scores and rankings, denoted as A, B, C, D, and F. The five levels represent excellent, good, moderate, pass, and failure, respectively. To evaluate students’ HLS, we first transform their scores and rankings into a five-level format. In this article, the scores above 95 are viewed as level A, the scores between 85 and 95 as B, the scores between 75 and 85 as C, the scores between 65 and 75 as D, and the scores below 65 as F. Similarly, the rankings are transformed into five levels. The students ranked in the top 15% get level A, those from 15% to 30% get B, those from 30% to 50% get C, those from 50% to 80% get D, and those within the bottom 20% get F.

The HLS is evaluated according to the learning states in the current and previous phases, denoted as \( s^h \) and \( s^o \), respectively. The evaluation vector of student \( u \) on the HLS is defined as \( s_u = \{ s^h_u, s^o_u \} \). To calculate \( s^h_u \) and \( s^o_u \), the different data need to be used in the following two cases.

1) In the first learning phase of a course, the students’ historical performance data of all prerequisite courses are extracted from the teaching management system. The
student’s grades from the most recently completed prerequisite courses are used to calculate $s^L_u$. The $u$’s average grade from all the prerequisite courses is used to calculate $s^O_u$.

2) In the second or subsequent phase of the course, the students’ historical performance data in the previous phases are extracted from the e-learning system. The $u$’s grades in the last phase are used to calculate $s^L_u$. The $u$’s average grade in all previous phases is used to calculate $s^O_u$.

Based on the above data, both $s^L_u$ and $s^O_u$ are calculated in the same way. Take the calculation of $s^L_u$ as an example

$$s^L_u = \left[ g^I_u \ast w^I + r^I_u \ast (1 - w^I) \right]$$ (11)

where $g^I_u$ and $r^I_u$ denote the level of $u$’s score and ranking, both represented by integers ranging from 1 to 5 corresponding to levels from A to F. For example, $g^I_u = 1$ denotes that $u$ scored in the range of 95–100, $r^I_u = 2$ denotes that $u$’s ranking is in the range of the top 15%–30%, and $w^I$ is the weight coefficient and is set as 0.5 by default. $s^L_u$ is an integer ranging from 1 to 5, representing the levels of $u$’s performance. The integers 1–5 correspond to levels A, B, C, D, and F, respectively.

3) Predict Student’s Learning Performance: At the end of the learning tasks released by the teacher at the current phase, students’ learning state features, including the LQ, LE, LLS, and HLS, are fed into the classifier as input data to predict their learning performance in the next phase.

In multiclassification tasks, the problem of imbalanced sample sizes is easily lead to misclassification, consequently reducing the accuracy of the results. There are some approaches proposed in existing research for dealing with the multiclassification problems with unbalanced data, e.g., the undersampling approach, oversampling approach, or ensemble learning algorithm [49]. Based on careful experimental comparisons, we select the Adaboost algorithm with the best performance to assess students’ learning performance. Details about experimental results are presented in Section V.

As one of ensemble learning algorithms, Adaboost improves the overall classification effect by solving the problem that minority samples are too difficult to classify. For each iteration, Adaboost first calculates the weights of each sample in the training data based on the classification results and overall accuracy of the last iteration. In this case, the base classifier is trained by adjusting data distribution and sample weights [49]. Then, the modified dataset with updated weights is subsequently fed into the base classifier for training. Finally, the classifiers obtained from each iteration are combined into an ultimate decision classifier. This classifier performs excellently in handling imbalanced data in multiclassification tasks, and is widely adopted in practical applications.

After inputting student $u$’s learning state ($f_u$) into the Adaboost classifier, the $u$’s predicted learning performance in the next phase is generated, denoted as $v^D_u$, $v^D_u$ is an integer between 1 and 5, representing the five levels of learning performance, respectively, i.e., A, B, C, D, and F.

4) Evaluate Student’s EW Level: Referring to the classification criteria from Taiwan’s EW system [45], we classify the EW results into five levels, i.e., severe warning, moderate warning, light warning, normal state, and best state. Inspired by Hua [45], we design the five-level EW evaluation rules for accurately identifying the changes of students’ learning performance and providing personalized EW to students. The EW rules are given in Table I.

Specifically, three factors are involved in the rule, i.e., student $u$’s predicted learning performance in the next phase, learning states in previous phases, and the span between learning performance in the current and next phases. The span between $u$’s learning performance is given by

$$\varepsilon_u = v^D_u - s^L_u$$ (12)

where $v^D_u$ denotes $u$’s learning performance in the next phase, and $s^L_u$ denotes $u$’s learning performance in the current phase, which also refers to $u$’s learning state in the current phase. $\varepsilon < 0$ denotes an improvement in students’ learning performance. $\varepsilon = 0$ denotes stability in students’ learning performance. $\varepsilon = 1$ denotes a slight decline in students’ learning performance. $\varepsilon \geq 2$ denotes a serious decline in students’ learning performance.

In summary, the $u$’s EW level is evaluated based on $u$’s learning performance in the next phase, learning state in the previous phases, and span between learning performance. For example, suppose that two students, $u_1$ and $u_2$, are taking the same course. Based on the PerLEW2LP, the analysis process of their EW levels is shown as follows. 1) If $u_1$ gets level A for $s^L_{u_1}$, B for $s^L_{u_1}$, and C for $v^D_{u_1}$, then $\varepsilon_{u_1}$ is equal to 1. It is evident that $u_1$’s learning state has been consistently declining. Based on the warning rule, $u_1$ will receive a moderate warning notification. 2) If $u_2$ gets level D for $s^L_{u_2}$, D for $s^L_{u_2}$, and F for $v^D_{u_2}$, then $\varepsilon_{u_2}$ is equal to 1. Since the $u_2$’s learning state has declined to level F, a severe warning notification will send to $u_2$ according to the warning rules.

V. EXPERIMENTS

Experiments are implemented by Python 3.6 run in a Linux server with a 2.3 GHz Inter Xeon CPU. The CNN_LSTM model and Adaboost algorithm are implemented by PyTorch and Sklearn library, respectively.
To verify the effectiveness of PerLEW2LP, we conduct experiments on a real dataset collected from the e-learning system of Hunan Normal University. The dataset consists of learning data of students majoring in software engineering for two courses, i.e., Java Programming and Principles of Database Systems, denoted as Course #1 and Course #2, respectively. Both courses are instructed by the same teacher across four consecutive semesters, i.e., fall 2021, spring 2022, fall 2022, and spring 2023. Detailed learning data for each student are recorded in the database. Data are collected by class at the end of the course. The dataset information is as given in Table II. The dataset is already available online via a URL.

To further evaluate the accuracy of PerLEW2LP, we select the Kappa coefficient [50] as the evaluation metric. It is widely used for consistency testing in statistics, which could also be applied as an indicator for evaluating classification accuracy. The Kappa coefficient is given by

\[
K = \frac{\omega_a - \omega_e}{1 - \omega}
\]  

where \(\omega_a\) denotes the precision, \(\omega_e\) denotes the total number of categories, \(C\) denotes the number of samples, \(a_i\) denotes the actual number of samples in category \(i\), and \(b_i\) denotes the predicted number of samples in category \(i\).

### B. Comparative Experiments

Our approach differs from existing approaches. Consequently, we conducted comparative experiments based on different algorithms to achieve the best results. The details of PerLEW2LP are as follows.

1) The DKT model is applied to model students’ cognitive abilities.
2) The CNN_LSTM structure is employed to mine students’ LLS features.
3) The Adaboost algorithm is used to predict students’ learning performance. To verify the effectiveness of PerLEW2LP, we collect the students’ final exam grades on two courses as true labels for calculating their learning performance and EW level. In experiments, a fivefold cross-validation is conducted, and the dataset is divided into two subdatasets, i.e., Course #1 and Course #2.

1) Comparison of Different Neural Network Structures: In PerLEW2LP, the CNN_LSTM structure is used to extract the LLS features of students. To verify the effectiveness of EW approaches to learning performance based on CNN_LSTM structure, we replace the CNN_LSTM structure with two other neural network structures, i.e., the joint network combining a CNN and RNN, and the joint network combining a CNN and gated recurrent unit (GRU), denoted as CNN_RNN and CNN_GRU, respectively. Besides, other modules remain the same, with Adaboost as the classification algorithm and the DKT model as the cognitive ability modeling approach. The two variant approaches are denoted as EW_CNN_RNN and EW_CNN_GRU. The experimental results are given in Table III.
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<table>
<thead>
<tr>
<th>Type</th>
<th>Quantity</th>
<th>Course #1</th>
<th>Course #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students</td>
<td>130</td>
<td>130</td>
<td>130</td>
</tr>
<tr>
<td>Chapters</td>
<td>12</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Periodicals</td>
<td>20</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Questions</td>
<td>500</td>
<td>271</td>
<td>271</td>
</tr>
<tr>
<td>Skills</td>
<td>253</td>
<td>188</td>
<td>188</td>
</tr>
<tr>
<td>Answer records</td>
<td>1950</td>
<td>1795</td>
<td>1795</td>
</tr>
</tbody>
</table>

The experimental results show that PerLEW2LP outperforms EW_CNN_RNN and EW_CNN_GRU in prediction accuracy and stability. The results are analyzed as follows: 1) due to the problem of gradient disappearance and gradient explosion, RNN has trouble dealing with long time sequences. Therefore, EW_CNN_RNN performs worse than PerLEW2LP in all evaluation metrics and 2) since the GRU structure has fewer parameters, it is typically faster than LSTM in training speed. However, because of the limited data scale, there is no significant difference between PerLEW2LP and EW_CNN_GRU in training speed. Moreover, PerLEW2LP even performs better in prediction accuracy and stability.

2) Comparison of Different Classification Algorithms: To verify the effectiveness of EW approaches to learning performance based on the Adaboost algorithm, similar to [51], we select seven baseline approaches for comparison, including linear support vector machine (SVM) denoted as LSVM, SVM with radial basis function (RBF) kernel denoted as SVM_RBF, LR, DT, random forest (RF), gradient boosting decision tree (GBDT),
and deep artificial neural network (DANN). Specifically, we replace the Adaboost algorithm with each of the above six different classification algorithms. Meanwhile, other modules use the same process workflow as PerLEW2LP, utilizing the CNN_LSTM as neural network structure and employing the DKT model for cognitive ability modeling. These variant approaches are denoted as EW_LSVM, EW_SVM_RBF, EW_LR, EW_DT, EW_RF, EW_GBDT, and EW_DANN, respectively.

As given in Table IV, the experimental results demonstrate that PerLEW2LP performs better than other EW approaches. Specifically, the Kappa values of PerLEW2LP in the two courses are 0.572 and 0.595, respectively, which indicate better stability. The reason is that the diversity of learning resources and tasks in an e-learning system leads to the various learning states of students. However, ensemble learning algorithms, such as Adaboost, RF, and GBDT, have advantages in identifying complex learning states. Thus, EW_RF, EW_GBDT, and PerLEW2LP are more effective compared with EW_SVM_LK, EW_SVM_RBF, EW_LR, EW_DT, and EW_DANN, respectively.

As given in Table IV, the experimental results demonstrate that PerLEW2LP performs better than other EW approaches. Specifically, the Kappa values of PerLEW2LP in the two courses are 0.572 and 0.595, respectively, which indicate better stability. The reason is that the diversity of learning resources and tasks in an e-learning system leads to the various learning states of students. However, ensemble learning algorithms, such as Adaboost, RF, and GBDT, have advantages in identifying complex learning states. Thus, EW_RF, EW_GBDT, and PerLEW2LP are more effective compared with EW_SVM_LK, EW_SVM_RBF, EW_LR, EW_DT, and EW_DANN, respectively.

As given in Table IV, the experimental results demonstrate that PerLEW2LP performs better than other EW approaches. Specifically, the Kappa values of PerLEW2LP in the two courses are 0.572 and 0.595, respectively, which indicate better stability. The reason is that the diversity of learning resources and tasks in an e-learning system leads to the various learning states of students. However, ensemble learning algorithms, such as Adaboost, RF, and GBDT, have advantages in identifying complex learning states. Thus, EW_RF, EW_GBDT, and PerLEW2LP are more effective compared with EW_SVM_LK, EW_SVM_RBF, EW_LR, EW_DT, and EW_DANN, respectively.

3) Comparison of Different Cognitive Ability Models: Since PerLEW2LP uses DKT to model students’ cognitive abilities, we conduct a comparison experiment to verify the effectiveness of the EW approach based on the DKT model. Specifically, we replace the DKT model with the DINA model and the new approach is denoted as EW_DINA. In addition, the remaining modules of EW_DINA are kept the same as PerLEW2LP. Adaboost is used as the classification algorithm and CNN_LSTM as the neural network structure. The results are presented in Table V.

From Table V, PerLEW2LP performs better than EW_DINA in all metrics. The dataset used in the experiments includes two courses with a learning period of 2–3 months. In the long-term learning period, the DKT model, as a dynamic cognitive modeling approach, could better predict students’ knowledge acquisition process and timely identify their changing cognitive abilities, which is suitable for the dataset. Therefore, PerLEW2LP could more accurately predict changes of students’ learning performance, and provide better EW services to students.

4) Error Analysis of EW Approaches: To further evaluate the accuracy of PerLEW2LP, we employ a confusion matrix, which is widely used to evaluate the accuracy of classification models, to analyze the errors of all the afore-mentioned PerLEW2LP variant approaches. The confusion matrix of PerLEW2LP on Course #1 and Course #2 is given in Table VI.

The classification results of students’ EW include five levels, i.e., the best state, normal state, light warning, moderate warning, and severe warning, denoted as B, N, L, M, and S, respectively. From Table VI, the superscripts P and A denote the predicted result and actual result, respectively. For example, B_P and B_A correspond to the predicted and actual results of the best state, respectively. Our experiments show that the actual results of EW for 130 students in Course #1 are as follows: 55 students should receive the best state notification, 33 a normal state notification, 21 a light warning one, 16 a moderate one, and 5 a severe one.

According to Table VI, the predicted results of PerLEW2LP for Course #1 are as follows: the best state is sent to 46 students, normal one to 21, light warning to 14, moderate one to 11, and severe one to 2.
Based on the confusion matrix, we could calculate total errors consisting of two types of errors, i.e., Types I and II. A Type I error means that a student’s actual result is worse than the predicted one. In contrast, a Type II error means that a student’s actual result is better than the predicted one. Obviously, in an EW system, the negative effect of mistaking poor students for excellent ones is much more serious than mistaking excellent students for poor ones. The reason is that the poor students urgently need more teachers’ attention and timely instruction. Therefore, the fewer Type I errors in the prediction results obtained by an EW approach, the better its prediction effect.

The two types of errors are analyzed for all variants of PerLEW2LP in the two courses, and results are given by Table VII. The mean value of PerLEW2LP is 10.35% for Type I errors and 17.65% for II. From the experimental results, PerLEW2LP has the best EW performance since it has the minimum Type I errors and the minimum total number of errors.

5) Ablation Experiments: To analyze the validity and importance of different types of learning state features on prediction results, we conducted ablation experiments. Four learning state features including LQ, LE, LLS, and HLS, are abandoned from PerLEW2LP, respectively. The four variant approaches are denoted as PerLEW2LP-LQ, PerLEW2LP-LE, PerLEW2LP-LLS, and PerLEW2LP-HLS, respectively.

From Table VIII, it is clear that the impact of four features on students’ learning performance is quite different. Among them, LQ has the most significant impact on the EW effect compared with other features. After removing the LQ, the recall values of Course #1 and Course #2 decrease by 0.117 and 0.104, F1 decreases by 0.137 and 0.103, and Kappa coefficient decreases by 0.100 and 0.092, respectively. The accuracy and stability of PerLEW2LP decrease significantly. It is shown that students’ learning effectiveness is significantly influenced by their LQ.

VI. CONCLUSION

To meet the EW needs of college students at different levels, we propose a personalized EW approach to learning performance via cognitive ability and learning state modeling. First, we employ a cognitive ability modeling approach to track students’ changing cognitive abilities. Then, based on students’ learning processes data and historical performance data, we comprehensively model students’ learning states from four dimensions, which provide differentiated learning performance
prediction and personalized EW services to all students. Finally, the extensive experiments on real-world datasets demonstrate the accuracy and effectiveness of our approach.

This article tries to provide multilevel and differentiated EW results to all college students. Nevertheless, the proposed personalized EW approach has a lot of room for improvement. In the future, we will first explore to evaluate more comprehensively the students’ learning performance by collecting richer and more diverse learning process data (e.g., the number and duration of learning resources learned) from the e-learning system. Second, the data used in the experiments show a significant imbalance among students at different EW levels. The imbalance data may reduce the accuracy of our approach in predicting these levels. We will apply the data-level algorithms, e.g., oversampling and undersampling techniques, to improve the prediction performance. Finally, to further verify the generalizability and feasibility of our approach in different educational scenarios, we will promote the widespread application of the EW system. We will also further explore effective early warning approaches of teaching oriented to the achievement of curriculum objectives.
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