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Abstract

Embedded systems have been widely applied in many areas such as aerospace, intelligent transportation, smart grid, and medical care. However, limited energy supply and runtime faults are two challenges that hinder the embedded system to be even more pervasively applied. In this paper a greedy energy-efficient (GEE) algorithm is proposed to improve the energy efficiency under the constraint of reliability. As GEE may lead to more preemptions with reduced execution frequency, this paper analyzes the preemption during the execution and proposes a series of constraints to reduce the frequency of preemption. This reduces both the energy consumption and execution time. To further balance the execution frequency, two energy-efficient algorithms are presented based the processor utilization. Finally, considering the fact that the actual execution time (AET) of many tasks may be less than the worst-case execution time (WCET), a global dynamic scheduling algorithm is proposed to maximize the energy efficiency while ensuring the reliability. The experimental results show that the proposed techniques have significant improvements of energy efficiency with guaranteed system reliability.
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1. Introduction

Embedded systems have been widely applied in many areas due to its promising features such as high speed, low cost, and easy of control [1–3]. These areas include aerospace, intelligent transportation, smart grid, smart home, medical care, and health monitoring of large buildings. Embedded system greatly facilitates the computational, communicational, and commercial requirements in these fields.

Embedded system, however, still have two challenges that prevent it from being even more pervasively applied [4,5]. First, the power sources of embedded system are generally power constrained such as battery and energy harvester [6]. Second, faults are likely to occur on embedded system due to unstable power or outside interferences. These two challenges become even stronger in recently popularized cyber-physical system (CPS) [7] where embedded system, as a core component, requires higher precision, more reliable communication, and longer lifetime. Therefore, in order for embedded system to be well applicable in CPS, these two challenges need to be addressed.

To overcome the challenge of power constraint, many works have targeted on improving energy efficiency of embedded system. Many technology, such as dynamic power management (DPM) and dynamic voltages frequency scaling (DVFS), which reduce the system energy consumption by adjusting the voltage and frequency in runtime, have been researched by some hardware producers and researchers. They provide viable methods to efficiently reduce the system energy consumption by adjusting the runtime voltage and frequency. Jejurikar et al. [8] presented a parameter critical speed to determine how to adjust the processor voltage. Kavousianos et al. [9] considered the test application of multicore processor, present a fast heuristic test scheduling technique to optimize the voltage setting. Tokarnia et al. [10] taken soft delay deadline strategy, present some path-based dynamic voltage and frequency scaling algorithms. Kim et al. [11] used voltage scaling manage the resource dynamically in heterogeneous ad-hoc grid, optimize the energy consumption and system performance. Li et al. [12] considered...
the nonpreemptive situation, design nonpreemptive scheduling algorithms that ensure timing correctness and optimize energy consumption on a processor with variable speeds. Mishra et al. [13] presented energy-efficient load scheduling algorithm (EELSA) to minimize the energy consumption for a given computational load that has to be completed within a given deadline. Lee [14] proved that the best energy efficiency scheduling under the deadline restrain in multi-core system is NP-hard. Li et al. [15] studied the scheduling a bag-of-tasks application, balance the constrain of energy consumption and real-time constrain for stochastic tasks on heterogeneous computing system. Ding et al. [16] presented an energy-efficient scheduling algorithm of virtual machines (VMs) in cloud considering the deadline constraint. The algorithm computed the optimal frequency of each active core according to the sum of the required resources of the VMs on it. Aldahari et al. [17] calculated and tuned to the best CPU frequency for each running task combined with round robin and first fit scheduling algorithms, which reduced CPU frequency without affecting the Quality of Service. However, energy efficiency techniques in most of their works require to recycle the slack to lower the frequency of tasks, especially the uncritical tasks, or to close some processors. This may likely to increase unreliability of embedded system [18].

Since energy efficiency techniques may cause unreliable issues to embedded system, many researches have focused on improving energy efficiency while at the same time guaranteed the embedded system reliability. Zhu et al. [19] proposed the reliability-aware power management (RA-PM) for real-time periodic tasks by lowering the execution efficiency in the slack time. This reduced the energy consumption. Zhu et al. in [20,21] also used check pointing technology to divide the tasks with long execution time into several short tasks. This both guarantees the reliability and optimizes the energy. Wei et al. [22] presented a reliability-driven task scheduling scheme for real-time embedded systems by considering both the dynamic power and the leakage power. The scheme was able to optimize system energy consumption under stochastic fault occurrences. Lin et al. [23] presented the leakage control dynamic (SUF-DL) algorithm to guarantee reliability at least as high as that of without speed scaling. Li et al. [24] minimized the energy consumption and guarantee the reliability of real-time task set based on frame. Zhao et al. [25] presented SHR algorithm using shared recovery technique based on reliability-aware power management schemes. SHR considered a set of frame-based real-time tasks with individual deadlines and a common period where the precedence constraints are represented by a directed acyclic graph (DAG). Zhang et al. [26] present reliability maximization with energy constraint (RMEC) algorithm that maximizes the reliability with the restrain of energy efficiency based on the DAG, which includes three stages of priority confirm, frequency selection and processor distribution. Xiang et al. [27] considered variations in solar radiation, execution time, and transient faults, and proposed a hybrid design-time and run-time framework for resource allocation for solar energy harvesting system. While these works provide reliability ensured power efficient techniques through voltage and frequency adjustment, it is equally important to consider about the task preemption which may also cause embedded system to become unreliable.

The preemption of tasks is actually common in application. In fact, it consumes time and energy during the preemption caused by context switches and cache disable [28,29]. This may cause some tasks miss the constraint of deadline and consume more energy [30]. Therefore it is equally important to improve energy efficiency during task preemption while at the same time ensure the reliability of embedded system. This paper targets on task scheduling for a set of periodic tasks. Based on EDF strategy, the proposed techniques are able to maximize the energy efficiency with a guarantee of system reliability.

The major contributions of this paper include the following.

- This paper collects the slack time by defining a periodic virtual task. Based on the slack time, a greedy energy-efficient algorithm is proposed with the guaranteed reliability.
- This paper designs two kinds of energy-efficient algorithm based on processor utilization in order to balance the execution frequency of released jobs.
- This paper reduces the number of preemption, which optimizes the execution time and energy consumption.
- With the consideration that the actual execution time of many tasks may be less than the WCET, this paper design a global dynamic energy efficient algorithm based on the processor utilization.

The experimental results show that the proposed techniques guarantee system reliability and have significant improvements over other related techniques in terms of energy efficiency.

The rest of the paper is organized as follows. Section 2 introduces models that are used in this paper. Section 3 presents related properties. Section 4 presents detailed algorithms of reliability constraints and energy efficiency. Simulation results are shown in Section 5. Finally, Section 6 concludes this work.

2. System model and problem formulation

In this section, system model will first be presented including three sub-models which are task model, energy consumption model, and fault model. After that the problem which motivates this work will be formulated.

2.1. Task model

A task set consists of n periodic tasks as \( T = \{ T_1, T_2, \ldots, T_n \} \) on a uniprocessor system with a single line of execution being considered. The voltage/frequency of processor is adjustable. Each task \( T_j \) is characterized by \( (C_j, P_j, D_j) \), where \( C_j \) is the worst case execution time (WCET) of \( T_j \) when the processor is running in the maximum frequency, \( P_j \) is the period of \( T_j \), and \( D_j \) is the relative deadline. Like most recent works on periodic task scheduling [19,31], \( D_j = P_j \) is assumed. Each task \( T_j \) releases the \( j \)th job \( j_{T_j} \) at the time instant \((j - 1) P_j \), with the deadline \( d_{j_{T_j}} = (j - 1) P_j + D_j = j \cdot P_j \). If the execution time of \( j_{T_j} \) is \( \text{exetime} \) when the processor runs in the maximum frequency \( \text{f}_{\text{max}} \) (in this paper, the maximum frequency be defined as 1, that is \( \text{f}_{\text{max}} = 1 \)). When the processor run in the frequency \( f \), the execution time of \( j_{T_j} \) is \( \text{exetime} \times \frac{P_j}{f} \). If all the tasks in the task set can meet their deadline, the task set \( T \) is schedulable, or else \( T \) is non-schedulable.

If the processor utilization of task \( T_j \) is \( U_j = \frac{C_j}{P_j} \), the utilization of the whole system is \( U_{\text{sys}} = \sum_{j=1}^{n} \frac{C_j}{P_j} \), when \( U_{\text{sys}} \leq 1 \), the task set \( T \) is schedulable [32].

2.2. Energy consumption model

In this paper, the case where the frequency of the processor can be continuously adjusted in the range of \( [\text{f}_{\text{min}}, \text{f}_{\text{max}}] \) is considered. According to the related works about the energy consumption model from [19–21,23,26], the energy function of CMOS chip is given by

\[
P(f) = P_s + h(P_{\text{ind}} + P_d) = P_s + h(P_{\text{ind}} + C_{ef}f^m).
\]  (1)

In (1), \( P_s \) is the static power consumption, which is used to maintain the basic circuit and the clock. \( P_d \) would be 0 until the system is power off. \( P_{\text{ind}} \) is the leakage power consumption unrelated to the frequency, which is a constant and can be eliminated
when the processor is sleep. \( P_g \) is the dynamic consumption caused by charge/discharge of gate circuit, which is related to the processor frequency. The parameter \( m \) is a number greater than 2 [19]. Based on [19–21,26], in this paper the parameter \( m \) is set to \( m = 3 \). In (1), \( h = 1 \) means that the processor is active, and \( h = 0 \) means that the processor is power off or sleep. When the system is active, the power consumption of system is given by
\[
P(f) = C_{ef} f^m + \beta,
\]
where
\[
\beta = P_s + P_{end} > 0.
\]
In time interval \([t_1, t_2]\), when the processor is running in frequency \( f \), the energy consumption is given by
\[
E(f) = \int_{t_1}^{t_2} P(f)dt.
\]
Therefore, the energy consumption of the processor running at frequency \( f \) for a single period is
\[
E = (C_{ef} f^m + \beta)/f.
\]
Taking the first order derivative of \( E \), we have
\[
(m - 1)C_{ef} f^{m-2} - \beta f^{-2} = 0.
\]
If \((m - 1)C_{ef} f^{m-2} - \beta f^{-2} = 0\), the frequency with minimum energy consumption is \( f_{\text{critical}} = \sqrt[2-m]{\beta/C_{ef} f^{m-2}} \). When the processor runs in frequency less than \( f_{\text{critical}} \), the energy consumption would be more because of the longer execution time. Therefore, to save energy, the frequency of the processor is within the range of \([f_{\text{critical}}, f_{\text{max}}] \).

2.3. Fault model

Reliability is the probability that a job can be executed correctly before deadline [19]. It is important for most of real-time systems such as aerospace and medical systems. The runtime faults can be divided into transient faults and permanent faults. In CMOS chips the lower frequencies are accompanied by lower voltage levels and, as a result, become more vulnerable to transient faults caused by cosmic particles [20,23]. Therefore, the transient faults are more frequent [18,33], and this paper just considers the transient faults. According to [19–21,23,26], the transient fault rate of processor in frequency \( f \) (corresponding to voltage \( v \)) is given by
\[
\lambda(f) = \lambda_0 10^{\frac{d(f)}{d_{\text{threshold}}}^t}.
\]
where \( d \) is a constant greater than 0, \( \lambda_0 \) is the average transient fault rate in the max frequency. The lower the frequency is, the more transient faults are, so when \( f < f_{\text{max}} \), \( \lambda(f) > 1 \). When the processor runs in the minimum frequency, the system has the biggest fault rate, where \( \lambda(f_{\text{min}}) = \lambda_0 10^{d(f_{\text{min}})/d_{\text{threshold}}} = \lambda_0 10^d \).

The reliability of system is the rate of which system run correctly, if the runtime transient fault follows Poisson distribution, the probability that task \( T_j \) run correctly is: \( R_j = e^{-\lambda(f_j) |T_j|} \) [20,21,23]. When \( T_j \) is executed in the maximum frequency, the probability is \( R_j^m = e^{-\lambda(f_{\text{max}}) |T_j|} \). If all the \( n \) tasks run in the maximum frequency, the reliability of system is \( R_0 = \prod_{j=1}^{n} R_j^m \).

Similar to [19], the transient fault is detected at the completion of a job’s execution. If a transient fault occurs, the job will be re-executed. In this paper, the overhead of fault detection has been considered into WCETs for each task.

2.4. Problem formulation

Consider a processor system and a task set \( T = \{T_1, T_2, \ldots, T_n\} \), where \( T \) is EDF schedulable with the reliability \( R_0 \) when the processor always run in the maximum frequency and the energy consumption is regardless. If DVFS is used to adjust the frequency, the transient faults rate will be bigger and the reliability will be less. The challenge of this paper is how to optimize the energy efficiency with DVFS while guaranteeing the reliability of the embedded system is not less than \( R_0 \).

3. Related properties

In this section, two theorems will be presented to provide theoretic supports for this work.

**Theorem 1.** Without the consideration of deadline, if \( n \) tasks are executed in a certain time interval, and the execution frequencies of \( n \) tasks are \( f_1, f_2, \ldots, f_n \), respectively. When \( f_1 = f_2 = \cdots = f_n \), the system has the minimum energy consumption (the processor may be off if \( f < f_{\text{critical}} \)).

**Proof.** We apply the contrapositive to prove the Theorem 1. If Theorem 1 is not correct, there may exist less energy consumption when some tasks are executed in unequal frequency. Assuming task \( i \) and task \( j \) are executed in frequencies \( f_i \) and \( f_j \) with the execution times \( t_i \) and \( t_j \) respectively. Without loss of generality, it is assumed that \( f_i > f_j \). In this condition, the total of energy consumption of task \( i \) and task \( j \) is given by
\[
E(f_i \neq f_j) = p(f_i) t_i + p(f_j) t_j = (C_{ef} f_i^m + \beta) t_i + (C_{ef} f_j^m + \beta) t_j.
\]

Now consider that task \( i \) and task \( j \) execute at the same frequency \( f \), and their execution times are \( t'_i \) and \( t'_j \) respectively. In this condition, the total of energy consumption of task \( i \) and task \( j \) is given by
\[
E(f) = \lambda_0 10^{\frac{d(f)}{d_{\text{threshold}}}^t}.
\]

According to (5), (7) and \( f = \frac{f_i + f_j}{t_i + t_j} \), the following equation can be constructed:
\[
\frac{(E(f_i \neq f_j) - E(f))}{C_{ef}} = f_i^m t_i + f_j^m t_j - (f_i t_i + f_j t_j)^m /
\]
\[
\frac{(t_i + t_j)^m}{(t_i + t_j)^m}
\]

According to the Holder inequality [34], for real numbers \( p \) and \( q, p \geq 1, q \leftrightarrow \infty \) and \( \frac{1}{p} + \frac{1}{q} = 1 \), and any real numbers or complex numbers \( a_1, a_2, \ldots, a_n \) and \( b_1, b_2, \ldots, b_n \), it is always true that:
\[
|a_1 b_1| + |a_2 b_2| + \cdots + |a_n b_n| \leq (|a_1|^p + |a_2|^p + \cdots + |a_n|^p)^{\frac{1}{p}} (|b_1|^q + |b_2|^q + \cdots + |b_n|^q)^{\frac{1}{q}}.
\]
If $k > 1$, $p = k + 1$, $q = \frac{k+1}{k}$, $a_i = \frac{x_i}{y_i}$, and $b_i = \frac{y_i}{y_i} > 0$, the first two elements of inequality (9) are

\[ x_1 + x_2 \leq \left( \frac{x_1^{k+1}}{x_1'} + \frac{x_2^{k+1}}{x_2'} \right) \left( y_1 + y_2 \right)^{\frac{k}{k+1}}. \quad (10) \]

Exponentiation by $(k + 1)$ on both sides of (10), we get:

\[ (x_1 + x_2)^{k+1} \leq \left( \frac{x_1^{k+1}}{x_1'} + \frac{x_2^{k+1}}{x_2'} \right) (y_1 + y_2)^k. \quad (11) \]

Inequality (11) divided by $(y_1 + y_2)^k$, yields:

\[ \frac{(x_1 + x_2)^{k+1}}{(y_1 + y_2)^k} \leq \frac{x_1^{k+1}}{x_1'} + \frac{x_2^{k+1}}{x_2'}. \quad (12) \]

Now, (8) can be written as

\[ \frac{E(f_i \neq f_j) - E(f)}{C_{\text{ef}}} = \frac{f^{m}_{i}t_i^{m-1}}{\sum_{y_j} f^{m}_{j}t_j^{m-1}} - \frac{(f_i + f_j)t^{m}}{(t_i + t_j)^{m-1}}. \quad (13) \]

In (13), if $f_i t_i = x_1, f_j t_j = x_2, t_i = y_1$, and $t_j = y_2$. Because $m > 2$, according to (12), the inequality $E(f_i \neq f_j) > E(f)$ can be deducted, which is conflict with hypotetical. So Theorem 1 is proved.

**Theorem 2.** Assume that the $n$ tasks execute on a uniprocessor system, and the transient fault follows the Poisson distribution. Once the transient faults occur to tasks with turned down execution frequencies, the reliability of system will not be dropped below $R_0$ if these tasks are executed again with the maximum execution frequency.

**Proof.** When all the $n$ tasks are executed with the maximum frequency, according to the fault model mentioned in Section 2.3, the reliability of system is $R_0 = \Pi_{x \in X} R_0^x$. When energy efficiency has been optimized by DVFS, considering there are $x(x \in X)$ tasks whose frequency are reduced, the other $y(y \in Y)$ tasks are still executed with the maximum frequency, so $T = X \cup Y$ and $X \cap Y = \phi$. Therefore, the reliability of the system can be expressed as $R = R_X R_Y$. If $k$ tasks in $X$ encounter transient faults, then these faulty tasks will be re-executed with maximum frequency and stored into task set $K (K \subseteq X)$. So, $R_X$ is given by

\[ R_X = \Pi_{x \in X} R_0^x \geq \Pi_{x \in X} R_0^x. \quad (14) \]

\[ R_Y = \Pi_{y \in Y} R_0^y. \quad (15) \]

Therefore, the reliability of system is $R = R_X R_Y > R_0$

4. **Reliability constraint and energy-efficient schedule**

In this section, greedy energy-efficient scheduling (GEE) algorithm is proposed to minimize the execution frequency while guaranteeing reliability by using slack time. The GEE algorithm assigns slack time greedy to the current job, which will lead to the imbalance of tasks’ execution frequency. Therefore, three algorithms are proposed to further balance tasks’ execution frequency. The first two algorithms are based on processor utilization and the last one is based on actual execution time.

4.1. **Greedy energy-efficient scheduling algorithm (GEE)**

The key to reduce energy consumption under the reliability constraint is to fully utilize slack time. During slack time, the execution frequency of each task will be adjusted to minimize energy consumption while guaranteeing the task is able to be finished before the deadline. Consider that all the tasks execute for their WCET in the maximum frequency $f_{\text{max}}$. If the system utilization $U_{\text{sys}} = 1$, no task can be turned down. If $U_{\text{sys}} < 1$, the slack time can be collected in the runtime, and turn down the frequency of some tasks. In this way the task must be ensured to re-execute in the maximum frequency when transient faults occur. To get the available slack time $slackTime$, a virtual task $VRT$ with the period $P_{VRT} = \min_{1 \leq i \leq n} (P_i)$ and the $C_{VRT} = (1 - \sum_{i=1}^{n} F_i P_i)$ is constructed. $C_{VRT}$ is the actually slack time which is generated periodic and can be used by real runtime tasks. Assume that $curJob$ is current executing job and the slack time would decrease/increase under following situations: (1) $curJob$’s frequency $f_{curJob}$ is reduced; (2) transient faults occur and $curJob$ is recovered; (3) $curJob$ completes ahead of WCET; (4) the processor is idle. Based on the above situation, the following 5 rules are defined to manage $slackTime$:

- **Rule 1**: $slackTime$ will increase $C_{VRT}$ when a VRT arrives.
- **Rule 2**: When $curJob$ is completed correctly with frequency $f_{curJob}$, the $slackTime$ will decrease $\frac{C_{curJob}}{f_{curJob}} - C_{\text{max}}$.
- **Rule 3**: When the frequency is reduced and transient fault occurs during the execution of $curJob$, $curJob$ must be re-executed, the $slackTime$ will decrease $\frac{C_{curJob}}{f_{curJob}}$.
- **Rule 4**: When $curJob$’s actual execution time is less than the WCET, $curJob$ is completed ahead, the $slackTime$ will increase $\frac{C_{curJob}}{f_{\text{max}}} - \text{AET}_{\text{curJob}}$. Here $\text{AET}_{\text{curJob}}$ is actual execution time of $curJob$.
- **Rule 5**: If processor is idle, the $slackTime$ decrease $1$ for every time unit.

The energy consumption can be optimized by turning down the frequency based on the $slackTime$. A greedy energy efficiency scheduling algorithm is presented under the constraint of reliability as Algorithm 1 GEE.

**Algorithm 1. GEE**

**Input:** TaskSet

**Output:** Set the execution frequency of the task and execute

1: construct a VRT
2: at each time tick, do
3: if VRT arrives then
4: $slackTime \leftarrow slackTime \times C_{VRT}$
5: end if
6: if a frequency turned down task then
7: $slackTime \leftarrow slackTime \times f_{curJob}$
8: turn the frequency to maximum and re-execute $curJob$
9: end if
10: if $curJob$ completed correctly then
11: $slackTime \leftarrow slackTime - C_{curJob} \times f_{\text{max}} - f_{curJob}$
12: if ReadyQ is not empty then
13: $curJob \leftarrow$ get task from ReadyQ
14: SetFrequency(1, $curJob$, $slackTime$) and execute $curJob$
15: else
16: processor sleep
17: $slackTime \leftarrow slackTime - 1$
18: end if
19: end if
20: if newJob arrives then
21: if processor is idle or $D_{\text{newJob}} < D_{\text{curJob}}$ then
22: if $curJob \neq \text{NULL}$ then
23: insert $Rem_{\text{curJob}}$ into ReadyQ
24: $slackTime \leftarrow slackTime - (C_{\text{curJob}} - Rem_{\text{curJob}}) \times f_{\text{max}} - f_{\text{curJob}}$
25: end if
26: $curJob \leftarrow$ newJob
27: SetFrequency(1, $curJob$, $slackTime$) and execute $curJob$
28: else
29: insert newjob into ReadyQ
30: end if
31: end if

In GEE, $curJob$ represents current executing job. $C_{\text{curJob}}$ and $D_{\text{curJob}}$ represent WCET and absolute deadline of $curJob$, respectively. $Rem_{\text{curJob}}$ denotes the remaining time requirement of $curJob$. 
ReadyQ denotes the ready queue. The GEE algorithm uses EDF as the basic scheduling mechanism and adjusts the processor execution frequency based on the slackTime. The GEE algorithm can be divided into 4 parts. Lines 3–5 are the first part, in which slackTime will increase when VRT arrives. The second part is lines 6–9. In this part, if a curJob’s frequency is turned down and some transient fault occurs, curJob will be re-executed in maximum frequency. Lines 10–19 are the third part, when curJob is finished correctly, the processor executes the next job in the ready queue if it is not empty. Otherwise, the processor sleeps. The fourth part is Lines 20–31, when newJob arrives, GEE judges its priority. If the priority is greater than curJob or the processor is idle, GEE adjusts the frequency for the newJob and executes this newJob. In this way, preemption may occur during which the preempted curJob is added to the ready queue or the newJob is added to the ready queue. The whole part manages the slackTime based on the rules mentioned above and turn down the frequency of curJob as low as possible. The algorithm for adjusting frequency is shown in Algorithm 2 (SetFrequency1).

Algorithm 2. SetFrequency1

Input: curJob and slackTime
Output: set the execution frequency of curJob
1: recoverTime ← C_{curJob}/f_{max}
2: s ← D_{curJob}−recoverTime−currentTime
3: if s ≤ min(s, slackTime) then
4: f_{curJob} ← f_{max}
5: else
6: f_{curJob} ← C_{curJob}/s
7: end if

In GEE, when several jobs have the same deadline, the longer execution time a job has, the greater priority it gets. This mechanism can balance the execution frequency, because if a job with longer execution time can be executed in lower frequency, faults recovery time would have been reserved which is no less than the slack time demanded by the next job.

When a job with higher priority arrives, the processor preemption happens. The context switch in preemption is used to save the state information of current executing job, which will lead to more time and energy consumption. Actually, preemption is not always necessary. As shown in Fig. 1, in the figure, the X-axis represents time and the Y-axis represents execution frequency. jobx is begun to execute in t0, and is supposed to finish in t0 + x (x is the WCET of jobx). In instant t, a job joby (y is the WCET of joby) with higher priority arrives, the processor is preempted by joby based on the EDF strategy (shown in Fig. 1(a)). Consider that during the execution of jobx and joby, no other job with priority higher than jobx arrives. If no preemption occurs, the jobx is delay still meets the deadline, as shown in Fig. 1(b), the energy consumption will be less because of the less preemption and the scheduling is also feasible. Hence, the delay of jobs may lead to less preemption which make the scheduling simpler.

GEE is based on the greedy strategy, which will lead to the imbalance of execution frequencies of other tasks and system energy consumption also cannot be minimized. To alleviate this problem, if more tasks are executed with reduced frequencies, the overall energy consumption can be reduced dramatically. Therefore, a greedy energy-efficient algorithm based on processor utilization is presented which considers all the tasks in the system.

4.2. Greedy energy-efficient scheduling based on processor utilization (GEEPU)

Thinking intuitively from the task level, if a task Tj has the utilization Uj < 1 − Usys, this task’s frequency can be turned down. Consider a task set T_{flow} which can be executed in lower frequency, the total utilization of the set is U_{flow} = \sum Uj ≤ Usys. This paper also considers a task set T_{max} = T − T_{flow} which executes in maximum frequency f_{max}. The total utilization of U_{max} = \sum Uj ≥ Usys. According to Theorem 1, if the transient faults can be ignored, the processor executes T_{max} with the maximum frequency and executes T_{flow} with the same lower frequency f_{flow} = U_{flow}/f_{max} for the rest of the time, the energy consumption would be minimum. In the runtime, when a job can be executed in the frequency f ≤ f_{flow}, the frequency is turned to f_{flow}.

When setting the task execution frequency, consider that the VRT may arrive in runtime and increase the slackTime, which can lower the frequency of the task. So the function SetFrequency1 can be modified as Algorithm 3 (SetFrequency2):

Algorithm 3. SetFrequency2

Input: curJob and slackTime
Output: set the execution frequency of curJob
1: recoverTime ← C_{curJob}/f_{max}
2: s ← D_{curJob}−recoverTime−currentTime
3: b ← Judge whether the next VRT arrives before currentTime + C_{curJob}/f_{max}
4: if s ≤ min(s, slackTime) then
5: f_{curJob} ← f_{max}
6: else
7: f_{curJob} ← C_{curJob}/s
8: end if

Sometimes, T_{flow} cannot be constructed for some task sets, and if that happens, f_{flow} = 0. In this condition, the algorithm SetFrequency2 will not be executed for Lines 9–11, SetFrequency2 is actually similar to the SetFrequency1.

This paper also considers the preemption simply in GEEPU. When jobs with higher priority arrive, whether jobs can be delay is analyzed, which can lower the preemption.

4.3. Example

Consider a task set T = \{T1(P1 = 7, C1 = 2), T2(P2 = 7, C2 = 1), T3(P3 = 7, C3 = 1), T4(P4 = 14, C4 = 2)\}, the system utilization Usys = 71.4%. When the processor runs in the maximum frequency, we can construct a VRT(P = 7, C = 2) based on Section 4.1. In a hyperperiod (the lowest common multiple of all task’s period), the
schedule result is shown in Fig. 2(a) by using EDF. Because VRT does not need to be actually executed, VRT and T1 can switch for each other. When GEE is used for scheduling the tasks, the schedule has a slack time of 2 at the start. Obviously, the slack time is not long enough to allow J1,1 turning down the frequency, but is enough for J2,1 to turn the frequency to 0.5 and keep a slack time of 1 as the recovery time, as shown in Fig. 2(b). J3,1’s frequency cannot be turned down as shown in Fig. 2(c). J4,1 get a slack time of 3 because of the arriving of the next VRT and can be executed in the frequency 0.667, as shown in Fig. 2(d). At the instant, J1,2, J2,2 and J3,2 is ready, but J4,1 has the same deadline, so no preemption happens. J1,2 has a slack time of 2 and cannot turn down the frequency, as shown in Fig. 2(e). J2,2 can turn the frequency to 0.5 as shown in Fig. 2(f). The slack time remains 1 at last so J3,2 has to be executed in the maximum frequency. The whole schedule is shown in Fig. 2(g). If some transient faults occur to J2,2, J3,2 would recover execution, as shown in Fig. 2(h).

Fig. 2(i) shows the results of scheduling using the GEEPUS algorithm. According to Section 4.2, $f_{\text{avg}} = 0.6$ and J1,1 is executed in frequency 1. J2,1 in frequency 0.55, which can be finished at instant 3.82 with a slack time of 1.18. J3,1 can be executed in frequency 0.85 and would finish at instant 5 with a slack time of 1. J4,1 has a slack time of 3 in runtime so it can turn the frequency to 0.67 and is supposed to be finished at instant 8 with a slack time of 2. J1,2 cannot adjust the frequency and would be finished at instant 10 with the slack time of 2. J2,2 can be executed in frequency 0.55 and finished at instant 11.82. J3,2 can be executed in frequency 0.85 and then finishes at instant 13. If some transient faults occur to J2,2 and J3,2 has to recover the execution, J3,2 will be finished at instant 13.82 as shown in Fig. 2(j).

According to the fault model mentioned above and the experimental parameters in Section 5.1, Without any fault, the energy consumption of GEE is 8.69 and GEEPU is 8.23. Furthermore, even with the fault occurrence to J2,2, the energy consumption of GEE is 9.79 and GEEPU is 9.59. Therefore, GEEPU is more energy efficient with a guaranteed reliability.

4.4. Global energy-efficient scheduling based on processor utilization (GLEEPU)

As mentioned in Section 4.2, Consider a task set $T = \{T_1(P_1 = 4, C_1 = 1), T_2(P_2 = 5, C_2 = 1), T_3(P_3 = 5, C_3 = 1), T_4(P_4 = 10, C_4 = 2)\}$, the processor utilization is in the maximum frequency $U_{\text{sys}} = 85\%$. All the tasks do not meet the situation that $U_i < 1 - U_{\text{sys}}$. GEEPU is similar to GEE, and tasks cannot be executed in a fairly balanced frequency. To deal with this kind of situation, a global energy efficient scheduling algorithm based on processor utilization (GLEEPU) is designed, which do not consider the situation of $U_i < 1 - U_{\text{sys}}$, but with the consideration of the average execution frequency $f_{\text{avg}} = U_{\text{sys}} \times f_{\text{max}}$. When the frequency can be adjusted, let the exe-
cution frequency of the task be as close as possible to $f_{\text{avg}}$, and slackTime can be fully utilized. Therefore, when $\text{curJob}$'s frequency $f_{\text{curJob}}$ is less than $f_{\text{avg}}$, the frequency $f_{\text{curJob}}$ is adjusted to $f_{\text{max}} \times \frac{f_{\text{avg}}}{f_{\text{max}}}$. 

4.5. Dynamic global energy-efficient scheduling based on the actual execution time (DGAET)

In real situation, many jobs finish earlier than their WCET, the actual execution time (AET) is often much less than the WCET. This situation will produce some extra slack time for the system which can be used to optimize the energy consumption. Besides, how to use the slack time should be considered, it can affect the next job only, or affect several latter jobs globally. Obviously, the energy consumption would be much more balanced if the slack time can be used globally. So, a global energy efficiency algorithm based on actual execution time (DGAET) is designed which set the basic frequency $f_{\text{base}} = f_{\text{avg}}$. If there exist some slack time because of that the actual execution time is less than WCET, $f_{\text{base}}$ is turned down to get lower frequency, and if the actual execution time is equal to WCET, $f_{\text{base}}$ is recovered. So the function of task execution frequency can be modified as Algorithm 4 (SetFrequency3):

Algorithm 4. SetFrequency3

Input: curJob and slackTime
Output: set the execution frequency of curJob

1. $\text{recoverytime} \leftarrow \frac{C_{\text{curJob}}}{f_{\text{max}}}$
2. $s \leftarrow D_{\text{curJob}} - \text{recoverytime} - \text{currenttime}$
3. $b \leftarrow \min(s, \text{slackTime} \times b \times C_{\text{VRT}})$
4. if $s < \text{recoverytime}$ then
5. $f_{\text{curJob}} \leftarrow f_{\text{max}}$
6. else
7. $f_{\text{curJob}} \leftarrow \frac{C_{\text{curJob}}}{s}$
8. end if
9. if $f_{\text{curJob}} < f_{\text{base}}$ then
10. $f_{\text{curJob}} \leftarrow \frac{C_{\text{curJob}}}{f_{\text{base}}}$
11. else
12. $f_{\text{curJob}} \leftarrow f_{\text{base}}$
13. end if

In Algorithm DGAET, to gather the slack time for a task which is completed ahead, the expected completion time of $\text{curJob}$ is calculate by $C_{\text{curJob}} / f_{\text{max}}$. When the $\text{curJob}$ is completed, the AET of $\text{curJob}$ can be obtained, therefore, the slack time and AET of $\text{curJob}$ in Rule 4 can be calculated.

Algorithm 5. DGAET

Input: TaskSet
Output: Set the execution frequency of the task and execute

1. Construct VRT
2. $f \leftarrow f_{\text{base}}$
3. at each time tick
4. if $\text{VRT}$ arrives then
5. slackTime $\leftarrow \text{slackTime} + C_{\text{VRT}}$
6. end if
7. if a frequency turned down task fault then
8. slackTime $\leftarrow \text{slackTime} - \frac{C_{\text{curJob}}}{f_{\text{max}}}$
9. turn the frequency to maximum and re-execute $\text{curJob}$
10. end if
11. if curJob is completed correctly then
12. slackTime $\leftarrow \text{slackTime} + \frac{C_{\text{curJob}}}{f_{\text{max}}} - (\text{currenttime} - s_{\text{curJob}})$
13. if ReadyQ is not empty then
14. SetFrequency3($\text{curJob}$, slackTime) and execute curJob
15. $s_{\text{curJob}} \leftarrow \text{currenttime}$
16. else
17. processor sleep
18. decrease slackTime $\leftarrow \text{slackTime} - 1$
19. end if
20. end if
21. if newJob arrives then
22. if processor idle or ($D_{\text{newJob}} < D_{\text{curJob}}$ and newJob do not need to delay) then
23. if curJob $\neq$ NULL then
24. $s_{\text{outside}} \leftarrow \text{currenttime}$
25. insert $\text{Rem}_{\text{outside}}$ into ReadyQ
26. slackTime $\leftarrow \text{slackTime} - (C_{\text{curJob}} - \text{Rem}_{\text{outside}}) \times \frac{f_{\text{max}} - f_{\text{base}}}{f_{\text{base}}}$
27. end if
28. curJob $\leftarrow$ newJob
29. SetFrequency3($\text{curJob}$, slackTime) and execute curJob
30. $s_{\text{curJob}} \leftarrow \text{currenttime}$
31. else
32. insert newJob into ReadyQ
33. end if
34. end if

Similar to GEE, algorithm DGAET includes 4 parts. Lines 4–6 show the situation when VRT arrives. Lines 7–10 show the situation when some transient faults occurs to the task whose frequency is turned down. Lines 11–21 show the situation when the current job is finished, and the next job is scheduled. Lines 22–34 show the situation of preemption when a new job arrives. In Algorithm DGAET, if the $\text{curJob}$ is finished in currenttime with an actual execution time less than the WCET, some slack time is produced which is equal to $C_{\text{curJob}} / f_{\text{max}} - (\text{currenttime} - st_{\text{curJob}})$, while $st_{\text{curJob}}$ is the start time of $\text{curJob}$.

4.6. Deadline

According to the construction of VRT, it is inserted to the task set $T$ to make the processor utilization 100%. If VRT’s deadline is equal to the summary of the arriving time and period, the new task set is still schedulable. In this paper, the slack time is collected by VRT to adjust the frequency, no matter there is fault occur or not, the next job would be executed in some instant to meet the deadline.

4.7. Time complexity analysis

The worst case where $n$ jobs arrive at the same time and are sorted by EDF in the ready queue has the time complexity of $O(n \log n)$. The time complexity of recovering a faulty task with a reduced frequency is $O(1)$. When the $\text{curJob}$ is finished correctly, the next job in the ready queue will be executed, before which the execution frequency should be configured with a time complexity of $O(1)$. When the new task arrives, to determine whether or not to preempt has the time complexity of $O(n)$. So the time complexity is at most $O(n \log n)$ at each scheduling point.

5. Evaluation

5.1. Experimental parameters

In this paper, a C++ program is used to simulate the execution of task sets. Based on [19], the parameter settings in the energy consumption model are $\beta = 0.1$, $C_{\text{cur}} = 1$ and $m = 3$. Based on what is mentioned in Section 2.2, the energy-efficient frequency is obtained as $f_{\text{critical}} = 0.37$. The energy consumption is calculated by Eq. (3), and time is expressed by time units. The periods of tasks are uniformly distributed within the range of [10, 100]. The tasks are divided into short period tasks with $p \in [10, 20]$, middle period tasks with $p \in [20, 80]$ and long period tasks $p \in [80, 100]$. The numbers of the 3 kinds of tasks are approximately equal. 100 task sets are constructed for every simulation, execute for $10^7$ time units and take the average of the results. It is assumed that the occurrence of transient faults follows the Poisson distribution and the probability of faults in the maximum frequency $f_{\text{max}}$ is $\lambda_0 = 10^{-10}$. When the
frequency is turned down, the fault probability is \( \lambda(f) = \lambda_0 10^{\frac{d-1}{\text{diam}}} \), here \( d = 2 \) [19,23]. The probability of failure in runtime is \( 1 - \Pi \).

5.2. Situation when tasks run for WCET

In this section, all tasks are executed with WCET. The performance of the GEE, GEEPU and GLEEPU is evaluated using the NPM (no power management) [19] algorithm as a benchmark. The system overhead caused by preemption has not been considered. NPM do not adjust the frequency and let all the tasks run in the maximum frequency, when no task is executed, the processor sleeps.

Experiment 1: Fixed task number, varying processor utilization. In this experiment, the task’s WCET is constructed as a random value, and processor utilization is set from 0.4 to 0.9. The 6 tasks, 9 tasks and 12 tasks are simulated separately, normalization the energy consumption refer to NPM. The probability of failure, energy consumption and preemption are analyzed as shown in Figs. 3–5.

As mentioned in Fig. 3, if the task number is fixed, the failure probability of the proposed four algorithms will be increased with an increasing system utilization. When the system utilization drops below 0.6, the failure probability of GEE, GEEPU, and GLEEPU are significantly smaller than NPM. Noticed that GLEEPU always has the lowest failure probability.

As shown in Fig. 4, GEE, GEEPU and GLEEPU are much better in energy efficient than NPM. When the utilization is 0.4, the energy consumption of the proposed 3 algorithms is about 44% of NPM. With the increase of processor utilization, the energy consumption increases because less tasks are turned to execute in lower frequency. GEE, GEEPU and GLEEPU have similar performance of energy consumption while GLEEPU is a little better.

As shown in Fig. 5, the number of preemption of NPM increased with an increasing system utilization. When the system utilization is below 0.8, NPM has the smallest number of preemption compared with other techniques. This is because, NPM is with the highest execution frequency, when the system utilization is small, the processor has more time in the idle state resulting in reduced preemption probability. Since GEE, GEEPU, and GLEEPU reduce their execution frequency, tasks have more chances to be preempted. When system utilization increases, the numbers of preemptions for GEE, GEEPU, and GLEEPU have no obvious variance. Noticed that GEE has no control for the preemption, therefore, it has a significant number of extra preemptions compared with GEEPU and GLEEPU. Once the system utilization is beyond 0.8, fewer preemptions happen on GEEPU and GLEEPU than NPM.

Experiment 2: Fixed processor utilization, varying task number. The 3, 6, 9, 12, and 15 tasks are constructed when the utilization is 0.5, 0.7 and 0.9, respectively. The probability of failure, energy consumption and preemption are analyzed as shown in Figs. 6–8.

As shown in Fig. 6, although the failure probabilities of all techniques become larger with the increase of system utilization, the proposed algorithms all have less failure probability than NPM. Overall, GLEEPU has the lowest failure probability.

As shown in Fig. 7, GEE, GEEPU and GLEEPU all have better energy efficiency than NPM. Averagely the energy consumption of the proposed algorithms is about 55% of NPM with the processor utilization of 0.5, 78% with processor utilization of 0.7, and 92% with...
processor utilization of 0.9. Among these three algorithms, GLEEPU is superior both in energy efficiency and reliability.

As shown in Fig. 8, GEE has the largest number of preemptions as it reduces the execution frequency. When the system utilization is 0.5, NPM has the smallest number of preemptions. When the system utilization is 0.7, the number of preemptions of NPM is approaching to that of GEEPU and GLEEPU. When the system utilization is 0.9, NPM has a larger number of preemptions than GEEPU and GLEEPU.

Experiment 1 and Experiment 2 show that despite the changes of system utilization, GEE, GEEPU and GLEEPU always have lower energy consumption and better reliability than NPM. For GEE, the number of preemptions is significantly larger than that of GEEPU and GLEEPU.

5.3. Comparison when tasks run for AET

In a real-life system, most tasks have less execution time than WCET. Therefore, in the following experiments, it is reasonable to assume that many tasks are with the execution time between the best-case execution time (BCET) and WCET. Hence, these tasks are assigned a random execution time with the range of [BCET, WCET].
Besides, considering the preemption overhead, the time overhead for a single preemption of curJob is defined as $\alpha \times C_{\text{curJob}}$ and based on the current execution frequency $f_{\text{curJob}}$ the energy overhead can be calculated. The performance of NPM, DUMMY+RA-DPM \cite{19}, and DGAET is evaluated, when dummy task in DUMMY+RA-DPM has the minimum period.

Experiment 3: 12 tasks are constructed with BCET/WCET $= 0.2$ to evaluate both the energy consumption and reliability of the proposed techniques with respect to the parameter $\alpha$ (1%, 3%, 5%, 7% and 9%). Figs. 9 and 10 show the evaluations with different processor utilizations of 0.8 and 0.9, respectively.

As shown in Figs. 9 and 10, DUMMY+RA-DPM and DGAET has less energy consumption and failure probability than NPM. When the preemption overhead increases, the energy consumption of DUMMY+RA-DPM and DGAET is slowly increasing relative to NPM, at the same time the failure probability of three algorithms have the tendency to increase. Among these three algorithms, DGAET is superior both in energy efficiency and reliability.

Experiment 4: 12 tasks with processor utilization 0.8, BCET/WCET $= 0.2, \alpha = 5\%$. There are $k$ tasks with their execution time within $[\text{BCET}, \text{WCET}]$, the rests are with the execution time of WCET. When $k$ is 3, 5, 7, 9, and 11, Fig. 11 shows the results of the reliability and energy consumption.

As shown in Fig. 11, DUMMY+RA-DPM and DGAET has less energy consumption and failure probability than NPM. When the utilization is fixed, $k$ is varied from 3 to 11, the energy consumption and failure probability of DUMMY+RA-DPM and DGAET are becoming smaller and smaller. DGAET has obvious better performance than DUMMY+RA-DPM and NPM.
Experiment 5: 15 tasks with processor utilization of 0.9, $\alpha = 5\%$. The execution time of tasks follows uniform distribution in between BCET and WCET. When BCET/WCET is from 0.2 to 0.9, the reliability and energy consumption are shown in Fig. 12.

As shown in Fig. 12, DGAET has better performance in energy consumption and failure probability than NPM and DUMMY+RA-DPM.

According to Experiment 3, Experiment 4, and Experiment 5, DGAET is better than the pre-existing algorithm when the actual execution time is less than WCET and the time and energy consumption of preemption is considered.

6. Conclusion

DVFS is efficient to optimize the system energy consumption but would reduce the system reliability. In this paper, a virtual is constructed to collect slack time, and based on slack time, the task's execution frequency is adjusted. In order to guarantee the reliability, if a task's execution frequency is reduced and some transient fault occurs, the task will be re-executed in maximum frequency. The GEE algorithm is first proposed in this paper, then, a simple analysis of preemption is given which reduces preemption. The two algorithms based on the processor utilization are designed which make the execution frequency more balanced. Considering the fact that the AET of many tasks may be less than WCET, an algorithm based on the AET is also designed. Simulation results show that the proposed algorithms have significant improvements in terms of both energy efficiency and reliability over other related works.
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