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Abstract—Recently, the modeling and design of dis-
tributed controllers in cyber-physical systems (CPSs),
which suffer from messages lost, delay variation, and
jitter, has gained lots of research attentions. A special
CPS, arbitrated networked control system (ANCS), has
been designed for scheduling or arbitrating networks in
a control system. In this paper, we propose a novel ANCS
with dual communication channels. The proposed ANCS
uses a hierarchical flexible time-division multiple access
(TDMA)/fixed priority scheduling policy that is based on the
event trigger protocol. A flat semi-dormant multicontrollers
(FSDMC) model is developed for the proposed ANCS.
We then model the FSDMC as an N/(d,c)-M/M/c/K/SMWV
queue, and obtain various performance indices. Based on
the model, a multiobjective optimization problem is then
formulated to minimize the nonlinear energy consumption
function and the nominal delay function presented in this
study. To resolve the multiobjective optimization problem,
a scheduling algorithm based on the multiobjective particle
swarm optimization algorithm is proposed to generate the
Pareto front and the corresponding nondominated vector
sets. An optimal stopping algorithm is also designed to
obtain the optimal value of the number of semi-dormant
controllers. The optimal values of various parameters of the
control system are obtained by using the above nondom-
inated vector sets, and are applied to the proposed ANCS.
Extensive numerical results are provided to illustrate the

Manuscript received August 9, 2016; revised December 5, 2016; ac-
cepted March 24, 2017. Date of publication April 4, 2017; date of current
version August 1, 2017. This work was supported by the National Natural
Science Foundation of China under Grant 61173036, Grant 61370097,
Grant 61370095, and Grant 11371074. Paper no. TII-16-0829.
(Corresponding author: Renfa Li.)

H. Gong is with the College of Computer Science and Electronic En-
gineering, the Key Laboratory for Embedded and Network Computing of
Hunan Province, and the National Supercomputing Center in Changsha,
Hunan University, Changsa 410082, China, and also with the School of
Mathematics and Statistics, Changsha University of Science and Tech-
nology, Changsha 410114, China (e-mail: ghongfang@126.com).

R. Li, J. An, and W. Chen are with the College of Computer Sci-
ence and Electronic Engineering, the Key Laboratory for Embedded and
Network Computing of Hunan Province, and the National Supercom-
puting Center in Changsha, Hunan University, Changsa 410082, China
(e-mail: lirenfa@hnu.edu.cn; jt_anbob@hnu.edu.cn; chen.ava.0012@
gmail.com).

K. Li is with the College of Computer Science and Electronic Engi-
neering, the Key Laboratory for Embedded and Network Computing of
Hunan Province, and the National Supercomputing Center in Changsha,
Hunan University, Changsa 410082, China, and also with the Depart-
ment of Computer Science, State University of New York, New York, NY
12561 USA (e-mail: lik@newpaltz.edu).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TII.2017.2690939

usefulness of the proposed algorithms and the effects of
the control system parameters on the optimal policy.

Index Terms—Control and architecture codesign, cost
and performance evaluation, cyber-physical system (CPS),
queuing system, semi-dormant controller clusters.

I. INTRODUCTION

AUTOMOTIVE, avionics, and industrial automation sys-
tems are often distributed embedded systems (DES) with

a large number of processing units (PUs), sensors, and actuators
that communicate via shared buses such as controller area net-
work (CAN), local interconnect network (LIN), and FlexRay.
Such architectures are used to run distributed control applica-
tions, often with multiple quality-of-control (QoC) constraints
[1]. Inherent heterogeneity and diverse nature of such cyber-
physical systems (CPSs) make these systems very complex.
The continually increasing data also bring about the informa-
tion unbalanced problem in various application domains [2].
Such unbalanced load problem on control applications maybe
lead to performance reduction and energy dissipation. In or-
der to improve the system performance and reduce the energy
consumption of system, it is necessary to consider new control
design paradigms. Such design approaches need to accommo-
date architecture-level constraints, for example, the availability
or cost of computation and communication resources [3], [4].

A special kind of CPS named as arbitrated networked control
system (ANCS) is first proposed in [4] in order to emphasize
that the control systems are to be designed for networks that
are scheduled or arbitrated. In such a system, the question for
the fixed delay generated by the time-triggered protocol is only
investigated in [1], [3], [4], but the problem for varying delay
not considered. Zeng et al. [5] investigated the problem of the
electronic control unit (ECU) and FlexRay bus optimal schedul-
ing synthesis from the perspective of the application designer.
Dvorak and Hanzalek [6] proposed a heuristic algorithm that
decomposes the scheduling problem to the ECU-to-channel
assignment subproblem and the channel scheduling subproblem
by two independent channels interaction with gateway. Hu et al.
[7] studied a holistic scheduling problem for handling real-time
applications in time-triggered invehicle networks, where
practical aspects in system design and integration are captured.
Kang et al. [8] presented a frame-packing algorithm called
bandwidth consumption minimizing with various periodic
signals to pack the signals with different periods into a message
frame. However, these scheduling efforts are targeted only to
the static segment.
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Fig. 1. Typical distributed embedded system (DES) [1].

Fig. 2. System architecture with five distributed control applications.

It is widely believed that as application complexity and hence
communication requirements continue to grow, the bandwidth
of the time-triggered segment will not suffice and a purely
time-triggered implementation might be overly expensive. On
the other hand, priority-driven event-triggered (ET) implemen-
tations suffer from the usual temporal nondeterminism which
results in poor control performance [9]. Zeng et al. [10] used sta-
tistical analysis methods to compute the probability distribution
of CAN message response times when only partial informa-
tion is available about the functionality and architecture of a
vehicle. However, the tradeoff between system implementation
cost and system performance was not studied. In this paper, we
employ the queueing theory to model DES based on FlexRay
network with ET protocol, and compute stationary probability
distribution of system and system performance metrics.

In [11], the dormant multicontroller model is presented for
software-defined networking, where network control is decou-
pled from forwarding [12]. In this paper, we propose a flat
semi-dormant multicontrollers (FSDMC) model for a special
CPS based on hierarchical modeling theory. The FSDMC is
based on a wakeup mechanism on the communication system
(e.g., FlexRay, see [13, Fig. 2]). FlexRay supports a standby and
dormant modes for bus drivers (BD) of an ECU. Wakeup sym-
bol is used to bring the multinode clusters out of the low-power
state by sending a pattern that causes the BDs to wake up the
local ECU. The wakeup signals distributed on the network are
supported by communication controllers and BD devices [14].
We consider a typical distributed embedded architecture shown
in–Fig. 1 (see [1, Fig. 1(a)]).

Fig. 3. Task graph for control application i, i = 1, 2.

Fig. 4. Task graph for control application j, j = 3, 4, 5.

Fig. 5. Communication channel A: Hierarchical FTDMA/FP scheduler,
l = FTDMA cycle length.

FlexRay networking supports single-channel configuration,
as well as the dual-channel one with some nodes connected to
both channels and others connected to just one channel [13]. We
extend the above-mentioned ANCS to a hybrid bus-star topol-
ogy with two channels (see [14, Figs. 1–10]). Here, channel A
is implemented as a bus topology connection, while channel B
is implemented as a ring topology connection. All nodes are
connected to channel A, but only controller nodes are intercon-
nected via channel B. These controllers constitute a flat multi-
controllers structure using equal mode, that is, the servers are
equally likely, in order to maintain load balancing and guaran-
tee global consistency. In this paper, with the purpose of a good
tradeoff between system implementation cost and system per-
formance, we focus on the scheduling issues of all controllers.
We apply the queueing theory to the FSDMC model for the
ANCS, and dynamically configure the system parameters using
the optimal stopping strategy [15] and multiobjective particle
swarm optimization (MOPSO) [16] algorithm.

The highlights of this paper are summarized as follows.
1) A novel ANCS architecture is proposed. An FSDMC model

is presented to allow part of the idle controllers to enter the semi-
dormant state under light traffic case by building a queuing
system.

2) We consider a finite capacity M/M/c queuing system with
N-policy and synchronous multiple working vacations (SMWV)
of partial servers, N/(d,c)-M/M/c/K/SMWV for short, where c
represents the number of controllers, d denotes the number
of semi-dormant controllers, and K describes the system ca-
pacity. We use this queuing system to quantify various perfor-
mance indices of the system and analyze the system cost and
performance.
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Fig. 6. State-transition-rate diagram for the N/(d,c)-M/M/c/K/SMWV queuing system.

Fig. 7. Plot (a), (b) of F (10, d, 20, μB , 1.0) and E [Tq ] versus μB and
d, respectively.

3) We establish a multiobjective optimization model to
minimize the nonlinear energy consumption function and the
nominal delay function. The MOPSO algorithm is employed to
generate the Pareto front and the corresponding nondominated
vector sets. We propose an optimal stopping algorithm and a
scheduling algorithm of FSDMC to derive the optimal value of
the number of semi-dormant controllers and the optimal values
of the decision variables, respectively. These parameters values
can be employed to design our proposed ANCS. To the best of
our knowledge, there has been no such research in ANCS till
now.

The rest of this paper is organized as follows. In Section II,
we describe the related work. Section III presents the platform
architecture of system and depicts the system dynamics. In
Section IV, we model the queuing system as a quasi-birth-

Fig. 8. Plot (a), (b) of F (10, d, 20, 2.5, μV ) and E [Tq ] versus μV and
d, respectively.

and-death (QBD) process and compute the stationary distri-
butions and the system performance measures by using matrix-
geometric method based on the Markovian model. Section V
establishes the expected cost function per unit time and the per-
formance measure function, and designs an optimal stopping al-
gorithm and a scheduling algorithm of FSDMC. In Section VI,
we provide numerical results for sensitivity analysis of system
cost and performance, and solve the optimal values of system
parameters. Finally, Section VII concludes the paper.

II. RELATED WORKS

How to enable the CPS nodes to efficiently collaborate so
as to accomplish more computing tasks is a very challenging
problem [17]. The codesign of control and architecture can
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Fig. 9. Plot (a), (b) of F (c, 4, 20, μB , 1.0) and E [Tq ] versus μB and c,
respectively.

allow the system to adapt to the changes in the environment
and workload, or even to the changes in system architecture
caused by reconfigurations or failures. The result could be used
to improve system performance and higher resource utilization
[9], [18]. Connections between control performance and archi-
tecture design have been explored in the past two decades [1],
[3], [4], [19]− [29]. The idea in most of those papers is that
better control performance is achieved by redesigning the ar-
chitecture in a suitable manner. In [19] and [20], a closed-loop
state-based strategy is used to determine a aperiodic sampling
sequence and a corresponding scheduling strategy is used to
ensure the desired control performance. In [21] and [22], a
closed-loop output-based feedback strategy is proposed to guar-
antee stability and desired performance for ET control systems
using tradeoffs between closed-loop performance and commu-
nication load. Other event-based strategies are used in [23] and
[24] so as to determine the sampling sequence to guarantee
system stability. In [25] and [26], an event-based control and
scheduling codesign strategy for networked embedded control
systems is presented to improve the control performance pro-
vided that the limited resources are used efficiently. In [27],
an automotive distributed architecture based on a high speed
power line communication protocol is designed using a transac-
tion level modeling approach for networked embedded systems.
Kauer et al. [28] deals with synthesis of distributed embedded
control systems closed over a faulty or severely constrained

Fig. 10. Plot (a), (b) of F (c, 4, 20, 2.5, μV ) and E [Tq ] versus μV and
c, respectively.

communication network. A distributed embedded architecture
is modeled as a network of Event Count Automata to verify
the bound on deadline misses. A robust stabilizing controllers
design is also given by introducing a novel fault-tolerant control
strategy for improving QoC. In [29], a framework for the ET sta-
bilization of nonlinear systems is proposed using hybrid system
tools, and it is especially well suited for embedded systems and
networked control systems since it is able to reduce the amount
of communication traffic and computation resources needed for
control. However, in these papers, the arbitration of messages
on a shared communication medium is not involved.

Voit [3] presented several approaches to deal with the inte-
grated co-design of control and communication for a particular
kind of ANCS, which employs hierarchical and hybrid commu-
nication networks. Annaswamy et al. [1] considered whether or
not a constant delay value is smaller or larger than the sampling
period for ANCSs and proposed a control design that explic-
itly makes use of the delay value, thereby ensuring a stable
closed-loop system. Cao et al. [30] proposed a joint optimiza-
tion framework that online optimizes the control intervals with
codesign of control and communication using simulated anneal-
ing algorithm for networked CPSs. In [31], another special class
of CPS named power-junction-network (PJN) was first proposed
to allow a single controller to accurately control the position of
multiple plants even if the dynamics of the plants are different
for wireless control networks. In [32] and [33], both averaging
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PJN and consensus PJN were studied to make it possible to al-
low m strictly output passive digital-controllers to control up to
n-m strictly output passive continuous- or discrete-time-plants
so that Lm2 - or lm2 -stability was guaranteed. Kottenstette et al.
[34] presented a resilient PJN for addressing the question how
complex dynamic plants are to be controlled safely and reliably
when a control system is under a cyber-attack. However, all of
the work above does not consider the problems of unbalanced
load.

In queueing system, the N-policy, which is used to control the
service performance, is a threshold policy introduced by Yadin
and Naor [35]. In [36], the N-policy M/G/1 queueing system with
a reliable server was first studied, and the N-policy was proved
to be the optimal policy for deriving various cost functions for fi-
nite or infinite horizon problems in the system. Chang and Pearn
[37] investigated an infinite capacity N-policy M/G/1 queueing
system with a single removable server station. Some research
work also focused on the multiple servers queuing system with
single or multiple vacations policy. Zhang and Tian [38] and
Xu and Zhang [39] analyzed the M/M/c vacation systems with
a partial server multiple vacation policy in which some servers
take single or multiple vacations. Ke et al. [40] considered a
finite buffer M/M/c queueing system in which servers are un-
reliable and follow a (d, c) vacation policy. However, queueing
models with single or multiple working vacations (WVs) are
more realistic in real-world situations.

Servi and Finn [41] considered a server which works at dif-
ferent rates rather than completely stops during the vacation
period. Such a vacation is called a WV. Zhang and Xu [42]
investigated an M/M/1 queue with multiple WVs and the N-
policy using a QBD process and a matrix-geometric solution
method. With a similar approach, Lin and Ke [43] considered
an M/M/R queue with a single WV and exhaustive service. Yang
and Wu [44] investigated the N-policy M/M/1 queueing system
with multiple WV and server breakdowns. Jain and Upadhyaya
[45] discussed modeling and analysis problem of unreliable
Markovian multiserver finite-buffer queue with discouragement
and synchronous WV policy. However, the existing research
work, including those mentioned above, have not addressed the
optimization issue in the finite buffer multiple-server queuing
systems with N-policy and (d, c) WV mechanism.

III. PLATFORM ARCHITECTURE

In order to illustrate an FSDMC model for the ANCS in
this paper, we still consider the typical distributed embedded
architecture proposed in [1] (see–Fig. 1), where an ECU collects
sensor data (denoted as a task Ts). A communication bus (e.g.,
FlexRay) then transmits the data as message m1 to a second
ECU (marked as ECU3), where the resident control algorithm
is implemented (denoted as taskTc ). The output of the controller
is then sent as a message m2 to the actuator in ECU2 , which
activates the actuator task Ta .

We consider a platform architecture with multiple distributed
control applications (see Fig. 2). The control applications are
partitioned into a number of tasks that are mapped onto dif-
ferent PUs. All PUs communicate via a shared communication
channel A and run different tasks from one or more control

applications. However, only all the controller nodes of the PUs
are interconnected via channel B to maintain load balancing and
guarantees global consistency. In our architecture, PU1 hosts the
tasks responsible for reading the reference command from the
user, PU2 hosts all tasks that compute control commands, PU3
hosts the tasks responsible for reading sensors, and the tasks re-
sponsible for providing plant commands are mapped onto PU4.
This setup will form the basis of the techniques we propose.
In this paper, we view such controller clusters as an FSDMC
model, and focus on the stochastic scheduling problem of mul-
ticontrollers in this model.

In the platform architecture mentioned above, each controller
is connected to an actuator and a sensor, and handles tasks that
are sent by the corresponding sensor (or user) via the shared
communication channel A. When a controller is overloaded, it
will forward partial tasks to other semi-dormant controllers for
processing via the channel B using token ring strategy. After a
task is handled by a semi-dormant controller, it will be transmit-
ted to the corresponding overloaded controller via the channel
B. Then, the overloaded controller will send this handled task
to the corresponding actuator via the channel A. We consider
five control applications that are divided into two classes: one
involves Controller applications 1 and 2 shown in Fig. 3 (see
[1, Fig. 3]), which are partitioned into four tasks: TRi , TSi , TC i ,
and TP i , i = 1, 2; the other contains Controller applications 3,
4, and 5 shown in–Fig. 4 (see [1, Fig. 4]), which are partitioned
into three tasks: TSj , TCj , and TP j , j = 3, 4, 5. Task TSi reads
data from sensor Si and sends sensor signalmSi to the task TC i
via channel A. Similarly, task TRi reads the reference command
mRi from the user and also sends it to task TC i via channel A.
The control input is computed in TC i using the messages mRi

and mSi . The processed output of task TC i is sent via channel
A to task TP i . The plant Pi receives the control input from the
task TP i , and so forth.

The shared communication channel A follows a hierarchical
flexible TDMA/fixed priority (FTDMA/FP) [46] bus scheduling
policy with the ET protocol shown in–Fig. 5. The FTDMA
technique was conceived primarily to overcome the limitations
of CAN and, in particular, for supporting high-performance real-
time communications [47]. An FTDMA scheduler runs on the
top-level of the scheduler, that is, the communication bandwidth
is divided into equal cycles with length l. All the messages
coming into/from the control application i (i = 1, 2, 3, 4, 5)
which are transmitted via channel A in dynamic segment slot
i follow a fixed priority scheduler. If no message is to be sent
during a certain slot k, slot k will have a very small length called
minislot; otherwise the slot k will have a length equal to the
number of minislots needed for transmitting the whole message.
This can be seen in Fig. 5. The slot 5 has two minislots (10
and 11) in the first bus cycle when messagemC 5 is transmitted.
However, in the second bus cycle, the slot 5 has only one minislot
(denoted with “MS”) when no message is sent in slot 5. When a
controller is in a state of semi-dormant or idle, the corresponding
slot is represented as MS, for example, controllers 2 and 3 are
in the state of semi-dormant in second bus cycle.

With the purpose of a good tradeoff between system imple-
mentation cost and system performance, we establish the FS-
DMC model as a queue to compute various performance indices
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of the system in the following sections. According to the perfor-
mance indices, a multiobjective optimization model is proposed
to minimize the nonlinear cost function and the nominal delay
function, and to obtain the optimal values of system parameters.

IV. QUEUEING MODEL

A. Model Description

In this section, we propose a finite capacity M/M/c queuing
system with N-policy and SMWV of partial servers, N/(d,c)-
M/M/c/K/SMWV for short. The queuing system is used to ana-
lyze the FSDMC model. For convenience, we refer to a packet-in
message as a customer, a controller as a server, and a semi-
dormant state as a WC state.

In the FSDMC model, for each control application, a corre-
sponding subqueue is generated by the sensor’s sampling data
and the reference command. The c subqueues are respectively
derived by c control applications. The arbitration mechanism
employed by CAN means that messages are sent as if all the
nodes in the network share a single global priority-based queue
[48]. Therefore, the c subqueues constitute a single global queue
for the sharing bus. We assume that the packets from a sensor
arrive at the corresponding controller in accordance with a Pois-
son process. It is assumed that the arrival process of the packets
from the user is a Poisson process as well (e.g., in control appli-
cation 1 and 2). The sum of independent Poisson processes is
also a Poisson process. Hence, we assume that for each control
application, the packets arrive at the corresponding controller
with a Poisson process having rate λi (λi > 0). Each packet,
upon arrival, goes directly into service if the controller is free;
otherwise, the packet is added to the queue. When the controller
finishes processing a packet, the packet is transmitted to the cor-
responding actuator, and the next packet in line, if there is any,
enters the controller. It is obvious that the interarrival time in
the single global queue is an exponential random variable with
parameter λ, and λ =

∑c
i=1 λi .

It is assumed that the service time during a normal busy pe-
riod is an exponential random variable with the mean service
rateμB . The service time during a WC follows another exponen-
tial distribution with the mean service rate μV (μV < μB ). We

assume that the threshold of the ith (i = 1, 2, · · · , c) subqueue is
Ni (e.g., Ni =

⌊
N

c − d

⌋
), the capacity isKi (e.g.,Ki =

⌈
K

c − d

⌉
),

but, in general,N �= ∑c
i=1 Ni andK �= ∑c

i=1 Ki . It is assumed
that the number of customers in the ith subqueue system is ηi .
Let ψ =

∑c
i=1 ηi . If ψ ≤ c− d, the d idle servers start to take

WCs synchronously, where vacation time follows exponential
distribution with rate θ. When vacation has been completed, if
ψ < N , then d vacation servers all take another WCs; otherwise,
the d vacation servers return from the WCs, and proceed to serve
the waiting customers with service rate μB until ψ ≤ c− d. If
ψ = K, no customer is allowed to enter any of the subqueues.
In the ith subqueue system, if ηi ≥ Ni , then the ith server is
in an overloaded state. It will transmit packet-in messages by
channel B to d vacation servers for processing with rate μV .

In general periodic real-time systems, the periodic tasks are
considered as a set of mutually independent tasks. Each task
gives rise to an infinite sequence of jobs. Each job is assumed
to be independent of other jobs of the same task and those
of other tasks [49]. Lehoczky [50], [51] investigated real-time
system scheduling problems using real-time queueing theory
with Poisson arrivals and exponential service times. Hence, in
our work, all the interarrival time, service time, and vacation
time are assumed to be mutually independent. We further assume
that arriving customers are served based on the first-come, first-
served discipline. Suppose that a server can serve only one
customer at a time.

B. QBD Process Model

Let Lv (t) be the number of messages in the system at time t
and let

J(t) =

⎧
⎪⎨

⎪⎩

0, c− d controllers on the working period and

d controllers on the semi – dormant period,

1, ccontrollers on the working period.

Then ,{Lv (t), J(t)} is a QBD process with the state space

Ω = {(k, 0) : 0 ≤ k ≤ c− d} ∪ {(k, j) : c− d < k ≤ K,

j = 0, 1}.

Q =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

A0 C0

B1 A1 C1

. . .
. . .

. . .

Bc Ac Cc

Bc + 1 Ac + 1 Cc + 1

. . .
. . .

. . .

BN − 1 AN − 1 CN − 1

B A C

. . .
. . .

. . .

B A C

BK AK

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.
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The state-transition-rate diagram for the queuing system is
shown in Fig. 6 .

Using the lexicographical sequence for the states, the in-
finitesimal generator of the process can be expressed as

We let σj = (c− d)μB + jμV , δj = (c− d+ j)μB , 0 ≤
j ≤ d, then the submatrices in Q are written as follows:

Ak =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−(λ + δk−c+d), 0 ≤ k ≤ c− d,
(
−(λ + σk−c+d) 0

0 −(λ + δk−c+d)

)

,

c− d < k ≤ c− 1,
(
−(λ + σd) 0

0 −(λ + δd)

)

, c ≤ k ≤ N − 1,

(
−(σd + θ) θ

0 −δd

)

, k = K,

Bk =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

δk−c+d , 1 ≤ k ≤ c− d,
(
σ1

δ1

)

, k = c− d+ 1,

(
σk−c+d 0

0 δk−c+d

)

, c− d+ 2 ≤ k ≤ c− 1,

(
σd 0
0 δd

)

, c ≤ k ≤ N − 1,

Ck =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

λ, 0 ≤ k < c− d,
(
λ 0

)
, k = c− d,

(
λ 0
0 λ

)

, c− d < k ≤ N − 1

and

A =

(
−(λ + σd + θ) θ

0 −(λ + δd)

)

, N ≤ k < K,

B =

(
σd 0
0 δd

)

, N ≤ k ≤ K,

C =

(
λ 0
0 λ

)

, N ≤ k < K.

To analyze this QBD process, it is necessary to find the min-
imal nonnegative solution of the matrix quadratic equation

R2B +RA+ C = 0 (1)

and this solution R is called the rate matrix [52].
Theorem 1: If ρ = λδ−1

d < 1, the matrix (1) has the minimal
nonnegative solution

R =

⎛

⎝
r

θr

δd(1 − r)
0 ρ

⎞

⎠ (2)

where r = 1
2σd

(λ + σd + θ −√
Δ), and r satisfies the quadratic

(3) and the relationship (4):

σdz
2 − (λ + σd + θ)z + λ = 0, (3)

λ + θ + σd(1 − r) = σd +
θ

1 − r
=

λ

r
(4)

where Δ = (λ + σd + θ)2 − 4λσd , and 0 < r < 1.
Proof: Assume that another real root of the quadratic (3) is

r∗. We have

r, r∗ =
1

2σd
(λ + σd + θ ±

√
Δ).

Obviously, the following inequalities hold:

(λ − σd + θ)2 < Δ < (λ + σd + θ)2 , λ > σd

(σd − λ + θ)2 < Δ < (λ + σd + θ)2 , λ < σd.

We can obtain 0 < r < 1, r∗ > 1, and r = 1
2σd

(λ + σd + θ −√
Δ).
Substituting r into the (3), we can obtain (4).
Each of matrixA,B, andC is an upper triangular matrix. Let

R =
(
r11 r12
0 r22

)

.

Substituting R into the matrix (1), we have

⎧
⎪⎨

⎪⎩

σdr
2
11 − (λ + σd + θ)r11 + λ = 0,

δdr
2
22 − (λ + δd)r22 + λ = 0,

δdr12(r11 + r22) + θr11 − (λ + δd)r12 = 0.
(5)

To obtain the minimal nonnegative solution R of (1), we take
r11 = r to be the root of (3) over the interval (0, 1). In (5), let
r22 = ρ. Substituting r11 , r22 into the third equation in (5), it is
easy to obtain r12 and (2). Obviously, SP (R) = max(r, ρ) < 1
if and only if ρ < 1. �

C. Stationary Probability Distribution of System

If ρ < 1, let (Lv , J) be the stationary limit of the QBD process
{Lv (t), J(t)}. Let

πk,j = lim
t→∞P{Lv (t) = k, J(t) = j}, (k, j) ∈ Ω,

πk = πk,0 , 0 ≤ k ≤ c− d,

πk = (πk,0 , πk,1), c− d < k ≤ K.
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Theorem 2: If ρ < 1, the stationary probability distribution
of (Lv , J) is

πk,0 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

G
1
k!

(
λ

μB

)k

, 0 ≤ k ≤ c− d,

G
1

(c− d)!
∏k−c+d

i=1
λ

σi
− θrπc,0

λ(1 − r)

(
λ

σd

)N−1−c

× ∑k−c+d
i=1

(
∏k−c+d

j=i
λ

σj

)

, c− d+ 1 ≤ k ≤ c,

πc,0

(
λ

σd

)k − c

, c < k < N,

rπc,0

(
λ

σd

)N−1−c
, k = N.

(6)

πk,1 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

πc,0
θr

λ(1−r)
∑k−c+d

i=1

(∏k−c+d
j=i

λ
δj

)(
λ
σd

)N−1−c
,

c− d+ 1 ≤ k ≤ c,

πc,1

(
λ
δd

)k − c

, c < k < N,

πc,1

(
λ
δd

)N − c

+ πc,0
θr

δd (1−r)
(

λ
σd

)N−1−c
,

k = N

(7)

where

πc,0 = G

1
(c−d)!

(
λ
μB

)c − d ∏d
i=1

λ
σi

1 + θr
λ(1−r)

(
λ
σd

)N−1−c ∑d
i=1

(∏d
j=i

λ
σj

) , (8)

πc,1 = G

1
λ(c−d)!

(
λ
μB

)c − d ∏d
i=1

λ
σi

∑d
i=1

(∏d
j=i

λ
δj

)

1 − r
θr

(
λ
σd

)c+1−N
+ 1

λ

∑d
i=1

(∏d
j=i

λ
σj

) (9)

and, the constant factor G can be determined by the normaliza-
tion condition.

Proof: The (2N − c+ d+ 1)-dimensional row vector
(π0 , π1 , π2 , · · · , πN ) satisfies the set of equations

(π0 , π1 , π2 , · · · , πN )B[R] = 0

whereB[R] is a (2N − c+ d+ 1) × (2N − c+ d+ 1) square
matrix, and

B[R] =
⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

A0 C0
B1 A1 C1

. . .
. . .

. . .
Bc Ac Cc

Bc + 1 Ac + 1 Cc + 1
. . .

. . .
. . .

BN − 1 AN − 1 CN − 1
B RB + A

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

Substituting B[R] into the above equation, we obtain 2N −
c+ d+ 1 linear equations:

− λπ0,0 + μBπ1,0 = 0 (10)

λπk−1,0 − (λ + δk−c+d)πk,0 + δk+1−c+dπk+1,0 = 0,

1 ≤ k < c− d (11)

λπc−d−1,0 − (λ + σ0)πc−d,0 + σ1πc−d+1,0

+ δ1πc−d+1,1 = 0 (12)

λπk−1,0 − (λ + σk−c+d)πk,0 + σk+1−c+dπk+1,0 = 0,

c− d+ 1 ≤ k < c (13)

− (λ + δ1)πc−d+1,1 + δ2πc−d+2,1 = 0 (14)

λπk−1,1 − (λ + δk−c+d)πk,1 + δk+1−c+dπk+1,1 = 0,

c− d+ 2 ≤ k < c (15)

λπk−1,0 − (λ + σd)πk,0 + σdπk+1,0 = 0, c ≤ k < N (16)

λπk−1,1 − (λ + δd)πk,1 + δdπk+1,1 = 0, c ≤ k < N (17)

λπN−1,0 − [λ + θ + σd(1 − r)]πN,0 = 0 (18)

λπN−1,1 +
θ

1 − r
πN,0 − δdπN,1 = 0. (19)

From (10) and (11), we have

πk,0 = π0,0
1
k!

(
λ

μB

)k

, 0 ≤ k ≤ c− d. (20)

It is easy to prove that (16) and (17) can be satisfied by the
following two expressions, respectively. They are expressed as

πk,0 = πc,0

(
λ

σd

)k − c

, πk,1 = πc,1

(
λ

δd

)k − c

, c ≤ k < N.

(21)

From (4) and (18), we obtain

πN,0 = rπN−1,0 = rπc,0

(
λ

σd

)N−1−c
. (22)

From (19), we have

πN,1 =
θr

δd(1 − r)
πN−1,0 +

λ

δd
πN−1,1 . (23)

Substituting (21) into the above (23), the third expression in (7)
is yielded.

From (4), (16), and (22), we can obtain

σdπc,0 − λπc−1,0 = σdπN,0 − λπN−1,0 = − θ

1 − r
πN,0 .

(24)

From (13) and (24), we have

σk−c+dπk,0 − λπk−1,0 = − θ

1 − r
πN,0 , c− d+ 1 ≤ k ≤ c.

(25)

Iterating over the above (25), the second expression in (6) is
derived. Let k = c, we obtain (8).
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In a similar way, from (14), (15), (17), and (19), we obtain

δk−c+dπk,1 − λπk−1,1 =
θ

1 − r
πN,0 , c− d+ 2 ≤ k ≤ c.

Hence, we have

πc−d+1,1 =
θ

δ1(1 − r)
πN,0 . (26)

Iterating over the above equations, the first expression in (7) is
obtained. Substituting (8) into it, (9) is yielded.

Substituting (25) and (26) into (12), and considering (11),
that (12) always holds.

Finally, G can be determined by the normalization condition
as

∑K
i=0 πi,0 +

∑K
i=c−d+1 πi,1 = 1. �

Theorem 3: If k ≥ N , the stationary probability distribution
of (Lv , J) is

πk,0 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

πc,0r
k+1−N

(
λ

σd

)N−1−c
, N ≤ k < K,

πc,0
λrK − N

σd + θ

(
λ

σd

)N−1−c
, k = K.

πk,1 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

πc,0
θr

δd(1 − r)

(
λ

σd

)N−1−c(
λ

δd

)k − N
[

1 +
∑k − N

j=1

(
rδd
λ

)j
]

+πc,1

(
λ

δd

)k − c

, N ≤ k < K,

πc,0
r

δd

(
λ

σd

)N−1−c [
λrK−1−N

σd + θ
+

θ

1 − r

(
λ

δd

)K − N

×
(

1 +
∑K−1−N

j=1

(
rδd
λ

)j
)]

+ πc,1

(
λ

δd

)K − c

, k = K.

Proof: When N ≤ k < K, with the matrix-geometric solu-
tion [52], we have

πk = πNR
k − N , i.e., (πk,0 ,πk,1) = (πN,0 , πN,1)Rk − N .

(27)

From (2), we have

Rk =

⎛

⎝
rk

θr

δd(1 − r)

∑k

j=1
rj − 1ρk − j

0 ρk

⎞

⎠ .

Substituting Rk into (27), we obtain

πk,0 = πN,0r
k − N = πc,0r

k+1−N
(

λ

σd

)N−1−c
, (28)

πk,1 = πN,0
θr

δd(1 − r)

k − N∑

j=1

rj − 1ρk−N−j + πN,1ρ
k − N .

(29)

When k = K, based on the equilibrium equations, we have

λπK−1,0 − (σd + θ)πK,0 = 0, (30)

λπK−1,1 + θπK,0 − δdπK,1 = 0. (31)

From (30), we obtain

πK,0 =
λ

σd + θ
πK−1,0 . (32)

From (31) and (32), we obtain

πK,1 =
λθ

δd(σd + θ)
πK−1,0 +

λ

δd
πK−1,1 (33)

Substituting (28) and (29) into (32) and (33), both πk,0 and πk,1
can be derived. �

D. System Performance Measures

Using the obtained stationary distribution, we can nu-
merically evaluate the system performance for the N/(d,
c)-M/M/c/K/SMWV queue. The expressions for various
performance measures of the system are as follows.

1) The expected number of customers in the system is

E[Ls ] =
K∑

i=0

iπi,0 +
K∑

i=c−d+1

iπi,1 . (34)

2) The expected number of customers in the queue is

E[Lq ] =
K∑

i=c−d+1

(i− (c− d))πi,0 +
K∑

i=c+1

(i− c)πi,1 .

(35)

3) The average number of servers during normal busy peri-
ods is

E[NB] = c− E[WV ] − E[I]. (36)

4) The average number of servers during WC periods is

E[WV ] = d

K∑

i=0

πi,0 . (37)

5) The average number of servers during idle periods is

E[I] =
c − d∑

i=0

(c− d− i)πi,0 +
c∑

i=c−d+1

(c− i)πi,1 .

(38)

6) The expected delay time that the customer sojourns in the
system is

E[T ] =
E[Ls ]

λ(1 − Ploss)
. (39)

7) The probability that the customers are lost is

Ploss = πK,0 + πK,1 . (40)

V. OPTIMIZATION ANALYSIS

A. Cost and Performance Analysis

We first develop the total expected energy consumption (or
cost) function per customer per unit time for the system. We
define the following cost parameters:
Ch ≡ holding cost per unit time for each customer which

presents in the system;
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Cb ≡ cost incurred per unit time when the server provides
service during a normal busy period;
Cv ≡ cost incurred per unit time when the server provides

service during a WC period;
Ci ≡ cost incurred per unit time when the server is idle in the

system;
Cd ≡ penalty cost per unit time when the customer is delayed

in the system;
Cl ≡ cost per unit time when the customer is lost.
Utilizing the above cost parameters and the concept of crew-

service equipment by White et al. [53], the expected cost func-
tion per unit time under a complex and nonlinear cost structure
is given by

F (d,N,K, μB , μV ) = ChE[Ls ] + CbE[NB] + CvE[WV ]

+ CiE[I] + CdE[T ] + ClPloss
(41)

whereE[Ls ], E[NB], E[WV ], E[I], E[T ], Ploss are given in
(34), (36)−(40), respectively. In (41), the first term and the
last term are the cost incurred by the customers, the others are
incurred by the servers.

In [1], the nominal time delay τnom is chosen as the average
value of the best-case and the worst-case delay. However, the
best-case delay is assumed as the lower bound nh of every
sampling period, where h is the sampling period, and n is the
sampling number. This will cause the implementation bias of
system which will lead to system instability. In principle, an
appropriate τnom can guarantee the closed-loop system stability.
We choose the mean delay E[Tq ] of customers in the queue as
the nominal time delay, that is,

τnom = E[Tq ] =
E[Lq ]

λ(1 − Ploss)
.

In theory, more controllers in dormant states mean less cost
of system and greater average delay E[Tq ] of customers in the
queue. We consider the multiobjective optimal model as follows:

Minimize

f = (F (d,N,K, μB , μV ), τnom), (42)

subject to
⎧
⎪⎨

⎪⎩

0 < d < c < N < K < K ′, μV < μB ,

μ′
B ≤ μB ≤ μ′′

B , μ
′
V ≤ μV ≤ μ′′

V ,

E[NB] ≤ c− d

where K ′ denotes the upper bound of the capacity K, μ′
B (or

μ′′
B )) and μ′

V (or μ′′
V )) represent the lower (or upper) bounds of

the μB and μV , respectively.
Our purpose is to determine the optimal value of the number

of the semi-dormant controllers d, say d∗, the optimal value of
the threshold N , say N ∗, the optimal value of the capacity K,
say K∗, the optimal service rate during the normal busy period
μB , say μ∗

B , and the optimal service rate during the WC period
μV , say μ∗

V , in order to minimize the expected cost function
and the mean delay of customers in the queue. To this end, a
PSO algorithm is implemented to deal with the multiobjective

Algorithm 1: Optimal Stopping Algorithm.

Input: ω1(t), ω2(t), · · · , ωc(t), and tolerance ε = 10−7 .
Output: d∗.

1: Let S1
and S2 be the sets of states where one continues and
stops, respectively, and let S1 = S2 = ∅, where ∅ is
denoted as an empty set.

2: Let u1(t) = [u11(t), u12(t), · · · , u1c(t)]
T be the initial

expected payoff, and let

u1j (t) =
{

0, hj (t) = 0,
max {hi(t), 1 ≤ i ≤ c} , hj (t) �= 0,

where 1 ≤ j ≤ c.
3: Let ui(t) = max {Pui − 1(t),H(t)}, where the

expected payoff ui(t) = [ui1(t), ui2(t), · · · , uic(t)]T
and i = 2, 3, · · ·

4: For every i = 2, 3, · · · , repeat Step 3 until
|ui(t) − ui−1(t)| < εe, where e is a c-dimension row
vector with all elements equal to one. The maximum
expected payoff function uk (t) = [uk1(t),
uk2(t), · · · , ukc(t)]T is obtained.

5: For every j ∈ [1, c], if ukj (t) = fj (t) then
S2 = S2 + {j}, else S1 = S1 + {j}.

6: Let d∗ = |S2 |, where |S2 | is the number of elements in
stopping set S2 . Output the elements j1 , j2 , · · · , jd∗ in
S2 to show all semi-dormant controllers.

7: return d∗.

optimization problem numerically. We adopt the MOPSO ap-
proach proposed in [16] to generate the Pareto optimal solutions
of our multiobjective optimal model.

B. Optimal Stopping Algorithm

Because the corresponding nondominated vectors of the
Pareto front are not unique, one needs to determine the unique
optimal value of the discrete decision variable d, and take the
optimal values of the discrete decision variables N , K, and
continuous decision variables μB and μV simultaneously. We
use the optimal stopping strategy of Markov chains presented
in [15] to determine the optimal semi-dormant number d∗ for c
controllers.

We suppose that P = (pij )c×c is the transition matrix
for a discrete-time Markov chain Xn with state space S =
{1, 2, . . . , c}, and let pij = 1

c . Suppose that the packet-in mes-
sage number of the ith controller application is ωi(t) in [0, t].
Let the payoff function be given by a column vector H(t) =
[h1(t), h2(t), . . . , hc(t)]

T in [0, t], and we have

hj (t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ωk (t) − min {ωi(t), 1 ≤ i ≤ c} = 0,
k = arg mini {ωi(t)} ,
1
c

∑c
i=1 ωi(t) − (ωj (t) − min {ωi(t), 1≤ i ≤ c}) ,

otherwise

where k ∈ S is an absorbing state, and 1 ≤ j ≤ c. The optimal
stopping algorithm is described as Algorithm 1.
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Algorithm 2: Scheduling Algorithm of FSDMC.

Input: ω1(t), ω2(t), · · · , ωc(t), and θ, c.
Output: The optimal values F̃ (d̃∗, Ñ ∗, K̃∗, μ̃∗

B , μ̃
∗
V ), τ̃nom

and Φ̃ =
[
d̃∗, Ñ ∗, K̃∗, μ̃∗

B , μ̃
∗
V

]
.

1: Initialize the upper and lower bounds of decision
variables, i.e., N(c < N < K), K(N < K < K ′),
μB (μ′

B ≤ μB ≤ μ′′
B ) and μV (μ′

V ≤ μV ≤ μ′′
V ).

2: Sample the arrival packet-in message number for the ith
controller application ωij (Δt) of the jth times in time
interval t, where i = 1, 2, · · · , c. Suppose that times of
sampling is M , where M represents a larger positive
integer, e.g., M = 10000. The total average arrival rate
is λ = 1

M

∑M
j=1

∑c
i=1

ωi j (Δt)
Δt .

3: For each j ∈ [1,M ], call Algorithm 1, and count the
frequency q(d∗) of the number of semi-dormant
controllers d∗(d∗ = 1, 2, · · · , c), respectively.

4: Let d̃∗ = arg maxd∗ {q(d∗), 1 ≤ d∗ ≤ c}. Determine
the optimal values d̃∗ of the number of semi-dormant
controllers.

5: For each k ∈ [1,M ′], call MOPSO algorithm (see [16]),
and compute the stationary probability πi,0 (0 ≤ i ≤ K)
and πj,1 (c− d+ 1 ≤ j ≤ K) using Theorem 2 and 3
so that the Pareto front for decision variables
d,N,K, μB and μV is generated, where M ′ denotes the
times of calling the MOPSO algorithm. Then, select the
unique Pareto optimal solution and the corresponding
nondominated vector Φ∗

k =
[
d∗k ,N

∗
k ,K

∗
k , μ

∗
B k , μ

∗
V k

]
of

model (42) according to the optimal value d̃∗.
6: Compute the average value Φ̃ of all nondominated

vectors Φ∗
k (1 ≤ k ≤M ′), i.e., Φ̃ = 1

M ′
∑M ′

k=1 Φ∗
k . The

vector Φ̃ =
[
d̃∗, Ñ ∗, K̃∗, μ̃∗

B , μ̃
∗
V

]
of the optimal values

of all decision variables is obtained, where
Ñ ∗ = INT

(
1
M ′

∑M ′
k=1 N

∗
k

)
and K̃∗ =

INT
(

1
M ′

∑M ′
k=1 K

∗
k

)
, and INT is a rounding function.

7: Substitute λ, θ, c, d̃∗ and Φ̃ into F (d,N,K, μB , μV )
and τnom , respectively, then generate the optimal values
F̃ (d̃∗, Ñ ∗, K̃∗, μ̃∗

B , μ̃
∗
V ) and τ̃nom .

8: return Φ̃, F̃ , τ̃nom .

The purpose of optimal stopping algorithm is to find an opti-
mal stopping strategy for maximizing the expected payoffs (see
[15]). We define the payoff function to be given by a column
vector H(t) = [h1(t), h2(t), · · · , hc(t)]T in [0, t]. The corre-
sponding state k for the minimum packet-in message number in
all control applications is defined as an absorbing state in [0, t],
and its payoff is zero. The payoffs in other states are defined as
the difference between the average packet-in message number
in all control applications and the difference of the packet-in
message number of the current state and the state k.
ui(t) is denoted as the expected payoff function that is

obtained after the (i− 1)th iteration. We first initialize the
expected payoff function u1(t) = [u11(t), u12(t), . . . , u1c(t)]

T

TABLE I
SYSTEM PERFORMANCE MEASURES FOR DIFFERENT VALUES OF (μB , μv )

WITH λ = 5.0, θ = 0.05, d = 4, c = 10, N = 20

(μB , μv ) (2.5, 1.0) (3.5, 1.0) (4.5, 1.0) (2.5, 0.5) (2.5, 1.5)

E [Ls ] 2.0617 1.4298 1.1113 2.0867 2.0450
E [Lq ] 0.0372 0.0013 0.0002 0.0502 0.0287
E [NB ] 2.0245 1.4285 1.1111 2.0366 2.0163
E [W V ] 4.0000 4.0000 4.0000 4.0000 4.0000
E [I ] 3.9755 4.5715 4.8889 3.9634 3.9837

in Step 2. The maximum expected payoff function uk (t) =
[uk1(t), uk2(t), . . . , ukc(t)]

T is obtained by multiple iterations
in Steps 3 and 4. The state space of Markov chain is divided
into two sets S1 and S2 . If the state of the chain is in S1 , one
continues; if it is in S2 , it stops. The number of elements in stop-
ping set S2 is the optimal value of the number of semi-dormant
controllers.

C. Scheduling Algorithm of FSDMC

We need to determine the optimal values d̃∗, Ñ ∗, K̃∗, μ̃∗
B ,

and μ̃∗
V in the N/(d,c)-M/M/c/K/SMWV queuing system. The

scheduling algorithm of FSDMC is shown as Algorithm 2.
Algorithm 2 first calls Algorithm 1 M times to count the

frequency of the number of semi-dormant controllers. The peak
value of the frequency is selected as the optimal value d̃∗ of
the number of semi-dormant controllers. In Step 5, the MOPSO
algorithm is calledM ′ times to generateM ′ Pareto optimal solu-
tion sets of the multiobjective optimal model (42). In each Pareto
optimal set, the unique nondominated vector Φ∗

k is selected to
assign the values of system parameters by d∗k = d̃∗. The aver-
age value Φ̃ of all nondominated vectors Φ∗

k (1 ≤ k ≤M ′) is
defined as the vector of the optimal values of system parameters.

VI. NUMERICAL RESULTS

A. Sensitivity Analysis of the System Performance
Measure

Under the stability condition, we get some results of numer-
ical experiment to show that the system performance is influ-
enced by the change of system parameters. We fix the maximum
capacityK = 28 and consider different values of system param-
eters in the following three cases.

Case 1: λ = 5.0, θ = 0.05, d = 4, c = 10,N = 20, and vary-
ing the values of (μB , μV ).

Case 2: μB = 2.5, μV = 1.0, d = 4, c = 10, N = 20, and
varying the values of (λ, θ).

Case 3: λ = 5.0, θ = 0.05, μB = 2.5, μV = 1.0, and varying
the values of (d, c, N ).

The numerical results of the system performances for the
above three cases are reported in Tables I–III, respectively. From
Table I, we can see that with increasing values of μB or μV ,
E[Ls ], E[Lq ], and E[NB] all decrease, but E[I] increases. It is
found from Table II that
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TABLE II
SYSTEM PERFORMANCE MEASURES FOR DIFFERENT VALUES OF (λ, θ)

WITH μB = 2.5, μV = 1.0, d = 4, c = 10, N = 20

(λ, θ ) (4,0.1) (5, 0.1) (6,0.1) (5, 0.05) (5, 0.15)

E [Ls ] 1.6034 2.06171701 3.0974 2.06171703 2.06171700
E [Lq ] 0.0031 0.03719511 0.3986 0.03719514 0.03719509
E [NB ] 1.6003 2.02452190 2.6988 2.02452189 2.02452191
E [W V ] 4.0000 3.99999993 4.0000 3.99999995 3.99999991
E [I ] 4.3997 3.97547817 3.3012 3.97547815 3.97547818

TABLE III
SYSTEM PERFORMANCE MEASURES FOR DIFFERENT VALUES OF (d, c, N )

WITH λ = 5.0, θ = 0.05, μB = 2.5, μV = 1.0

(d, c, N ) (4, 10, 20) (7, 10, 20) (4, 15, 20) (4, 10, 15)

E [Ls ] 2.06171707 2.2657 2.0002 2.06171667
E [Lq ] 0.03719520 0.4031 0.0001 0.03719458
E [NB ] 2.02452187 1.8626 2.0001 2.02452209
E [W V ] 4.00000000 7.0000 4.0000 3.99999945
E [I ] 3.97547813 1.1374 8.9999 3.97547846

1) bothE[Ls ] andE[Lq ] drastically increase as λ increases,
but slightly decrease as θ increases;

2) E[NB] increases as λ increases, but E[I] decreases as λ

increases;
3) both E[NB] and E[I] slightly increase as θ increases.

Table III shows that
1) bothE[Ls ] andE[Lq ] increase as d increases, butE[NB]

and E[I] decrease as d increases;
2) E[Ls ],E[Lq ] andE[NB] all decrease as c increases, but
E[I] drastically increases as c increases;

3) similar to the previous 1), both E[Ls ] and E[Lq ] slightly
increase, but E[NB] and E[I] slightly decrease as N
increases.

From Tables I−III, we find that E[WV ] is almost equal to
d no matter how the other parameters change. The above re-
sults are consistent with the actual situation for the N/(d,c)-
M/M/c/K/SMWV queue.

B. Sensitivity Analysis of the Expected Cost Function
and the Nominal Time Delay

As a typical example of ANCS, a high-end automotive elec-
tronic system often employs FlexRay buses to connect or orga-
nize a large number of ECUs. For example, in a vehicle cruise
subsystem, it is assumed that multiple tasks are mapped to ten
ECUs connected with dual-channel FlexRay buses at 5 kB/s.
We consider a good tradeoff between system implementation
cost and system performance by generating appropriate sys-
tem parameters. The system parameters used in this work are
in accordance to [50] and [51]. We first analyze the sensitivity
of the expected cost function and the nominal time delay with
respect to decision variables. Subsequently, we compute the en-
ergy consumption of the system and the mean waiting delay in
the queue by solving the multiobjective optimal model (42). We
fix the values of the cost parameters:Ch = 1 mW,Cb = 35 mW,

TABLE IV
EXPECTED COST FUNCTION AND THE NOMINAL TIME DELAY FOR DIFFERENT

VALUES OF (N, μB ) WITH λ = 5.0, θ = 0.05, μV = 1.0, c = 10, d = 4

(N, μB ) (15, 2.0) (15, 2.5) (15, 3.0)

F (N, μB ) 206.062959 224.747422 232.647279
E [Tq ] 0.11410504 0.00743892 0.00097276
(N, μB ) (20, 2.0) (20, 2.5) (20, 3.0)
F (N, μB ) 206.062781 224.747418 232.647279
E [Tq ] 0.11411172 0.00743904 0.00097277

TABLE V
EXPECTED COST FUNCTION AND THE NOMINAL TIME DELAY FOR DIFFERENT

VALUES OF (N, μV ) WITH λ = 5.0, θ = 0.05, μB = 2.5, c = 10, d = 4

(N, μV ) (15, 0.5) (15, 1.0) (15, 1.5)

F (N, μV ) 224.510822 224.747422 224.909647
E [Tq ] 0.0100299 0.00743892 0.00573672
(N, μV ) (20, 0.5) (20, 1.0) (20, 1.5)
F (N, μV ) 224.510807 224.747418 224.909646
E [Tq ] 0.01003027 0.00743904 0.00573677

Cv = 15 mW,Ci = 10 mW,Cd = 8 mW,Cl = 10 000 mW and
the values of the decision variables: λ = 5.0, θ = 0.05,K = 28.
We focus on the following six cases:

Case 4: c = 10, N = 20, μV = 1.0, and varying the values
of μB from 2.0 to 5.0 and d = 4, 7, 9.

Case 5: c = 10, N = 20, μB = 2.5, and varying the values
of μV from 0.5 to 3.0 and d = 4, 7, 9.

Case 6: d = 4, N = 20, μV = 1.0, and varying the values of
μB from 2.0 to 5.0 and c = 6, 10, 15.

Case 7: d = 4, N = 20, μB = 2.5, and varying the values of
μV from 0.5 to 3.0 and c = 6, 10, 15.

Case 8: d = 4, c = 10, μV = 1.0, and varying the values of
μB from 2.0 to 5.0 and N = 15, 20.

Case 9: d = 4, c = 10, μB = 2.5, and varying the values of
μV from 0.5 to 3.0 and N = 15, 20.

The numerical results of the expected cost function F and the
nominal time delay E[Tq ] are depicted in Figs. 7−10 for Cases
4− 7, and in Tables IV and V for Cases 8 and 9, respectively.
It can be seen from Fig. 7 that F increases as μB increases,
but decreases as d increases. It is revealed from Fig. 8 that
F slightly increases as μV increases, but also decreases as d
increases. However, the change of E[Tq ] is just the opposite
to F as μB , μV , and d increase, respectively. The situation of
Figs. 9 and 10 and Tables IV and V is similar to Figs. 7 and 8,
respectively.

Next, we examine the behavior of the expected cost function
under different values of the cost parameters. We first fix the pa-
rameters of the system as follows: λ = 5.0, θ = 0.05,μB = 2.5,
μV = 1.0, d = 4, c = 10,N = 20, andK = 28. Tables VI–VIII
illustrate the effects of (Ch,Ci), (Cv ,Cb), and (Cd,Cl) on the
expected cost function, respectively. It is found that Ch affects
F (4, 20, 2.5, 1.0) significantly when the other cost parameters
are fixed. Apparently,F (4, 20, 2.5, 1.0) is increasing inCh . This
implies that when the holding cost increases, the expected cost
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TABLE VI
EFFECTS OF (Ch , Ci ) ON THE EXPECTED COST FUNCTION

F (4, 20, 2.5, 1.0) WITH Cv = 15, Cb = 35, Cd = 8, Cl = 10 000

(Ch , Ci ) (1, 10) (3, 10) (5, 10) (1, 12) (1, 14)
F 224.7475 228.871 232.9944 228.7966 232.8456

TABLE VII
EFFECTS OF (Cv , Cb ) ON THE EXPECTED COST FUNCTION

F (4, 20, 2.5, 1.0) WITH Ch = 1, Ci = 10, Cd = 8, Cl = 10 000

(Cv , Cb ) (15, 35) (17, 35) (19, 35) (15, 37) (15, 39)
F 224.7475 232.7475 240.7475 232.6985 240.6495

TABLE VIII
EFFECTS OF (Cd , Cl ) ON THE EXPECTED COST FUNCTION

F (4, 20, 2.5, 1.0) WITH Ch = 1, Cb = 35, Cv = 15, Ci = 10

(Cd , Cl ) (8,10000) (10,10000) (12,10000) (8,20000) (8,30000)
F 224.7475 225.5722 226.3969 224.7477 224.7478

TABLE IX
SAMPLING DATA OF THE ARRIVAL PACKET-IN MASSAGES NUMBER

Ctrl. App. ID 1 2 3 4 5

Sample Data(B/s) 628 [361] 841 665 473
Ctrl. App. ID 6 7 8 9 10
Sample Data(B/s) 667 [266] [256] 446 [397]

will go up. The effects of the other cost parameters on the system
performance can be quantified too. However, it is emphasized
that a numerical result would be inconsistent with the above
observation for different values of the system parameters.

C. Optimal Values of System Parameters

In this section, we present the numerical results to solve
the optimal values d̃∗, Φ̃, F̃ , and τ̃nom using Algorithm 2.
We still choose various parameters in the system as fol-
lows: Ch = 1 mW, Cb = 35 mW, Cv = 15 mW, Ci = 10 mW,
Cd = 8 mW, Cl = 10000 mW, θ = 0.05, c = 10. We first de-
termine the optimal value d̃∗ of the number of semi-dormant
controllers. Table IX shows a sampling data generated randomly
of the arrival packet-in massages for all control applications in
unit time.

In Table IX, the data in square brackets is selected to represent
that the corresponding controller will enter the dormant state in
light traffic using Algorithm 1. Therefore, the number of the
semi-dormant controllers is obtained, that is, d = 4. The total
arrival rate is also generated by summing the second row, that
is, λ =

∑c
i=1 ωi(t) = 5000B = 5kB.

When Algorithm 1 is called ten thousand times, that is,
M = 10 000, the statistical frequencies of the number of semi-
dormant controllers is derived, and is shown in Fig. 11. We find
that the number of semi-dormant controllers generally follows a
normal distribution. Hence, we choose the corresponding semi-
dormant controller number of maximal frequency as the optimal

Fig. 11. Frequency diagram of the number of semi-dormant controllers.

value d̃∗, that is, d̃∗ = 4. It is noteworthy that the sampling data
in Fig. 11 is not unique, but generally follows a normal distri-
bution.

Next, we derive the optimal values Φ̃, F̃ , and τ̃nom by Al-
gorithm 2. While calling MOPSO, we use a population of 100
particles, a repository size of 40 particles, a mutation rate of
0.5, an iteration times of 3000, and 30 divisions for the adaptive
grid. Furthermore, let λ = 5.0. The decision variables are cho-
sen as d ∈ [1, c], N ∈ [c+ 1,K − 1], K ∈ [N + 1,K + 10],
μB ∈ [2.0, 5.0], and μv ∈ [0.5, 3.0], and satisfy the constraint
conditions in model (42). Fig. 12 respectively shows four Pareto
fronts that are produced by calling the MOPSO four times. In
Fig. 12(a)-(d), the selected Pareto optimal solution is determined
while d̃∗ = 4, 4, 3, 5, respectively.

The Pareto optimal solutions and the corresponding nondom-
inated vectors in Fig. 12(a) are shown in Table X.

Suppose that the times of calling MOPSO algorithm is 10,
that is,M ′ = 10. We obtain ten selected Pareto optimal solutions
and the corresponding nondominated vectors (see Table XI).

From Fig. 11 and Table XI, we obtain the design parameter
values of the FSDMC model above. While c = 10, θ = 0.05, we
have d̃∗ = 4, Ñ ∗ = 20, K̃∗ = 28, μ̃∗

B = 3.4, μ̃∗
V = 1.5. How-

ever, the value of λ is determined by λ =
∑c

i=1 ωi(t). Here,
λ = 5 kB. Substitute the parameter values into the objective
function, then we get the values of the expected cost function F
and nominal time delay τnom , which are F̃ = 237.07 mW and
τ̃nom = 2.9259e − 004 s, respectively. The result is basically in
agreement with those of Tables X and XI. In the vehicle cruise
controller system example, four idle controllers among the ten
controllers are allowed to enter the semi-dormant state under
light traffic case. When the number of the packet-in massages
in the global queue comes up to 20, the four semi-dormant
controllers return from the WCs. The capacity of the system
is assigned as 28. The total Poisson arrival rate of the global
queueing model is 5 kB/s. The mean service rates of each con-
troller during a normal busy period and a WC period are 3.4
and 1.5 kB/s respectively. Hence, we can obtain the optimal
values of the corresponding expected cost function and nominal
time delay. It should be noted that if the bandwidth of FlexRay
buses is 10 Mb/s [54], or CAN buses 500 kb/s [55], the optimal
values of system parameters can be obtained accordingly. If the
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Fig. 12. Pareto fronts produced by four times calling the MOPSO.

TABLE X
PARETO OPTIMAL SOLUTIONS AND THE CORRESPONDING

NONDOMINATED VECTORS IN FIG. 12(A)

d N K μB μV F τn o m

1 16 22 4.23 0.57 318.52 3.5453E− 07
2 21 25 3.58 1.96 288.71 1.1431E− 05
3 19 28 3.72 2.73 264.89 2.6012E− 05
4 21 28 3.41 1.43 237.16 2.8473E− 04
5 25 28 3.29 1.55 213.94 1.6183E− 03
6 18 28 3.35 1.92 187.01 5.9476E− 03
7 17 23 2.64 2.49 157.11 4.0771E− 02
8 14 28 2.36 2.02 137.78 1.6100E− 01
9 23 28 3.31 1.02 129.43 2.2617E− 01

TABLE XI
SELECTED OPTIMAL SOLUTION AND THE CORRESPONDING

NONDOMINATED VECTORS

No. d N K μB μV F τn o m

1 3 21 28 3.95 1.17 261.65 1.8834E− 05
2 3 20 28 3.85 1.11 260.91 2.4267E− 05
3 4 21 28 3.41 1.43 237.16 2.8473E− 04
4 4 20 28 3.40 1.91 237.07 2.7046E− 04
5 4 23 28 3.45 2.07 237.55 2.4130E− 04
6 4 21 28 3.36 1.32 236.67 3.3089E− 04
7 5 20 28 3.20 1.43 215.10 1.8553E− 03
8 5 20 28 3.15 2.31 214.59 1.7335E− 03
9 5 17 28 3.15 0.72 214.50 2.4159E− 03
10 6 22 28 3.12 1.95 188.72 7.7024E− 03
Average 4.3 20.5 28 3.404 1.542 – –

number of controllers c varies in the FSDMC, the number of
semi-dormant controllers d maybe change.

D. Comparison and Analysis

In our work, we consider the tradeoff between system imple-
mentation cost and system performance. According to the fea-
tures of the ANCS, we established an M/M/c queueing model
by adopting multiple strategies, such as N-policy, (d, c) vacation
mechanism, capacity K, and SMWV. Our model made a more
comprehensive consideration about the features of the ANCS
than the proposed models in [11], [40], [43], [44] and [45].
We have obtained the closed forms of the stationary probabil-
ity distribution of the queueing model to compute the system
performance measures.

We have established the multibjective optimization model.
The single objective optimization problem aiming at minimiz-
ing the system implementation cost was only considered in [11],
[40], [43]–[45], [54]. The system time delay problem was inves-
tigated in [1], [3], [4] and [10], but the optimal problem about
the time delay was not considered. Lehoczky [50], [51] mod-
eled the real-time system using the queueing theory, but did not
refer to the delay optimal problem as well. Diaz et al. [49] and
Zeng et al. [56] studied the time delay problem of real-time sys-
tem using stochastic analysis approach, but did not discuss the
multiobjective optimization problem for considering the system
implementation cost and system performance. Hence, our pro-
posed queueing model is more suitable for modeling the ANCS



GONG et al.: SCHEDULING ALGORITHMS OF FLAT SEMI-DORMANT MULTICONTROLLERS FOR A CYBER-PHYSICAL SYSTEM 1679

than those in the above references. We have proposed the opti-
mal stopping algorithm to yield the unique optimal value of the
number of semi-dormant controllers. This algorithm is the basis
of obtaining the optimal values of other parameters in our work.
Our numerical results show the feasibility and the usefulness of
the proposed algorithms.

VII. CONCLUSION

In this paper, we have considered a novel ANCS with dual
communication channels, and solved the optimal values of vari-
ous parameters that are needed for designing such a system. We
established an FSDMC model that allows part of idle controllers
to enter the semi-dormant states under light traffic condition. We
focused on the stochastic scheduling problem of the controller
cluster to reduce cost and improve performance. By analyzing
the characteristic of system, an N/(d,c)-M/M/c/K/SMWV queu-
ing model is presented to construct the cost and performance
functions, respectively. For generating the optimal values of sys-
tem parameters, a multiobjective optimization model was devel-
oped to minimize the two functions. We designed a scheduling
algorithm of FSDMC and an optimal stopping algorithm to
solve the multiobjective optimization problem. The Pareto front
and the corresponding nondominated vector set are generated to
serve the system designs. Finally, numerical results verify the
efficiency of the FSDMC model.

REFERENCES

[1] A. Annaswamy, D. Soudbakhsh, R. Schneider, D. Goswami, and S.
Chakraborty, “Arbitrated network control systems: A co-design of con-
trol and platform for cyber-physical systems,” in Proc. Workshop Control
Cyber Phys. Syst., Mar. 2013, pp. 339–356.

[2] S. Gao et al. “A cross-domain recommendation model for cyber-physical
systems,” IEEE Trans. Emerg. Topics Comput., vol. 1, no. 2, pp. 384–393,
Dec. 2013.

[3] H. Voit, “An arbitrated networked control systems approach to cyber-
physical systems,” Ph.D. dissertation, Inst. Autom. Control Eng., Tech.
Univ. Munich, Munich, Germany, Jun. 2013.

[4] A. Annaswamy, S. Chakraborty, D. Soudbakhsh, D. Goswami, and H.
Voit, “The arbitrated networked control systems approach to designing
cyber-physical systems,” in Proc. 3rd IFAC Workshop Distrib. Estimation
Control Netw. Syst., Sep. 2012, pp. 174–179.

[5] H. Zeng, M. D. Natale, A. Ghosal, and A. Sangiovanni-Vincentelli,
“Schedule optimization of time-triggered systems communicating over
the FlexRay static Segment,” IEEE Trans. Ind. Informat., vol. 7, no. 1,
pp. 1–17, Feb. 2011.

[6] J. Dvorak and Z. Hanzalek, “Using two independent channels with gate-
way for FlexRay static segment scheduling,” IEEE Trans. Ind. Informat.,
vol. 12, no. 5, pp. 1887–1895, Oct. 2016.

[7] M. Hu, J. Luo, Y. Wang, M. Lukasiewycz, and Z. Zeng, “Holistic schedul-
ing of real-time applications in time-triggered in-vehicle networks,” IEEE
Trans. Ind. Informat., vol. 10, no. 3, pp. 1817–1828, Aug. 2014.

[8] M. Kang, K. Park, and M.-K. Jeong, “Frame packing for minimizing the
bandwidth consumption of the FlexRay static segment,” IEEE Trans. Ind.
Electron., vol. 60, no. 9, pp. 4001–4008, Sep. 2013.

[9] D. Goswami et al. “Challenges in automotive cyber-physical systems
design,” in Proc. IEEE Int. Conf. Embedded Comput. Syst., Architectures,
Model. Simul., Jul. 2012, pp. 346–354.

[10] H. Zeng, M. D. Natale, P. Giusto, and A. Sangiovanni-Vincentelli, “Using
statistical methods to compute the probability distribution of message
response time in controller area network,” IEEE Trans. Ind. Informat.,
vol. 6, no. 4, pp. 678–691, Nov. 2010.

[11] Y. Fu, J. Bi, J. Wu, Z. Chen, K. Wang, and M. Luo, “A dormant multi-
controller model for software defined networking,” China Commun.,
vol. 11, no. 3, pp. 45–55, Jun. 2014.

[12] Software-Defined Networking: The New Norm for Networks, ONF White
Paper, 2012. [Online]. Available: https://www.opennetworking.org/
component/content/article/105-module-content/related-documents/840-
white-paper

[13] F. Baronti et al. “Design and verification of hardware building blocks
for high-speed and fault-tolerant in-vehicle networks,” IEEE Trans. Ind.
Electron., vol. 58, no. 3, pp. 792–801, Mar. 2011.

[14] FlexRay Protocol Specification (Version 3.0.1), FlexRay Consortium, Gar-
den City, NY, USA, 2010. [Online]. Available: http://www.flexray.com

[15] G. F. Lawler, Introduction to Stochastic Processes, 2nd ed. Boca Raton,
FL, USA: CRC Press, 2006.

[16] A. C. C. Carlos, T. P. Gregorio, and S. L. Maximino, “Handling multiple
objectives with particle swarm optimization,” IEEE Trans. Evol. Comput.,
vol. 8, no. 3, pp. 256–279, Jun. 2004.

[17] M. Li and P. Li, “Crowdsourcing in cyber-physical systems: Stochastic
optimization with strong stability,” IEEE Trans. Emerg. Topics Comput.,
vol. 1, no. 2, pp. 218–231, Dec. 2013.

[18] F. Xia and Y. Sun, “Control-scheduling codesign: A perspective on in-
tegrating control and computing,” Dyn. Continuous, Discrete Impulsive
Syst. B, vol. 13, no. S1, pp. 1352–1358, 2006.

[19] P. Tabuada, “Event-triggered real-time scheduling of stabilizing control
tasks,” IEEE Trans. Automat. Control, vol. 52, no. 9, pp. 1680–1685,
Sep. 2007.

[20] H. Xu, A. Sahoo, and S. Jagannathan, “Stochastic adaptive event-triggered
control and network scheduling protocol co-design for distributed net-
worked systems,” IET Control Theory Appl., vol. 8, no. 18, pp. 2253–2265,
Dec. 2014.

[21] C. Peng and Q.-L. Han, “Output-based event-triggered H control for
sampled-data control systems with nonuniform sampling,” in Proc. Amer.
Control Conf., Jun. 2013, pp. 1727–1732.

[22] M. C. F. Donkers and W. P. M. H. Heemels, “Output-based event-triggered
control with guaranteed L-gain and improved and decentralized event-
triggering,” IEEE Trans. Automat. Control, vol. 57, no. 6, pp. 1362–1376,
Jun. 2012.

[23] W. P. M. H. Heemels, M. C. F. Donkers, and A. R. Teel, “Periodic event-
triggered control based on state feedback,” in Proc. 50th IEEE Conf.
Decision Control Eur. Control Conf., Dec. 2011, pp. 2571–2576.

[24] Y. Guan, Q.-L. Han, and C. Peng, “Decentralized event-triggered control
for sampled-data systems with asynchronous sampling,” in Proc. Amer.
Control Conf., Jun. 2013, pp. 6565–6570.

[25] S. Al-Areqi, D. Gorges, and S. Liu, “Event-based networked control and
scheduling codesign with guaranteed performance,” Automatica, vol. 57,
no. 4, pp. 128–134, Jul. 2015.

[26] S. Al-Areqi, D. Gorges, and S. Liu, “Event-based control and schedul-
ing codesign: Stochastic and robust approaches,” IEEE Trans. Automat.
Control, vol. 60, no. 5, pp. 1291–1303, May 2015.

[27] T. Majdoub, S. L. Nours, O. Pasquier, and F. Nouvel, “Performance eval-
uation of an automotive distributed architecture based on a high speed
power line communication protocol using a transaction level modeling
approach,” J. Real-Time Image Process., vol. 9, no. 1, pp. 281–295,
Mar. 2014.

[28] M. Kauer, D. Soudbakhsh, D. Goswami, S. Chakraborty, and A. An-
naswamy, “Fault-tolerant control synthesis and verification of distributed
embedded systems,” in Proc. 17th Design, Autom. Test Europe, Mar. 2014,
pp. 1–6.

[29] R. Postoyan, P. Tabuada, D. Nesi, and A. Anta, “A framework for the
event-triggered stabilization of nonlinear systems,”IEEE Trans. Automat.
Control, vol. 60, no. 4, pp. 982–996, Apr. 2015.

[30] X. Cao, P. Cheng, J. Chen, and Y. Sun, “An online optimization approach
for control and communication codesign in networked cyber-physical sys-
tems,” IEEE Trans. Ind. Informat., vol. 9, no. 1, pp. 439–450, Feb. 2013.

[31] N. Kottenstette and P. J. Antsaklis, “Control of multiple networked pas-
sive plants with delays and data dropouts,” in Proc. Amer. Control Conf.,
Jun. 2008, pp. 3126–3132.

[32] N. Kottenstette and N. Chopra, “Lm2 -stable digital-control networks
for multiple continuous passive plants,” in Proc. 1st IFAC Workshop
Estimation Control Netw. Syst., Sep. 2009, pp. 120–125.

[33] N. Kottenstette, J. F. Hall III, X. Koutsoukos, P. Antsaklis, and
J. Sztipanovits, “Digital control of multiple discrete passive plants over
networks,” Int. J. Syst., Control Commun., vol. 3, no. 2, pp. 194–228,
Apr. 2011.

[34] N. Kottenstette, G. Karsai, J. Sztipanovits, “A passivity-based framework
for resilient cyber physical systems,” in Proc. 2nd Int. Symp. Resilient
Control Syst., Aug. 2009, pp. 43–50.

[35] M. Yadin and P. Naor, “Queueing system with a removable service station,”
J. Oper. Res. Soc., vol. 14, no. 4, pp. 393–405, Dec. 1963.



1680 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 13, NO. 4, AUGUST 2017

[36] D. P. Heyman, “Optimal operating policies for M/G/1 queueing system,”
Oper. Res., vol. 16, no. 2, pp. 362–382, Apr. 1968.

[37] Y. C. Chang and W. L. Pearn, “Optimal management for infinite capacity
N-policy M/G/1 queue with a removable service station,” Int. J. Syst. Sci.,
vol. 42, no. 7, pp. 1075–1083, Apr. 2011.

[38] Z. G. Zhang and N. Tian, “Analysis on queueing systems with synchronous
vacations of partial servers,” Perform. Eval., vol. 52, no. 4, pp. 269–282,
May 2003.

[39] X. Xu and Z. G. Zhang, “Analysis of multiple-server queue with a sin-
gle vacation (e, d)-policy,” Perform. Eval., vol. 63, no. 8, pp. 825–838,
Aug. 2006.

[40] J.-C. Ke, C.-H. Lin, J.-Y. Yang, and Z. G. Zhang, “Optimal (d, c) vacation
policy for a finite buffer M/M/c queue with unreliable servers and repairs,”
Appl. Math. Model., vol. 33, no. 10, pp. 3949–3962, Oct. 2009.

[41] L. D. Servi and S. G. Finn, “M/M/1 queues with working vacations
(M/M/1/WV),” Perform. Eval, vol. 50, no. 1, pp. 41–52, Oct. 2002.

[42] Z. -J. Zhang and X. Xu, “Analysis for the M/M/1 queue with multiple
working vacations and N-policy,” Int. J. Inf. Manage. Sci., vol. 19, no. 3,
pp. 495–506, 2008.

[43] C.-H. Lin and J.-C. Ke, “Multi-server system with single working vaca-
tion,” Appl. Math. Model., vol. 33, no. 7, pp. 2967–2977, Jul. 2009.

[44] D.-Y. Yang and C.-H. Wu, “Cost-minimization analysis of a working
vacation queue with N-policy and server breakdowns,” Comput. Ind. Eng.,
vol. 82, pp. 151–158, Apr. 2015.

[45] M. Jain and S. Upadhyaya, “Synchronous working vacation policy for
finite-buffer multiserver queueing system,” Appl. Math. Comput., vol. 217,
no. 24, pp. 9916–9932, Aug. 2011.

[46] T. Pop, P. Pop, P. Eles, Z. Peng, and A. Andrei, “Timing analysis of
the FlexRay communication protocol,” Real-Time Syst., vol. 39, no. 1,
pp. 205–235, Aug. 2008.

[47] G. Cena and A. Valenzano, “On the properties of the flexible time division
multiple access technique,” IEEE Trans. Ind. Informat., vol. 2, no. 2,
pp. 86–94, May 2006.

[48] G. I. Mary, Z. C. Alex, and L. Jenkins, “Response time analysis of mes-
sages in controller area network: A review ”, J. Comput. Netw. Commun.,
vol. 2013, pp. 1–11, 2013.

[49] J. L. Diaz et al.“Stochastic analysis of periodic real-time systems,” in
Proc. 23rd IEEE Real-Time Syst. Symp., Dec. 2002, pp. 289–300.

[50] J. P. Lehoczky, “Real-time queueing theory,” in Proc. 17th IEEE Real-
Time Syst. Symp., Dec. 1996, pp. 186–195.

[51] J. P. Lehoczky, “Real-time queueing network theory,” in Proc. 18th IEEE
Real-Time Syst. Symp., Dec. 1997, pp. 58–67.

[52] M. F. Neuts, Matrix Geometric Solutions in Stochastic Models: An Al-
gorithmic Approach. Baltimore, MD, USA: Johns Hopkins Univ. Press,
1981.

[53] J. A. White, J. W. Schmidt, and G. K. Bennett, Analysis of Queueing
Systems. New York, NY, USA: Academic, 1975.

[54] I. Park and M. Sunwoo, “FlexRay network parameter optimization method
for automotive applications,” IEEE Trans. Ind. Electron., vol. 58, no. 4,
pp. 1449–1459, Apr. 2011.

[55] R. I. Davis, A. Burns, R. J. Bril, and J. J. Lukkien, “Controller area network
(CAN) schedulability analysis: Refuted, revisited and revised,” Real-Time
Syst., vol. 35, no. 3, pp. 239–272, Apr. 2007.

[56] H. Zeng, M. D. Natale, P. Giusto, and A. Sangiovanni-Vincentelli,
“Stochastic analysis of CAN-based real-time automotive systems,” IEEE
Trans. Ind. Informat., vol. 5, no. 4, pp. 388–401, Nov. 2009.

Hongfang Gong received the B.S. degree in
mathematics from Changsha University of Sci-
ence and Technology, Changsha, China, and the
M.E. degree in computer application from Hunan
University, Changsha, in 1991 and 2004, respec-
tively. He is currently working toward the Ph.D.
degree with the Key Laboratory for Embedded
and Network Computing of Hunan Province,
Hunan University, Changsha, China.

He is currently an Associate Professor of
information science with Changsha University

of Science and Technology, Changsha. His research interests include
cyber-physical systems, embedded computing system, and distributed
control systems.

Renfa Li (M’05–SM’10) received the Ph.D. de-
gree in electronic engineering from Huazhong
University of Science and Technology, Wuhan,
China, in 2003.

He is a Full Professor and Dean of the College
of Computer Science and Electronic Engineer-
ing, Hunan University, Changsha, China. He is
the Director of the Key Laboratory for Embed-
ded and Network Computing of Hunan Province,
Changsha. He is also an expert committee mem-
ber of the National Supercomputing Center in

Changsha, China. His research interests include computer architec-
ture, embedded computing system, cyber-physical systems, Internet of
things.

Prof. Li is a senior member of the ACM, and a member of the Council
of China Computer Federation.

Jiyao An (M’12) received the M.Sc. degree in
mathematics from Xiangtan University, Xiang-
tan, China, and the Ph.D. degree in mechanical
engineering from Hunan University, Changsa,
China, in 1998, and 2012, respectively.

He was a Visiting Scholar in the Department
of Applied Mathematics, University of Water-
loo, Waterloo, ON, Canada, from 2013 to 2014.
Since 2000, he has been with the College of
Computer Science and Electronic Engineering
of Hunan University, where he is currently a

full Professor. His research interests include cyber-physical systems,
Takagi–Sugeno fuzzy systems, parallel and distributed computing, and
computational intelligence. He has published more than 50 papers in
international and domestic journals and refereed conference papers.

Dr. An is a member of the ACM, and a senior member of CCF. He is
an active reviewer of international journals.

Weiwei Chen received the B.S. degree in elec-
tronic engineering from Beijing University of
Posts and Telecommunications University, Bei-
jing, China, in 2007, and the Ph.D. degree in
electronic and computer engineering from the
Hong Kong University of Science and Technol-
ogy, Kowloon, Hong Kong, in 2013.

She is currently with the Department of
Communication Engineering, Hunan University,
Changsha, China. Her research interests in-
clude cross-layer optimizations in wireless net-

works, fifth-generation cellular networks, and future Internet architecture.

Keqin Li (M’90–SM’96–F’15) received the Ph.D.
degree in computer science from the University
of Houston, Houston, Texas USA, in 1990.

He is a SUNY Distinguished Professor of
computer science. His current research in-
terests include parallel computing and high-
performance computing, distributed computing,
energy-efficient computing and communication,
heterogeneous computing systems, cloud com-
puting, big data computing, CPU–GPU hybrid
and cooperative computing, multicore comput-

ing, storage and file systems, wireless communication networks, sensor
networks, peer-to-peer file sharing systems, mobile computing, service
computing, Internet of things, and cyber-physical systems. He has pub-
lished more than 480 journal articles, book chapters, and refereed con-
ference papers, and has received several best paper awards.

Prof. Li has served on the editorial boards of IEEE TRANSACTIONS ON
PARALLEL AND DISTRIBUTED SYSTEMS, IEEE TRANSACTIONS ON COMPUT-
ERS, IEEE TRANSACTIONS ON CLOUD COMPUTING, IEEE TRANSACTIONS ON
SERVICES COMPUTING, and IEEE TRANSACTIONS ON SUSTAINABLE COM-
PUTING.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


