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ABSTRACT The automatic generation of Chinese enterprise abbreviations is a task that extracts enterprise
abbreviations to represent the enterprise full name. Traditional methods do not divide abbreviations in
detail, which leads to a poor generation effect of irregular Chinese enterprise abbreviations generation,
and the best selection method of candidate abbreviations among traditional methods is still coarse-grained
relationship modeling. To solve the problem of irregular abbreviation generation and abbreviation screening,
this paper proposes a two-channel Chinese enterprise automatic abbreviation generation method. First,
in the two-channel method, the enterprise component channel outputs regular candidate abbreviations, and
the single-character channel outputs irregular candidate abbreviations to improve the processing effect of
the method on irregular abbreviations. Then we design a Bayesian filtering model based on the position
relationship of abbreviations in enterprise components to improve the final effect of the automatic generation
of Chinese enterprise abbreviations. The results show that our effect is the best in the data performance of
Chinese enterprises.

INDEX TERMS Bayesian, BERT-BiLSTM-CRF, CRF++, Chinese enterprise abbreviation.

I. INTRODUCTION
There are many enterprise names, and their numbers are
constantly increasing with the development of society and
economy. Because of people’s language habits, enterprise
abbreviations have gradually replaced the full names of the
enterprises according to people’s impressions [1]. With the
wide application of abbreviation, standardizing and unifying
enterprise abbreviations to their standard forms is very impor-
tant in knowledge fusion, information retrieval, machine
translation and other tasks [2]. Therefore, generating and
maintaining an abbreviation library for Chinese enterprises
is meaningful.

Chinese enterprise abbreviations have many different
forms due to the characteristics of Chinese vocabulary. This

The associate editor coordinating the review of this manuscript and

approving it for publication was Renato Ferrero .

TABLE 1. Examples of enterprise abbreviations.

is unlike english abbreviations, which are usually formed by
the uppercase letters of each word [3]–[5]. We summarize the
abbreviations of Chinese enterprises and divide them into reg-
ular abbreviation and irregular abbreviation. Table. 1 shows
some examples of abbreviations. In examples 1 & 2, the
abbreviation is a combination of some words in the enterprise
name, which called regular abbreviation. In examples 3 & 4,
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the abbreviation combined with a single character and Chi-
nese words in the enterprise name is irregular.

In the study of regular abbreviations, Sun et al. [6] gener-
ated candidate abbreviations based on enterprise component
construction rules. Chen et al. [7] summarized the char-
acteristics of full abbreviations and proposed a rule-based
method ofmodeling long-distance constraints using the entity
abbreviation generation method of first-order logic (FOL).
These methods can accurately generate abbreviations based
on the characteristics of full names; however, such methods
rely toomuch on syntactic analysis, and the rules for mapping
from full names to abbreviations is not exhaustive. In a study
combining regular and irregular abbreviations, Yang et al. [8]
converted the Chinese abbreviation generation process to a
CRF tagging problem. Although this method can extract local
information of the input sequence well, it cannot express
complex rules in character long-distance feature extraction,
so its performance in irregular abbreviation generation is still
poor. Zhang et al. [9] introduced a filtering model that uses
SVM to select the best abbreviations based onweb data. In the
sameway, Yang et al. [8] used the length relationship between
the full name and abbreviation to model when selecting the
best abbreviation. However, these two screening methods are
based on the coarse-grained relation of full abbreviations and
cannot better screen the best abbreviation.

To solve these problems, we propose a two-channel Chi-
nese abbreviation generation method, that includes enterprise
component channel, single-character channel, and Bayesian
filtering model. We construct regular abbreviation set, irreg-
ular abbreviation set, and enterprise component annotation
set. We deal with regular abbreviations and irregular abbre-
viations separately to improve the effect of generating Chi-
nese enterprise abbreviations. Specifically, we get regular
candidate abbreviations in the enterprise component channel
and irregular candidate abbreviations in the single-character
channel. In addition, the Bayesian filtering model is designed
to merge the candidate abbreviations generated by two chan-
nels and sort them according to the Bayesian probabil-
ity of candidate abbreviations to filter out the best set of
abbreviations.

Our contributions to this paper are summarized as follows:

1) We propose two channels for Chinese enterprise abbre-
viation generation based on an enterprise component
channel and a single-character channel to improve the
performance of irregular abbreviation generation.

2) We build a Bayesian filtering model based on the posi-
tion of abbreviation characters in enterprise compo-
nents to screen the best abbreviation.

3) We built an enterprise regular abbreviation set and an
irregular abbreviation set 1for the enterprise abbrevia-
tion generation task.

4) We verify the remarkable effect of the two-channel
method proposed in this paper on Chinese enterprise

1https://github.com/HongEnShao/Two-channel-EC-SC.git

abbreviation generation through a large number of
experiments.

The rest of this article is organized as follows. In Section II
we reviews related work. And in Section III introduces
the method of Chinese abbreviation generation based on
two-channel in detail. In Section IV , we will design compara-
tive experiments and show the results. Finally, the conclusion
of our contributions and a discussion of future work are
presented in Section V .

II. RELATED WORKS
In terms of abbreviations, English abbreviations are usually
formed by capitalizing the first letter of proper nouns. Due
to the characteristics of the Chinese language, the forma-
tion of enterprise abbreviations is quite different in Chinese
than in English. In recent years, many researchers have pro-
posed solutions to the problem of Chinese abbreviation gen-
eration. These abbreviation generation methods are divided
into three categories: rule-based methods [7], [10], statistics-
based methods [11]–[13], and methods based on sequence
annotation [8], [9], [14].

A. RULE-BASED
In rule-based abbreviation prediction methods, the specific
abbreviation extraction rule set is established by analyzing
the naming rule and the abbreviation characteristics of the
enterprise full name. According to a series of factors, the
corresponding weight of mapping rules is set to form an
abbreviation generation model. Qin et al. [10] developed a
mapping rule set and corresponding rule weights according
to the abbreviations of Chinese device names, and exported
the average weight of the mapping rule set to the abbre-
viation dictionary to determine the threshold of identifying
abbreviated entities. Chen et al. [7] proposed a method to
use FOL to model long-distance constraints and select the
most appropriate mapping rule for each entity full name.
The training dataset is expanded based on rules. Rule-based
approaches make good use of people’s knowledge, but their
rules are not exhaustive.

B. STATISTICS-BASED
In statistics-based methods, the full name and abbreviation
of the enterprise are extracted from global resources, the
probability of candidate abbreviation is calculated, and the
candidate abbreviation with the highest probability is selected
as the best abbreviation. Kim et al. [11] explored possible
official candidates from various sources in biomedical texts
and then selected the most acceptable candidate from the
retrieved candidates through ranking. Jian et al. [12] inves-
tigated the problem of automatically extracting and ordering
acronyms and related extensions on a large scale from web
data and user interactions through web search engines as
sources of information a large-scale search engine provides.
Liu et al. [13] proposed a method to generate a candidate list
by using the internet as the main information source, search
engines, and learning ‘‘help words’’ to expand abbreviations
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into full names and then select the best candidate based on
the KNN ranking mechanism. Searching the full name and
abbreviation pair in large-scale actual data can ensure the
applicability of the result. However, processing large amounts
of data will reduce the efficiency of abbreviation generation,
and because there are not always full abbreviation pairs in
limited resources, the accuracy is affected.

C. SEQUENCE ANNOTATION-BASED
In methods based on sequence annotation, the abbreviation
generation task is transformed into a recognition task based
on character sequence annotation. The sequence annotation
model makes an abbreviation prediction by learning the con-
structed abbreviation annotation dataset. Yang et al. [8] used
conditional random field (CRF) as the marking model. After
the CRF is used to generate the abbreviated candidate list,
a length model is constructed to filter the candidate abbrevi-
ation. Finally, the full name and abbreviation co-occurrence
information of the network search engine further improves
the effect. Zhang et al. [9] selected candidate pairs through
sequence tagging (CRF) and then combined network data
with search engine based on a support vector machine (SVM)
to reorder candidates and select the best candidate pairs.
Zhang et al. [14] introduced the minimum semantic unit
based on the sequence annotation of word segmentation and
used CRF for model training. An integer linear program with
various constraints is then used to derive the best abbreviation
from the generated candidate. Unlike previous character-
marking approaches, this approach captures word-level infor-
mation finer than characters but coarser than words in a
sequence tag framework. Sequence annotation methods can
learn the rules of abbreviation generation by themselves, but
the existing sequence annotation methods of abbreviation
generation tasks have a poor effect on irregular abbreviation
generation.

After that, similar to the title abbreviation generation
task [1], the Chinese abbreviation generation evolved into
a task that expanded from abbreviations to full names [15],
[16]. However, these methods are very scenario-specific and
unsuitable for enterprise shorthand generation tasks.

Therefore, we propose a two-channel Chinese enterprise
abbreviation generation method based on an enterprise com-
ponent channel and a single-character channel. The two
channels of our method are aimed at regular abbreviations
and irregular abbreviatiosn respectively, and BERT-BiLSTM-
CRF model is used to address the inaccurate generation of
irregular abbreviations. Then we use the Bayesian filtering
model to select the best abbreviation.

III. METHODOLOGY
In this chapter, we first explain the definition of the enterprise
component in the two-channel method. Then, we outline
the process of the Chinese enterprise abbreviation genera-
tion framework in detail and explain the reasons for such
modeling.

TABLE 2. Sample presentation of enterprise components.

FIGURE 1. The illustration of our proposed two-channel framework.

A. ENTERPRISE COMPONENT DEFINITION
Enterprise names generally follow certain naming rules.
The enterprise full name is usually divided into four cat-
egories: the region name is denoted R, the unique noun
is denoted U , the industry type is denoted I , and the
organization type is denoted O [17]. Table. 2 shows
the composition of the enterprise name. For example,
in ‘‘ ’’, ‘‘ ’’ is the region
name, denoted R, ‘‘ ’’ is the unique noun, denoted U ,
‘‘ ’’ is the industry type, denoted I , and ‘‘ ’’
is the organization type, denoted O.

B. METHOD FRAMEWORK DESCRIPTION
We describe a two-channel Chinese enterprise abbreviation
generation method in this paper, termed EC-SC. That aims to
improve the effect of Chinese enterprise abbreviation genera-
tion. Next, we describe the two-channel approach framework
and model the method mathematically.

As shown in Fig. 1, the two-channel approach consists
of two channels and a Bayesian filtering model. We enter
the enterprise name into two channels. In the enterprise
component channel, we construct an enterprise component
prediction model to identify the component label of the
whole enterprise, then CRF++ obtain regular candidate
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FIGURE 2. Enterprise component channel framework interpretation
diagram.

abbreviations of the enterprise through the enterprise compo-
nent. In the single-character channel, we use BERT-BiLSTM-
CRF to construct an irregular abbreviation generation model
to obtain irregular candidate abbreviations. With two chan-
nels, the effectiveness of irregular abbreviation generation is
improved. In the Bayesian filtering model, its input is can-
didate abbreviations set for the two channels, which exploits
the position of abbreviation characters in enterprise names to
obtain the best abbreviations.

C. ENTERPRISE COMPONENT CHANNEL
The enterprise component channel consists of two parts:
enterprise component identification and regular candidate
abbreviation generation. As shown in Fig. 2, in enterprise
component identification, we construct an enterprise compo-
nent prediction model that is composed of a feature vector
generation model (BERT) [18], bidirectional long short-term
memory (BiLSTM) [19], and a conditional random field
(CRF) [20]. Through the enterprise component prediction
model we can obtain the enterprise component label. In reg-
ular candidate abbreviation generation, we use CRF++ to
construct a regular abbreviation prediction model to obtain
the regular candidate abbreviation. In this channel, the enter-
prise name is first tagged by the enterprise component pre-
diction model, and then, the regular candidate abbreviation is
generated.

1) ENTERPRISE COMPONENT IDENTIFICATION
To predict the regular abbreviation more accurately, we con-
struct an enterprise component prediction model to obtain the
composition pattern of the enterprise name. The BERT pre-
training model has a bidirectional function and self-attention

mechanism that can extract the feature vector better. Then,
BiLSTM extracts the features required for component
sequence annotation from the output vector to obtain the
enterprise component probability vector. For enterprise com-
ponent prediction, consistency of labeling within ingredients
is needed. Therefore, a CRF is used to calculate the global
optimality of the entire sequence.

2) REGULAR CANDIDATE ABBREVIATION GENERATION
After marking the components of the enterprise’s full name,
we use CRF++ to select whether the characters are retained
in the abbreviation based on the components to make the
final abbreviation prediction. Chang et al [21]. initially used
HMMmodel for abbreviation prediction, but did not consider
the case of ‘‘Word to Null’’. Compared with HMM model,
CRF [22]–[24] has been widely used in sequence labeling
tasks such as medical named entity recognition after it was
proposed, which can extracts more sequence information by
introducing feature functions. In addition, [25]–[27] et al.
put CRF at the end of the model to decode and label the
optimal global sequence, which also achieved good results.
A large number of experiments have proved that the CRF
model has a good performance in sequence labeling tasks.
Therefore we choose CRF++ to obtain the regular enterprise
abbreviations and use enterprise component annotations to
enhance the learning of rules by the model.

We input the enterprise component labels into CRF++,
defined as x = {x1, x2 . . . , xm}. The label value set Y =
{K ,D}, where K means ‘‘Keep’’ andDmeans ‘‘Delete’’. The
full name of the prediction label is y = {y1, y2 . . . , ym}, and
xi in the input sequence corresponds to yi in the prediction
label set. CRF++ can perform label prediction on new data
by learning character retention rules in the label. Finally,
according to the predicted label sequence, the character com-
bination corresponding to the full name of the enterprise is
selected as the enterprise regular candidate abbreviation.

D. SINGLE-CHARACTER CHANNEL
In the single-character channel, we label each character in
the full name of the enterprise with K and D labels and
construct an irregular abbreviation prediction model based
on the BERT-BiLSTM-CRF model. The input sequence of
the model is the enterprise name. It obtains the feature
vector of each character combination by BERT. BiLSTM
performs selective extraction from the feature vector out-
put by BERT to get the corresponding label information.
Then, the CRF layer learns the relationships between adjacent
characters and decodes them to improve the performance of
the character-level generation of abbreviations. Finally, the
enterprise irregular candidate abbreviation is extracted from
the enterprise name according to the output sequence.

E. FILTERING MODEL
In essence, an enterprise abbreviation is generated by extract-
ing a character from the enterprise full name [28]. Therefore,
the abbreviations and full names of enterprises are strongly
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TABLE 3. Sample of filtering model character prior probabilities.

related in many aspects. In the process of Chinese enterprise
abbreviation generation, the position of the selected character
in the full name has a certain degree of influence on the
generation of the correct abbreviation. Due to the regularity
of enterprise full names, the position of characters in each
component of the full name also determines whether they
remain abbreviated.

In this paper, each character in the full name of the enter-
prise is position-coded, and the constituent information of
the full name is integrated into the position code. A filtering
model based on Bayesian probability is designed. We use
the position information of reserved characters in candidate
abbreviations to filter the model to obtain the best abbrevia-
tion set. The filteringmodel is divided into the following three
steps:

1) First, the characters in the full name of the enterprise
are encoded in position based on their constituent com-
ponents. For example, when a character appears in the
first position in the constituent R of the enterprise, it is
encoded as R1.

2) Second, the number of each constituent mode is
counted, and the prior probability of the position code
retained in the abbreviation is calculated. The details
can be shown in Table. 3.

3) Third, the character position-coding calculates the
Bayesian probability of the candidate abbreviation in
the candidate abbreviation and the prior probability of
the formation mode of the position-coding in the full
name of the enterprise.

In the filtering model, the input sequence is the coding
sequence L = {l1, l2 . . . , ln}, and l is the component posi-
tion label of the abbreviation character. The output P(L) is
the Bayesian probability value of the candidate abbrevia-
tion. An−1 = (l1, l2, . . . , ln−1), indicating that l1, l2 . . . , ln−1,
the characters corresponding to the ln−1 sequence tag, exist
at the same time. Event Bn is reserved for the character
corresponding to the label ln. The Bayesian probability of

event Bn occurring when event An−1 occurs is defined as
follows:

P(Bn|An−1) =
P(Bn)P(An−1|Bn)∑n

m=1 P(Bm)P(An−1|Bm)
. (1)

The Bayesian probabilities of each character in the abbre-
viation are accumulated to obtain the final candidate abbre-
viation Bayesian probability. The formula for P(L) is defined
as follows:

P(L) =
n∑
2

P(Bn|An−1)+ P(B1). (2)

As shown in Fig. 3, we obtain regular candidate abbrevia-
tions and irregular candidate abbreviations for Chinese enter-
prises through two channels. In the enterprise component
channel, the composition pattern of the enterprise name and
the position probability of each character in this pattern are
obtained.R1 is the first character of the local component in the
combination mode, P(R1) is the probability of the character
appearing in the abbreviation, and the probability is the prior
probability. In the filtering part, we find the corresponding
position information and prior position probability accord-
ing to the candidate abbreviation and calculate the bayesian
probability of each character in the candidate abbreviation by
using Equation 1. The final probability of candidate abbrevi-
ations is then obtained by Equation 4. Finally, the candidate
abbreviations are sorted according to Bayesian probability to
obtain the best abbreviation set.

Algorithm 1 Two-channel(ES-CS) Algorithm
1: Input: Chinese enterprise name Cname;
2: Output: Enterprise abbreviation En;
3: Procedure:
4: Regular abbreviation prediction:
5: word_vector ← Bert(Cname);
6: bi_vector ← Bilstm(word_vector);
7: component_label ← CRF(bi_vector);
8: regular_abb← CRF ++(component_label);
9: Irregular abbreviation prediction:
10: irregular_abb← Bert_Bilstm_CRF(Cname);
11: Fusion candidate abbreviation:
12: all_abb← regular_abb | irregular_abb;
13: Screening best abbreviation:
14: for j; j ≤ length(all_abb) do
15: for ln ∈ all_abbj do
16: let: An−1← l1, l2, . . . , ln−1;
17: let: Bn← ln;
18: P(Bn|An−1)←

P(Bn)P(Bn|An−1)∑n
m=1 P(Bm)P(An−1|Bm)

;
19: end for
20: P(Lj)←

∑n
2 P(Bn|An−1)+ P(B1);

21: end for
22: storted(all_abb);
23: En← Top(all_abb);
24: Return En
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FIGURE 3. The illustration of the filtering model.

The abbreviation generation algorithm with the
two-channel method is shown in Algorithm 1. First, the
regular candidate abbreviation is predicted according to the
enterprise name. Specifically, we use BERT to learn and
obtain feature vectors of enterprise names, and then extract
the features required for entity recognition from these feature
vectors by BiLSTM. The CRF layer is decoded to obtain
the sequence component label. CRF++ takes the enter-
prise component label as input and outputs the best regular
candidate abbreviation set. Second, BERT-BiLSTM-CRF is
used to predict irregular abbreviation candidate sets based
on enterprise names. Third, the candidate abbreviations of
both channels are merged. Fourth, the Bayesian probability
is obtained according to the position information of each
character of the abbreviation, and the best abbreviation set
is obtained by sorting.

IV. EXPERIMENTS
This section describes the dataset construction method,
framework evaluation metrics. The evaluation results are
compared with the existing methods of automatic abbrevia-
tion generation.

A. DATA PREPARATION
In terms of data acquisition, this article crawls the full
names and abbreviations of companies from Baidu entries

TABLE 4. Data sets used for training the models.

and Wikipedia’s corporate introductions, and crawls news
from some financial news websites (Financial News, Sina
News, Toutiao), and uses NER to identify the entities in the
news and extract full-abbreviation pairs in the knowledge
base. To improve the accuracy of the dataset, manpower will
be added to check that each obtained full-abbreviation pair is
correct.

In our experimental data, a full name of an enterprise
corresponds to one or more abbreviations. We classify the
obtained full abbreviation pairs according to abbreviation
types. In irregular abbreviations, our dataset still includes
regular abbreviations to verify that the single character chan-
nel can maintain high accuracy in regular abbreviations
and improve the generation effect of irregular abbreviations.
We also annotate the component of each character in all
enterprise names and construct the enterprise component
annotation dataset.

As shown in Table. 4, through data collection, the exper-
iment prepares 8000 full abbreviation pairs. The enterprise
abbreviation prediction model dataset is divided into two
parts, a regular abbreviation set and an irregular abbreviation
set, of which 75% are regular abbreviations and 25% are
irregular abbreviations. In addition, all enterprise names are
annotated with RegionName (R), UniqueNoun (U ), Industry-
Type (I ), and OrgType (O) sections to construct enterprise
component dataset. When selecting the enterprise name, the
enterprise component set contains as many enterprise name
composition patterns as possible.

The statistics of the datasets are detailed in Table. 4, our
dataset is divided into two parts, Abbreviated annotation and
Component labeling. Abbreviated annotation is constructed
by marking whether the characters are reserved in the abbre-
viation, divided into regular and irregular abbreviation sets.
Component labeling is constructed by labeling the enterprise
components with the characters in the full name of the enter-
prise. Then Dev represent the validation set.

B. EXPERIMENTAL SETTING
Standard measurement methods are used for model evalua-
tion, such as accuracy, recall and F1-score. Each experiment
is run 10 times with four datasets of different sizes, and the
average result is taken as the final result of the model.

C. ALGORITHM DESIGN FOR COMPARISON
This section introduces the comparative ideas of generating
experiments. We compare the experimental results of each
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TABLE 5. Introduction of comparison method.

part of the method to highlight the role of each subprocess in
thismethod. In terms of the experimental data, we use the data
we constructed to calculate the comparison effect achieved
by restoring the comparison experimental algorithm as much
as possible. We choose the methods shown in Table. 5 for
experimental comparison.

1) Rules+MLN
This method defines global character deletion rules and
local character deletion rules and considers that words
provide important information for the generation of abbre-
viations. Because of the flexibility of the Markov logical net-
work (MLN) in capturing local and global language features,
this method uses the MLN to select local or global deletion
rules for words.

2) CRF
In this method, the abbreviation generation problem is trans-
formed into a character sequence annotation task, and each
character in the full name is sequentially annotated to con-
struct an abbreviation generation model. It is necessary to
build a certain number of datasets and to tell the model the
features to be learned to train the model. After the candidate
abbreviation is obtained, the model is modeled by the length
relation between the full name and the abbreviation, and the
best abbreviation is selected by combining the co-occurrence
times of the full name and the abbreviation in the web search
engine. This method reduces some workload and only needs
to annotate some data.

3) ILP
The sequence labeling method performs poorly when the
‘‘character duplication’’ phenomenon exists. To solve the
character duplication problem in Chinese abbreviation pre-
diction, this method also uses a substring tagging strategy to
generate local substring tagging candidates. This method uses
an integer linear programming (ILP) formulationwith various
constraints to globally decode the final abbreviation from the
generated candidates.

FIGURE 4. Comparison of parameter K in terms of accuracy, recall, and
F1-Score.

4) CRF+Rules
This method combines the characteristics of rules and char-
acter sequence annotation to generate abbreviations, formu-
lates certain rule sets, achieves a self-learning effect of rules
through an algorithm model, and uses the CRF model to
generate abbreviations to make up for the abbreviations not
covered by rules. This method combines the high accuracy
of rules with the high coverage of models to achieve better
results.

5) CNN-BLSTM-CRF
The neural network-based abbreviation generation model
avoids a lot of manual annotation and feature engineering
and can predict abbreviation better without much dependence
on the feature system. CNN-BLSTM-CRF neural network
model extracts the local word and Chinese character infor-
mation from the full name through the convolutional neural
network that uses The BLSTM model to retain the context
information selectively. Finally, CRF obtains the optimal
sequence by learning the information of adjacent tags.

D. EXPERIMENTAL PARAMETER SELECTION
This section introduces the related parameter selection of
the experiment. The core parameter candidates of this
method are the referred to as coverage parameter K, enter-
prise component prediction model learning rate LR-C, and
irregular abbreviation prediction model learning rate LR-T.
We describe the selection of each core parameter separately;
see the following subsections for details.

1) PARAMETER K
The candidate coverage parameter K is an important param-
eter affecting the recall rate of the model. Liberalizing the
number of predicted abbreviations for the two channels in
the framework model can increase the probability of correct
abbreviations being predicted by the model. As shown in
Fig. 6, as the K value increases, the probability of candi-
date abbreviations being the correct abbreviations increases.
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FIGURE 5. Comparison of parameter LR-C, LR-T in terms of accuracy, recall, and F1-Score.

At the same time, the ever-increasing number of interference
abbreviations makes the filtering model face more significant
difficulties, which leads to a decline in the final extraction
accuracy. Through the experimental results, the value of
parameter K is 10, which is the number of candidate abbre-
viations needed to balance the accuracy and recall rate of the
model.

2) PARAMETERS LR-C AND LR-T
By adjusting the enterprise component prediction model
learning rate parameter LR-C and the irregular abbreviation
prediction model learning rate parameter LR-T, the prediction
effect of the enterprise composition and irregular abbreviation
can be improved. The learning rate affects the convergence
time of the model and whether the model fits the training
data in the training model. Therefore, we find a suitable
value to improve the effect of the two-channel abbreviation
generation method. We use regular and irregular abbrevia-
tion sets to adjust parameters based on the enterprise com-
ponent prediction model, and use an irregular abbreviation
set to adjust parameters based on the character sequence
annotation model. We set the learning rate parameter in the
range [0.1− 10] ∗ E−5.
As shown in Fig. 5a, after training, the enterprise com-

ponent prediction model achieves a good effect overall. The
curve shows an upward trend from 1E−6 to 1E−5, and reaches
the optimal effect at 1E−5. Then, with the increase in the
learning rate, the prediction effect of enterprise components
decreases. Therefore, we take 1E−5 as the optimal parameter
of the enterprise component prediction model.

As shown in Fig. 5b, the effects of the irregular abbrevi-
ation prediction model are significantly different at different
learning rates. When the value of the learning rate is 1E−6,
the F1-score value of the model is only 82.71%. The model is
too fit to verify the data, resulting in an unsatisfactory effect
on the test data. At 1E−5, the optimal effect is achieved for all
indexes. With the increase in the learning rate, the prediction

effect of the irregular abbreviation decreases. Therefore,
in the final experiment of this paper, we choose 1E−5 as the
learning rate parameter for the irregular prediction model.

E. EFFECTIVENESS ANALYSIS
In this section, we first conduct a comparative experiment on
each link of enterprise abbreviation generation based on two
channels, reflect the experimental effect through the accuracy,
recall, and F1-score values, use Brier fraction and logarithmic
loss to evaluate the filtration model. Then, the experimental
results are comparedwith those of several abbreviation gener-
ation methods. Finally, the experimental conclusion is drawn.

1) ENTERPRISE ABBREVIATION FORECAST RESULTS
In the enterprise component channel (EC) we only test the
effect on the regular abbreviation set, while in the single-
character channel (SC) we test the effect on each dataset
and the combination of irregular and regular abbreviations.
Finally, the Bayesian filtering model is connected to each
channel to observe the role of each link in the two-channel
method.

As shown in Table. 6, the experimental results show that
the F1-score value of the EC channel is 1.76% higher than
that of the SC channel on the regular abbreviation set. Thus,
the feasibility of the CRF++ regular abbreviation generation
method is proved, and the effect of abbreviation prediction
improves after the component division of the enterprise name.
In addition, the F1-score values of the two channels in the
regular abbreviation set increase after the filtering model is
used. In the irregular abbreviation set, the F1-score value
of the SC model with the filtering model is improved by
1.30%. This shows that the filtering model can select the best
abbreviation from the candidate abbreviations. As the number
of fused candidate abbreviation increases, the effect of the
two-channel method decreases in the regular and irregular
abbreviations, but improves by 1.54% in the total abbrevia-
tions compared with the F1-score value of the SC channel.
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TABLE 6. The test accuracy, recall, and F1-score of all self-comparison on
three datasets.

FIGURE 6. Partial results presentation of EC-SC at accuracy, recall, and
F1-score.

In general, the EC channel can deal with regular abbrevia-
tions well, the SC channel has good performance in irregular
abbreviations, and the filtering model can select the best
abbreviations. Fig. 6 shows some comparative experimental
results.

Experimental results show that using enterprise compo-
nents to generate abbreviation can better capture the rule of
regular abbreviation generation. The location information of
th enterprise component is used in Bayesian probability to
filter the best abbreviation from the candidate abbreviations.

2) FILTERING MODEL EVALUATION EXPERIMENT
We use the Brier fraction and logarithmic loss index for
the filtering model to measure the difference between the
probability of candidate abbreviation predicted by the model
and the labeled abbreviation. The two indexes are negatively

correlated with the model effect. The expression for the Brier
fraction is as follows:

Bscore =
1
N

n∑
L

(P(L)+ OL). (3)

where N represents the number of samples, P(L) represents
the probability value predicted by the filtering model, and
OL represents the real label information. If the candidate
abbreviation is in the set of original labeled abbreviations,
which indicates that the abbreviation event occurs, OL = 1;
otherwise,OL = 0. The difference between the predicted and
the original labeled abbreviation is accumulated to obtain the
final Brier fraction model measurement index.

When calculating logarithmic loss, we set that there is a
classification label for the prediction candidate abbreviation.
The logarithmic loss formula is as follows:

Lloss =
1
N

n∑
L

−(Ltrue ∗ log(P(L))

+(1− Lture) ∗ log(1− Ltrue)). (4)

where N is the number of samples, L is the sequence label
of candidate abbreviation, Ltrue is the true label of candidate
abbreviation, and P(L) represents the probability value pre-
dicted by the filtering model. If the candidate abbreviation
appears in the original labeled dataset, Ltrue = 1; otherwise,
Ltrue = 0.
We evaluate the filtering model by comparing the results of

the two-channel method with and without the filtering model
on the Brier fraction and logarithmic loss index. As shown
in Table. 7, in each dataset, the values of the two indexes
decreased significantly after adding the filtering model. Due
to the negative correlation between the two indexes and the
filtering model, it can be observed that the filtering model
plays a good role in the two-channel method.

3) COMPARATIVE EXPERIMENT ANALYSIS
Due to the problem of rule set construction, we reproduce
only the CRF and ILP methods on our own dataset. In the
other two methods, we directly compare the experimental
results in the paper.

As shown in Fig. 7, the MLN method has good perfor-
mance in terms of recall by identifying as many correct
abbreviations as possible by the rules. Compared with the
CRF method, the ILP method with a minimum semantic
unit and global decoding can better extract full name fea-
ture information. In the CRF-Rule method, the rule and
sequence annotation methods complement each other to
improve the accuracy of abbreviation generation. However,
the Rule-based approach consumes many resources in prac-
tice. The performance of the CNN-BLSTM-CRF model in
enterprise abbreviation generation is significantly improved
compared with CRF and other methods. The model rarely
relies on feature engineering, which proves the neural net-
work model’s feasibility in the abbreviation generation task.
The two-channel approach is similar to the sequential rule
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TABLE 7. Bscore and Lloss of our EC-SC method with and without filtering model.

FIGURE 7. The test accuracy, recall, and F1-score of all methods.

approach, but we use CRF++ for regular abbreviation pre-
diction based on the enterprise component. Moreover, our
neural network-based two-channel model performs better
than the CNN-BLSTM-CRF model in the abbreviation gen-
eration task. From the F1-score value, the overall effect of the
two-channel method is better than that of the other methods.

From Fig. 7, we can see that compared with other meth-
ods, ES-CS achieves the best results on all indexes. It also
shows that the two-channel method has the characteristics of
the end-to-end neural network to avoid some cumbersome
process of feature engineering and can also make full use of
the enterprise name’s information to improve the effect of the
abbreviation generation task.

V. CONCLUSION
This paper design a two-channel enterprise abbreviation gen-
eration method based on an enterprise component channel
and a single-character channel. In the subprocess based on the
enterprise component channel, first, we use BERT-BiLSTM-
CRF to label the full name of the enterprise to obtain the
composition of the enterprise and then use CRF++ results
to make predictions for regular candidate abbreviations based
on labeling. In the single-character channel, we directly use
BERT-BiLSTM-CRF to generate irregular candidate abbre-
viations. Then, we input the candidate abbreviations of the
two-channel output into the Bayesian filtering model to
obtain the best abbreviation set.

The experimental results show that our two-channel
method improves the effect of irregular abbreviation

generation, and the Bayesian filtering model based on the
position of abbreviations in enterprise components is more
fine-grained. In our future work, we will search for more
comprehensive abbreviations through web and manual accu-
mulation and try to increase the amount of training data
during its construction to observe the prediction effect of the
method.
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