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#### Abstract

Generalized sparse nonnegative matrix factorization (SNMF) has been proven useful in extracting information and representing sparse data with various types of probabilistic distributions from industrial applications, e.g., recommender systems and social networks.However, current solution approaches for generalized SNMF are based on the manipulation of whole sparse matrices and factor matrices, which will result in large-scale intermediate data.Thus, these approaches cannot describe the highdimensional and sparse matrices in mainstream industrial and big data platforms, e.g., graphics processing unit (GPU) and multi-GPU, in an online and scalable manner. To overcome these issues, an online, scalable, and single-thread-based SNMF for CUDA parallelization on GPU (CUSNMF) and multi-GPU (MCUSNMF) is proposed in this article. First, theoretical derivation is conducted, which demonstrates that the CUSNMF depends only on the products and sums of the involved feature tuples. Next, the compactness, which can follow the sparsity pattern of sparse matrices, endows the CUSNMF with online learning capability and the fine granularity gives it high parallelization potential on GPU and multi-GPU. Finally, the performance results on several real industrial datasets demonstrate the linear scalability of the time overhead and the space requirement and the validity of the extension to online learning. Moreover, CUSNMF obtains speedup of 7X on a P100 GPU compared to that of the state-of-the-art parallel approaches on a shared memory platform.


Index Terms-Big data and industrial applications, graphics processing unit (GPU) and multi-GPU, generalized

[^0]divergence styles, online learning, recommender systems and social networks, single-thread-based model, sparse nonnegative matrix factorization (SNMF).

## I. INTRODUCTION

FACING data explosion problems in the era of big data, the techniques for real-time and accurate analysis and their scalability to big data and industrial platforms have been explored perseveringly and extensively [1]-[3]. Dimensionality reduction is a widely used model in big data representation, analysis, modeling, and monitoring [4] because it is a simple approach that can be used to represent various types of data and can extract the core information from big data [5]. Nonnegative matrix factorization (NMF) has become one of the most popular models for dimensionality reduction over the past few decades due to the properties of various data types, such as low rank and nonnegativity. This approach factorizes the original matrix into two low-rank factor matrices with nonnegativity constraints, and the two factor matrices are combined to represent the original matrix [6]-[10].

The NMF can approximate the original matrix under lowrank and nonnegativity constraints and can represent various types of probabilistic distributions via maximum likelihood, which is equivalent to solving various divergence minimization problems, e.g., Euclidean distance, Kullback-Leibler (KL), and Itakura-Saito (IS) divergence [11]-[15]. Lee et al. [16] proposed using NMF to approximate a face image via multiplicative update (MU) with nonnegative initialization factor matrices to minimize the Euclidean distance and the KL divergence. Thus, the training process of the NMF involves only solving the corresponding optimization problem for a distribution style and updating the factor matrices, which is equivalent to solving a generalized NMF model. After that, the NMF plays a substantial role in hyperspectral image processing [6], [7], image clustering [8], [9], [15], [17], etc.; in such cases, it is called dense NMF (DNMF) because the input data are in the form of a dense matrix and the dataset is of small scale, e.g., COLT20 $(1440 \times 1024)$ or PIE $(2856 \times 1024)$. Currently, performing DNMF in mainstream code libraries, e.g., MATLAB, OpenBLAS in C, Numpy in Python, and Armadillo in C++, involves frequent manipulations of matrices. Those libraries can support manipulations of small matrices on a single server. However, for large-scale datasets, the intermediate generated matrices may
result in memory overload. Hence, those libraries must utilize the big data and industrial platforms.

With the rapidly increasing numbers of netizens, commodities, and network nodes, the relationships among those entities are of the extremely sparse and large-scale form [18]-[20] due to missing information and can be modeled as high-dimensional and sparse (HiDS) matrices intuitively. Several proposed approaches extract the data features from the HiDS matrices using dimension reduction, including Bayesian and autoencoder approaches in deep-learning communities [21], the kernel approach [22], and sparse NMF (SNMF). The Bayesian, autoencoder, and kernel methods are nonlinear dimension reduction approaches. Compared to the SNMF, the three approaches can extract more accurate features but require much higher time overhead. The SNMF is a linear approach for dimension reduction, which can realize a balance between time overhead and accuracy. The main difference between the SNMF and DNMF is that the DNMF considers the whole original matrix via the approximation matrix; however, the SNMF updates the two factor matrices by the observed nonzero elements and should distinguish between the observed and unobserved elements, which requires additional matrices and operations [23], [24]. Thus, the SNMF can be used to analyze the users' preferences for commodities in recommender systems [25]; facilitate analysis in bioinformatics [26], [27]; identify potential relationships among users and detect communities in social networks [28], [29]; detect outliers in massive text data, which can facilitate the identification of rumors in Internet environments [30]; and quickly detect anomalies among network nodes in industrial applications [31] based on historical HiDS matrices. Those applications provide important motivation to improve the accuracy and to model data to obtain useful information, which makes substantial contributions to the SNMF via dimension reduction; however, operation when the local server cannot accommodate full HiDS matrices is not considered. Thus, the main motivation of this work is to realize a scalable, fine-grained parallelizing model for the generalized SNMF that caters to the computational characteristics of industrial platforms.

Satisfying the requirements of real-time performances and accurate processing results for big data requires suitable industrial platforms and mathematical models. Recently, the U.S. Summit strikes back to the top supercomputer [32], which consists of 27648 Tesla V100 GPUs, 9216 IBM Power CPUs, and 10 PB memory. This situation implies the following.

1) In the era of big data, high-capacity and high-speed processors are required to obtain real-time analysis results [33], [34].
2) The processing approach should be well suited to the computation structures of big data and industrial platforms so that it can obtain optimal performance [35]-[37].
The graphics processing unit (GPU) performs well for streamlike and fine-grained processing styles [38], [39], and the two mainstream big data and industrial platforms, namely, Spark and Flink, performs well for stream-like computations [40][43]. Thus, Spark, Flink, and GPU can complement one another. However, current parallel and distributed models for the SNMF involve only the basic optimization approaches [44], such as gradient descent (GD), alternative least square (ALS) [45]-[47],
coordinate cyclic descent (CCD) [48], [49], and MU [11], [50]. We observe the following:
3) in addition to the HiDS matrices, many acquired datasets from big data include other information, such as geographical and temporal-spatio attributes [51], [52];
4) many acceleration algorithms have been developed, such as alternative direction multiplier method (ADMM) and the Nesterov approach [53];
5) the massive volume of big data requires sufficient memory capacity on distributed nodes, and the emerging edge computing approach collects data on local nodes directly;
6) parallel and distributed models do not take into account the variety of big data.
However, current solution approaches for parallel models do not integrate with acceleration algorithms and online learning on an incremental manner and require frequent manipulations of HiDS matrices and low-rank matrices, which will result in intermediate data explosion problems; at the same time, frequent communication patterns, which are due to iterative nature of current algorithms, and quadratic communication overhead prevent the distributed approaches from obtaining high efficiency [54]-[59].

To overcome the aforementioned problems, a single-threadbased model for the generalized SNMF is proposed, which can transform whole factor matrix manipulations into the constituent feature element operations and is amenable to fine-grained parallelization. To the best of our knowledge, this is the first work that realizes linear scalability, online learning, and GPU and multi-GPU parallelization for the generalized SNMF. The main contributions of this work are as follows:

1) we present a theoretical derivation and proof of linear time complexity and space requirements for the single-thread-based model;
2) we demonstrate that the streamline-like style of the single-thread-based model gives the generalized SNMF online manner capability with linear scalability;
3) the fine-grained parallelizability enables the single-thread-based model to be extended to CUDA parallelization on GPU (CUSNMF) and multi-GPU (MCUSNMF), with linear time complexity and communication overhead.
The remainder of this article is organized as follows. Section II presents the preliminaries. Section III introduces the single-thread-based model for generalized SNMF, online learning, CUSNMF, and MCUSNMF. Section IV discusses experimental results. Finally, Section V concludes this article.

## II. Problem Formulation and Preliminaries

## A. Problem and Notations

In this section, the main notations include the matrices and vectors, along with their basic elements and basic operations, and the compressed format of sparse matrices (in Table I).

Definition 1 (SNMF): Given a HiDS matrix $\mathbf{V} \in \mathbb{R}_{+}^{m \times n}$ and a divergence function $\mathcal{D}\left(\mathcal{P}_{\Omega}(\mathbf{V}) \| \mathcal{P}_{\Omega}(\widetilde{\mathbf{V}})\right)$, which evaluates the distance between the two specified matrices on the nonzero elements, where $\mathcal{P}_{\Omega}$ is the projection operator on the index set, which is denoted by $\Omega$. The SNMF problem is to find $\mathbf{W} \in \mathbb{R}_{+}^{m \times r}$

TABLE I
TABLE OF Symbols

| Symbol | Definition |
| :---: | :--- |
| $\mathbf{V}$ | input matrix $\left(\in \mathbb{R}_{+}^{m \times n}\right.$, bold-faced uppercase letters $)$ |
| $\Omega / \bar{\Omega}$ | non-zero index set in row $/$ column orientation |
| $\Omega_{i} / \bar{\Omega}_{j}$ | column/row indices in the $i$ th row $/ j$ th column |
| $\mathbf{W} / \mathbf{H}$ | left factor matrix $\in \mathbb{R}_{+}^{m \times r} /$ right factor matrix $\in \mathbb{R}_{+}^{n \times r}$ |
| $w_{i} / h_{j}$ | ith row of $\mathbf{W} /$ the $j$ th row of $\mathbf{H}$ |
| $w_{i, r} / h_{j, r}$ | $r$ th element of $w_{i} /$ the $r$ th element of $h_{j}$ |
| $\bar{w}_{k} / \bar{h}_{k}$ | $r$ th column of $\mathbf{W} /$ the $r$ th column of $\mathbf{H}$ |
| $\bar{w}_{k, i} / h_{k, j}$ | ith element of $\bar{w}_{k} /$ the $j$ th element of $\bar{h}_{k}$ |
| $\circ /(-, /)$ | element-wise multiplication/element-wise division |

and $\mathbf{H} \in \mathbb{R}_{+}^{n \times r}$ such that $\mathcal{D}\left(\mathcal{P}_{\Omega}(\mathbf{V}) \| \mathcal{P}_{\Omega}(\widetilde{\mathbf{V}})\right)$ is minimized, where $\tilde{\mathbf{V}}=\mathbf{W H}^{T}$.

A probabilistic interpretation of the SNMF is to consider $v_{i, j}$ an observation from a distribution. When we take $v_{i, j} \sim \operatorname{Gaussian}\left(\widetilde{v}_{i, j}, \sigma^{2}\right), v_{i, j} \sim \operatorname{Poisson}\left(\widetilde{v}_{i, j}\right)$, and $v_{i, j} \sim$ Exponential $\left(\widetilde{v}_{i, j}\right)$, the three maximum-likelihood problems become minimization problems of the Euclidean distance ( $\mathcal{D}_{\mathrm{Eu}}$ ), KL-divergence $\left(\mathcal{D}_{\mathrm{KL}}\right)$, and IS-divergence $\left(\mathcal{D}_{\mathrm{KL}}\right)$, which are widely used [11]-[16], and defined as

$$
\left\{\begin{array}{l}
\arg \min _{\mathbf{W}, \mathbf{H}} d_{\mathrm{Eu}}=\left\|\mathcal{P}_{\Omega}(\mathbf{V})-\mathcal{P}_{\Omega}(\tilde{\mathbf{V}})\right\|^{2}  \tag{1}\\
\arg \min _{\mathbf{W}, \mathbf{H}} d_{\mathrm{KL}}=\sum_{\Omega}\left(\mathcal{P}_{\Omega}(\widetilde{\mathbf{V}})-\mathcal{P}_{\Omega}(\mathbf{V}) \circ \log \left(\mathcal{P}_{\Omega}(\widetilde{\mathbf{V}})\right)\right) \\
\arg \min _{\mathbf{W}, \mathbf{H}} d_{\mathrm{IS}}=\sum_{\Omega}\left(\frac{\mathcal{P}_{\Omega}(\mathbf{V})}{\mathcal{P}_{\Omega}(\tilde{\mathbf{V}})}+\log \left(\mathcal{P}_{\Omega}(\widetilde{\mathbf{V}})\right)\right)
\end{array}\right.
$$

respectively, with nonnegativity constraints $\mathbf{W}, \mathbf{H} \geq 0$, where $\widetilde{v}_{i, j}=\sum_{k=0}^{r-1} w_{i, k} h_{j, k}$.

## B. MU for Generalized SNMF

The three optimization problems in (1) are nonconvex; however, when $\mathbf{W}$ is fixed, the Bregman divergence with a convex function can be minimized to update $\mathbf{H}$; this alternative optimization approach can be used to solve the three optimization problems and vice versa [6]-[16]. We observe that when $\mathbf{V}=\widetilde{\mathbf{V}}$, the value of the Bregman divergence function is 0 . In the collaborative filtering ( CF ) problems, $\mathbf{V}$ is sparse and the distribution of nonzero entries is nonuniform. To adopt the sparse matrix factorization to the CF problem, an indicator matrix of the weighted NMF (WNMF) is introduced [11], [23], [24]. Applying GD and omitting the negative items with guaranteed convergence [6]-[16], the update rules for the generalized SNMF of $\mathcal{D}_{\mathrm{Eu}}, \mathcal{D}_{\mathrm{KL}}$, and $\mathcal{D}_{\mathrm{IS}}$ are as follows:
respectively, where $\mathbf{G} \in \mathbb{R}^{m \times n}, \mathbf{G}_{i, j}=1$, if $(i, j) \in \Omega$, and $\mathbf{G}_{i, j}=0$, if $(i, j) \notin \Omega$. This update rule can be applied to the SNMF; however the manipulation of the HiDS matrices and factor matrices will result in the following problems.

1) Intermediate data explosion: The time and space complexities for $\left\{\mathbf{G} \circ\left(\mathbf{W H} \mathbf{H}^{T}\right), \mathbf{G} \circ \frac{\mathbf{V}}{\mathbf{W H}^{T}}, \mathbf{G} \circ\right.$ $\frac{\mathbf{V}}{\left(\mathbf{W H}^{T}\right)^{2}}, \mathbf{G} \circ \frac{1}{\left.\mathbf{W H}^{T}\right\}}$ are $O(|\Omega| r)$ and $O(|\Omega|)$, respectively.
2) Online learning obstruction: When new entries are added into the HiDS matrix, the current update rule (2) must be reconstructed. The number of new elements is smaller than the number of old ones [54]-[59]. When the update rules (2) are applied to online problems, the time complexity is not scalable with the number of new entries.

## C. Solution Approaches for the Euclidean Distance ( $\mathcal{D}_{\mathrm{Eu}}$ )

The solution approaches for the minimization of $\mathcal{D}_{\mathrm{Eu}}$ in (1) with $L_{2}$ regularization include GD, ALS, MU, and CCD [45][50]. The main differences among the four approaches are the choice of training step and the number of training parameters of a feature vector. $\mathcal{D}_{\mathrm{Eu}}$ with $L_{2}$ regularization is given by

$$
\begin{equation*}
d_{E u}=\sum_{(i, j) \in \Omega}\left(v_{i, j}-\widetilde{v}_{i, j}\right)^{2}+\lambda_{\mathbf{W}}\|\mathbf{W}\|_{F}^{2}+\lambda_{\mathbf{H}}\|\mathbf{H}\|_{F}^{2} \tag{3}
\end{equation*}
$$

where $\|\bullet\|_{F}$ is the Frobenius norm. $d_{\text {Eu }}$ can be split into many independent subproblems: $d_{\mathrm{Eu}}=\sum_{i=0}^{m-1}\left(d_{\mathrm{Eu}}\right)_{i}$ and $d_{\mathrm{Eu}}=\sum_{j=0}^{n-1}\left(\bar{d}_{\mathrm{Eu}}\right)_{j}$, where $\left(d_{\mathrm{Eu}}\right)_{i}=\sum_{j \in \Omega_{i}}\left(v_{i, j}-\widetilde{v}_{i, j}\right)^{2}+$ $\lambda_{\mathbf{W}}\left\|w_{i}\right\|_{F}^{2}$, and $\left(\bar{d}_{\mathrm{Eu}}\right)_{j}=\sum_{i \in \bar{\Omega}_{j}}\left(v_{i, j}-\widetilde{v}_{i, j}\right)^{2}+\lambda_{\mathbf{H}}\left\|h_{j}\right\|_{F}^{2}$. The gradient is given by $\partial\left(d_{\mathrm{Eu}}\right)_{i} / \partial w_{i}=w_{i} \mathbf{B}_{i}-c_{i}$ and $\left(\bar{d}_{\mathrm{Eu}}\right)_{j} / \partial h_{j}=h_{j} \overline{\mathbf{B}}_{j}-\bar{c}_{j}$, where $\mathbf{B}_{i}=\sum_{j \in \Omega_{i}} h_{j}^{T} h_{j}+\lambda_{\mathbf{W}} I_{r}$ and $\overline{\mathbf{B}}_{j}=\sum_{i \in \bar{\Omega}_{j}} w_{i}^{T} w_{i}+\lambda_{\mathbf{H}} I_{r}$, and $c_{i}=\sum_{j \in \Omega_{i}} v_{i, j} h_{j}$ and $\bar{c}_{j}=\sum_{i \in \bar{\Omega}_{j}} v_{i, j} w_{i} . I_{r}$ is the $r$ by $r$ identity matrix.

1) Alternative Least Square (ALS): When the gradients $\left\{\partial\left(d_{\mathrm{Eu}}\right)_{i} / \partial w_{i},\left(\bar{d}_{\mathrm{Eu}}\right)_{j} / \partial h_{j}\right\}$ are set to 0 , we can determine the optimal training parameters [45]-[47]. The update rule for the ALS is formulated as

$$
\begin{equation*}
w_{i} \leftarrow c_{i} \mathbf{B}_{i}^{-1} ; h_{j} \leftarrow \bar{c}_{j} \overline{\mathbf{B}}_{j}^{-1} \tag{4}
\end{equation*}
$$

Updating a row $w_{i}$ of the factor matrix $\mathbf{W}$, for example, using (4), involves taking $O\left(\left|\Omega_{i}\right|\left(r+r^{2}\right)+r^{3}\right)$, which consists of $O\left(\left|\Omega_{i}\right| r\right)$, to calculate $\sum_{j \in \Omega_{i}} v_{i, j} h_{j}$ for all the entries in $\Omega_{i}, O\left(\left|\Omega_{i}\right| r^{2}\right)$ to build $\mathbf{B}_{i}$, and $O\left(r^{3}\right)$ to obtain $\mathbf{B}_{i}^{-1}$. Thus, updating every row of the two factor matrices, namely, $\{\mathbf{W}, \mathbf{H}\}$, which corresponds to a full ALS per training epoch, utilizes $O\left(2|\Omega|\left(r+r^{2}\right)+(m+n) r^{3}\right)$.
2) Multiplicative Update (MU): The update rule of MU is derived from GD [16]. With nonnegative initial $\mathbf{W}$ and $\mathbf{H}$ and autoadjusted training steps, the update rule can make the distance between $\mathbf{V}$ and $\widetilde{\mathbf{V}}$ monotonically decreasing and ensure that the nonnegativity constraints are satisfied for factor matrices $\{\mathbf{W}, \mathbf{H}\}$. There are two main approaches to utilizing MU for SNMF, which are as follows.
a) Autoadjusted training steps: The alternative approach of GD on $\left\{w_{i}, h_{j}\right\}$ are given by

$$
\left\{\begin{array}{l}
w_{i} \leftarrow w_{i}+\gamma_{\mathbf{W}} \circ\left(c_{i}-w_{i} \mathbf{B}_{i}\right)  \tag{5}\\
h_{j} \leftarrow \mathbf{h}_{j}+\gamma_{\mathbf{H}} \circ\left(\bar{c}_{j}-h_{j} \overline{\mathbf{B}}_{j}\right)
\end{array}\right.
$$

respectively. If the training step is set as $\left\{\gamma_{\mathbf{W}}=\right.$ $\left.h_{j} /\left(w_{i} \mathbf{B}_{i}\right), \gamma_{\mathbf{H}}=w_{i} /\left(h_{j} \overline{\mathbf{B}}_{j}\right)\right\}$, the negative items, namely, $\left\{w_{i} \mathbf{B}_{i}, h_{j} \overline{\mathbf{B}}_{j}\right\}$, in the update rule (5) of GD can be cancelled out.
b) Fitting with a quadratic function: The Taylor expansion of fitting functions $F_{\mathrm{Eu}}\left(w_{i}, w_{i}^{t}\right)$ for approximating $d_{\mathrm{Eu}}\left(w_{i}\right)$ is given by $F_{\mathrm{Eu}}\left(w_{i}, w_{i}^{t}\right)=\left(d_{\mathrm{Eu}}\right)_{i}\left(w_{i}^{t}\right)+\left(w_{i}-\right.$ $\left.w_{i}^{t}\right)\left(\partial\left(d_{\mathrm{Eu}}\right)_{i} / \partial w_{i}\right)^{T}+\frac{1}{2}\left(w_{i}-w_{i}^{t}\right) K\left(w_{i}\right)\left(w_{i}-w_{i}^{t}\right)^{T}$, where $K\left(w_{i}\right)$ are diagonal matrices with $K\left(w_{i}\right)_{k, k}=\left(w_{i} \mathbf{B}_{i}\right)_{k} / w_{i, k}$. $F_{\mathrm{Eu}}\left(w_{i}^{t}, w_{i}^{t}\right)=\left(d_{\mathrm{Eu}}\right)_{i}\left(w_{i}^{t}\right) \quad$ and $\quad F_{\mathrm{Eu}}\left(w_{i}, w_{i}^{t}\right)>\left(d_{\mathrm{Eu}}\right)_{i}\left(w_{i}\right)$ elsewhere. In addition, $F_{\mathrm{Eu}}\left(w_{i}, w_{i}^{t}\right)$ is a strictly convex function. The optimal point, namely, $w_{i}^{o}$, for $F_{\mathrm{Eu}}\left(w_{i}, w_{i}^{t}\right)$, which satisfy $\partial F\left(w_{i}^{o}, w_{i}^{t}\right) / \partial w_{i}^{o}=0, \quad$ yields $\quad F_{\mathrm{Eu}}\left(w_{i}^{o}, w_{i}^{t}\right) \leq F_{\mathrm{Eu}}\left(w_{i}^{t}, w_{i}^{t}\right)$. Thus, the monotonic decrease, which is expressed as $\left(d_{\mathrm{Eu}}\right)_{i}\left(w_{i}^{o}\right) \leq\left(d_{\mathrm{Eu}}\right)_{i}\left(w_{i}^{t}\right)$, and the nonnegativity constraints for $w_{i}$ can be satisfied simultaneously [6]-[16]. By reversing the analysis of $\mathbf{W}$ and $\mathbf{H}$, using the approximate optimum, namely, $h_{j}^{o}$, which is obtained by the Taylor expansion of the fitting function $\bar{F}_{\mathrm{Eu}}\left(h_{j}, h_{j}^{t}\right)$ to approximate $\bar{d}_{\mathrm{Eu}}\left(h_{j}\right)$, the update rule for MU can be obtained as follows:

$$
\left\{\begin{array}{l}
w_{i}^{o}=w_{i}^{t} \circ \frac{\sum_{j \in \Omega_{i}} v_{i, j} h_{j}^{t}}{w_{i}^{t} \mathbf{B}_{i}}  \tag{6}\\
h_{j}^{o}=h_{j}^{t} \circ \frac{\sum_{i \in \bar{\Omega}_{j}} v_{i, j} w_{i}^{t}}{h_{j}^{t} \overline{\mathbf{B}}_{j}}
\end{array}\right.
$$

Updating row $w_{i}$ for the factor matrix $\mathbf{W}$, for example, using (6), requires $O\left(\left|\Omega_{i}\right|\left(r+r^{2}\right)+r^{2}\right)$, which consists of $O\left(\left|\Omega_{i}\right| r\right)$, to calculate $\sum_{j \in \Omega_{i}} v_{i, j} h_{j}$ for all the entries in $\Omega_{i} ; O\left(\left|\Omega_{i}\right| r^{2}\right)$ to build $\mathbf{B}_{i}$; and $O\left(r^{2}\right)$ to obtain $w_{i} \mathbf{B}_{i}$. Thus, updating every row of the two factor matrices $\{\mathbf{W}, \mathbf{H}\}$, which corresponds to a full MU per training epoch, requires $O\left(2|\Omega|\left(r+r^{2}\right)+(m+n) r^{2}\right)$.
3) $C C D++$ : Rewriting $d_{\mathrm{Eu}}$ in (3) in element-wise form, where $\|\mathbf{W}\|_{F}^{2}=\sum_{i=0}^{m-1} \sum_{k=0}^{r-1} w_{i, k}^{2},\|\mathbf{H}\|_{F}^{2}=\sum_{j=0}^{n-1} \sum_{k=0}^{r-1} h_{j, k}^{2}$, and $\widetilde{v}_{i, j}=\sum_{k=0}^{r-1} w_{i, k} h_{j, k}$, and applying the alternative approach and GD on $\left\{w_{i, k}, h_{j, k}\right\}$, the update rules for CCD are obtained as

$$
\left\{\begin{array}{l}
w_{i, k} \leftarrow w_{i, k}-\gamma_{\mathbf{W}} \frac{\partial\left(d_{\mathrm{Eu}}\right)_{i}}{\partial w_{i, k}}  \tag{7}\\
h_{j, k} \leftarrow h_{j, k}-\gamma_{\mathbf{H}} \frac{\left(\bar{d}_{\mathrm{Eu}}\right)_{j}}{\partial h_{j, k}}
\end{array}\right.
$$

respectively, where $\gamma$ is the learning rate and the gradients $\left\{\partial\left(d_{\mathrm{Eu}}\right)_{i} / \partial w_{i, k}, \partial\left(\bar{d}_{\mathrm{Eu}}\right)_{j} / \partial h_{j, k}\right\}$ without constant 2 are given by $\left\{\sum_{j \in \Omega_{i}}\left(\widetilde{v}_{i, j}-v_{i, j}\right) h_{j, k}+\lambda_{\mathbf{W}} w_{i, k}, \sum_{i \in \bar{\Omega}_{j}}\left(\widetilde{v}_{i, j}-\right.\right.$ $\left.\left.v_{i, j}\right) w_{i, k}+\lambda_{\mathbf{H}} h_{j, k}\right\}$, respectively. Based on the defining features of CCD, CCD++ updates $\left(\bar{w}_{1}, \bar{h}_{1}\right)$ until $\left(\bar{w}_{r}, \bar{h}_{r}\right)$ cyclically. Updating $\left\{\bar{w}_{k}, \bar{h}_{k}\right\}$ can be converted into updating $\left\{\bar{w}_{k, i}, \bar{h}_{k, j}\right\}$, respectively, in parallel [48]. The solutions for $\left\{\bar{w}_{k}, \bar{h}_{k}\right\}$ are reformulated as

$$
\left\{\begin{array}{l}
u \leftarrow \frac{\sum_{j \in \Omega_{i}}\left(v_{i, j}-\widehat{v}_{i, j}\right) \bar{h}_{k, j}}{\lambda_{\mathbf{w}}+\sum_{j \in \Omega_{i}} \bar{h}_{k, j}^{2}}, \bar{w}_{k, i} \leftarrow u  \tag{8}\\
v \leftarrow \frac{\sum_{j \in \Omega_{i}}\left(v_{i, j}-\widehat{v}_{i, j}\right) \bar{w}_{k, i}}{\lambda_{\mathbf{w}}+\sum_{i \in \bar{\Omega}_{j}} \bar{w}_{k, i}^{2}}, \bar{h}_{k, j} \leftarrow v
\end{array}\right.
$$

respectively, where $\widehat{v}_{i, j}=\left(\widetilde{v}_{i, j}-\bar{w}_{k, i} \bar{h}_{k, j}\right)$. CCD++ is a parallel approach on shared memory [48]. More recently, a parallelization extension of CCD++ was presented on a GPU [49]; however, no research on multi-GPU has been carried out.

## D. Summary

Due to the limited space, the summary section has been removed to supplementary material.

## III. Single-Thread-Based Generalized SNMF

In this section, a single-thread-based model for the generalized SNMF is proposed, which consists of the following parts:

1) Update process (see Section III-A): The update process for each feature vector $\left\{w_{i}, h_{j}\right\}$ moves along the index set, which is denoted as $\left\{\Omega_{i}, \bar{\Omega}_{j}\right\}$, and can cooperate with the related elements, namely, $\left\{\left\{v_{i, j}, h_{j} \mid j \in \Omega_{i}\right\},\left\{v_{i, j}, w_{i} \mid i \in \bar{\Omega}_{j}\right\}\right\}$, respectively. The process follows a streamline-like style, namely, first-come-first-compute.
2) Online approach (see Section III-B): The streamlinelike style gives SNMF online learning capability with linear scalability.
3) Extension to big data platforms (see Section IIIC): The fine-grained parallelizability enables the single-threadbased model to be extended to GPU and multi-GPU with linear communication overhead.

## A. Single-Thread-Based Model

1) Update Rule: The element-wise form of (1) with $L_{2}$ regularization can be written as

$$
\left\{\begin{array}{l}
\arg \min _{w_{i}, h_{j}} d_{\mathrm{Eu}}=\sum_{(i, j) \in \Omega}\left(v_{i, j}-\widetilde{v}_{i, j}\right)^{2}  \tag{9}\\
\quad+\lambda_{\mathbf{W}} \sum_{k=0}^{r-1} w_{i, k}^{2}+\lambda_{\mathbf{H}} \sum_{k=0}^{r-1} h_{j, k}^{2} \\
\arg \min _{w_{i}, h_{j}} d_{\mathrm{KL}}=\sum_{(i, j \in \Omega}\left(\widetilde{v}_{i, j}-v_{i, j} \log \left(\widetilde{v}_{i, j}\right)\right) \\
\quad+\lambda_{\mathbf{W}} \sum_{k=0}^{r-1} w_{i, k}^{2}+\lambda_{\mathbf{H}} \sum_{k=0}^{r-1} h_{j, k}^{2} \\
\arg \min _{w_{i}, h_{j}} d_{\mathrm{IS}}=\sum_{(i, j) \in \Omega}\left(\frac{v_{i, j}}{\widetilde{v}_{i, j}}+\log \left(\widetilde{v}_{i, j}\right)\right) \\
\quad+\lambda_{\mathbf{W}} \sum_{k=0}^{r-1} w_{i, k}^{2}+\lambda_{\mathbf{H}} \sum_{k=0}^{r-1} h_{j, k}^{2}
\end{array}\right.
$$

Similar to $D_{\mathrm{Eu}}$ in (3), the minimization problems for $D_{\mathrm{KL}}$ and $D_{\text {IS }}$ can be split into many independent subproblems, $d_{\mathrm{KL}}=\sum_{i=0}^{m-1}\left(d_{\mathrm{KL}}\right)_{i} \quad$ and $\quad \sum_{j=0}^{n-1}\left(\bar{d}_{\mathrm{KL}}\right)_{j}, \quad d_{\mathrm{IS}}=\sum_{i=0}^{m-1}\left(d_{\mathrm{IS}}\right)_{i}$ and $\quad \sum_{j=0}^{n-1}\left(\bar{d}_{\mathrm{IS}}\right)_{j}$, where $\quad\left(d_{\mathrm{KL}}\right)_{i}=\sum_{j \in \Omega_{i}}\left(v_{i, j}-\widetilde{v}_{i, j}\right)^{2}+$ $\sum_{k=0}^{r-1} w_{i, k}^{2}$ and $\left(d_{\mathrm{IS}}\right)_{i}=\sum_{j \in \bar{\Omega}_{i}} \frac{v_{i, j}}{\widetilde{v}_{i, j}}+\log \left(\widetilde{v}_{i, j}\right)+\sum_{k=0}^{r-1} w_{i, k}^{2}$. Applying GD on $\partial\left(d_{\mathrm{Eu}}\right)_{i} / \partial w_{i, k}, \quad \partial\left(d_{\mathrm{KL}}\right)_{i} / \partial w_{i, k}, \quad$ and $\partial\left(d_{\mathrm{IS}}\right)_{i} / \partial w_{i, k}$ without constant 2 are given by

$$
\left\{\begin{align*}
w_{i} & \leftarrow w_{i}+\gamma\left(\sum_{j \in \Omega_{i}}\left(v_{i, j} h_{j, k}-\widetilde{v}_{i, j} h_{j, k}\right)-\lambda_{\mathbf{W}} w_{i, k}\right)  \tag{10}\\
w_{i} & \leftarrow w_{i}+\gamma\left(\sum_{j \in \Omega_{i}}\left(\frac{v_{i, j}}{\widetilde{v}_{i, j}} h_{j, k}-h_{j, k}\right)-\lambda_{\mathbf{W}} w_{i, k}\right) \\
w_{i} & \leftarrow w_{i}+\gamma\left(\sum_{j \in \Omega_{i}}\left(\frac{v_{i, j}}{\widetilde{v}_{i, j}^{i}} h_{j, k}-\frac{h_{j, k}}{\widetilde{v}_{i, j}}\right)-\lambda_{\mathbf{W}} w_{i, k}\right) .
\end{align*}\right.
$$

When the learning rate $\gamma$ for $\left\{d_{\mathrm{Eu}}, d_{\mathrm{KL}}, d_{\mathrm{IS}}\right\}$ are set as $\quad\left\{w_{i} /\left(\sum_{j \in \Omega_{i}} \widetilde{v}_{i, j} h_{j, k}+\lambda_{\mathbf{W}} w_{i, k}\right), w_{i} /\left(\sum_{j \in \Omega_{i}} h_{j, k}+\right.\right.$ $\left.\left.\lambda_{\mathbf{W}} w_{i, k}\right), w_{i} /\left(\sum_{j \in \Omega_{i}} \frac{h_{j, k}}{\widetilde{v}_{i, j}}+\lambda_{\mathbf{W}} w_{i, k}\right)\right\}, \quad$ respectively [14], the negative terms $\left\{-\left(\sum_{j \in \Omega_{i}} \widetilde{v}_{i, j} h_{j, k}+\right.\right.$ $\left.\lambda_{\mathbf{W}} w_{i, k}\right),-\left(\sum_{j \in \Omega_{i}} h_{j, k}+\lambda_{\mathbf{W}} w_{i, k}\right),-\left(\sum_{j \in \Omega_{i}} \frac{h_{j, k}}{\widetilde{v}_{i, j}}+\right.$
$\left.\left.\lambda_{\mathbf{W}} w_{i, k}\right)\right\}$ can be cancelled out. By inverting $\mathbf{W}$ and $\mathbf{H}$, the similar conclusions are obtained. For simplification, let the intermediate values $\left\{c_{i, j, k}^{\mathrm{Eu}}, c_{i, j, k}^{\mathrm{KL}}, c_{i, j, k}^{\mathrm{IS}}\right\}$ denote

```
Algorithm 1: Serial Version of the Single-thread-based
Model for Updating \(\mathbf{W}\) and \(\mathbf{H}\) in cach Training Epoch.
    Input: Initial feature matrices \(\mathbf{W}\) and \(\mathbf{H}\), HiDS matrix
            \(\mathbf{V}\), non-zeros indices set in row \(\Omega\), non-zeros
            indices set in column oriented \(\bar{\Omega}\).
    Output: (W, H)
    Set Down \(\leftarrow 0, U p \leftarrow 0\);
    for \(i\) from 0 to \(m-1\) do
        for \(j \in \Omega_{i}\) do
            \(\widetilde{v}_{i, j} \leftarrow \sum_{k=0}^{r-1} w_{i, k} h_{j, k} ;\)
            for \(k\) from 0 to \(r-1\) do
                    Compute \(c_{i, j, k}\) and \(d_{i, j, k}\);
                    \(U p_{i, k} \leftarrow U p_{i, k}+c_{i, j, k} ;\)
                    Down \(_{i, k} \leftarrow\) Down \(_{i, k}+d_{i, j, k} ;\)
        for \(k\) from 0 to \(r-1\) do
            \(w_{i, k} \leftarrow w_{i, k}\left(U p_{i, k} /\left(\right.\right.\) Down \(\left.\left._{i, k}+\lambda_{\mathbf{w}} w_{i, k}\right)\right) ;\)
    Set Down \(\leftarrow 0, U p \leftarrow 0\);
    for \(j\) from 0 to \(n-1\) do
        for \(i \in \bar{\Omega}_{j}\) do
            \(\widetilde{v}_{i, j} \leftarrow \sum_{k=0}^{r-1} w_{i, k} h_{j, k} ;\)
            for \(k\) from 0 to \(r-1\) do
                    Compute \(\bar{c}_{j, i, k}\) and \(\bar{d}_{j, i, k}\);
                    \(U p_{j, k} \leftarrow U p_{j, k}+\bar{c}_{j, i, k} ;\)
                    Down \(_{j, k} \leftarrow\) Down \(_{j, k}+\bar{d}_{j, i, k} ;\)
        for \(k\) from 0 to \(r-1\) do
            \(h_{j, k} \leftarrow h_{j, k}\left(U p_{j, k} /\left(D o w n_{j, k}+\lambda_{\mathbf{H}} h_{j, k}\right)\right) ;\)
```

$\left\{v_{i, j} h_{j, k},\left(v_{i, j} / \widetilde{v}_{i, j}\right) h_{j, k},\left(v_{i, j} / \widetilde{v}_{i, j}^{2}\right) h_{j, k}\right\}$, respectively, and $\left\{d_{i, j, k}^{\mathrm{Eu}}, d_{i, j, k}^{\mathrm{KL}}, d_{i, j, k}^{\mathrm{IS}}\right\} \quad$ denote $\quad\left\{\widetilde{v}_{i, j} h_{j, k}, h_{j, k},\left(h_{j, k} / \widetilde{v}_{i, j}\right)\right\}$, respectively. Let the intermediate values $\left\{\bar{c}_{j, i, k}^{\mathrm{Eu}}, \bar{c}_{j, i, k}^{\mathrm{KL}}, \bar{c}_{j, i, k}^{\mathrm{IS}}\right\}$ denote $\left\{v_{i, j} w_{i, k},\left(v_{i, j} / \widetilde{v}_{i, j}\right) w_{i, k},\left(v_{i, j} / \widetilde{v}_{i, j}^{2}\right) w_{i, k}\right\}$, respectively, and $\left\{\bar{d}_{j, i, k}^{\mathrm{Eu}}, \bar{d}_{j, i, k}^{\mathrm{KL}}, \bar{d}_{j, i, k}^{\mathrm{IS}}\right\}$ denote $\left\{\widetilde{v}_{i, j} w_{i, k}, w_{i, k},\left(w_{i, k} / \widetilde{v}_{i, j}\right)\right\}$, respectively. Thus, the update rules for $\left\{d_{\mathrm{Eu}}, d_{\mathrm{KL}}, d_{\mathrm{IS}}\right\}$ of the single-thread-based model can be expressed in a generalized form as

$$
\left\{\begin{array}{l}
w_{i, k} \leftarrow \frac{w_{i, k} \sum_{j \in \Omega_{i}} c_{i, j, k}}{\sum_{j \in \Omega_{i}} d_{i, j, k}+\lambda \mathbf{W} w_{i, k}}  \tag{11}\\
h_{j, k} \leftarrow \frac{h_{j, k} \sum_{i \in \bar{\Omega}_{j}} \bar{c}_{j, i, k}}{\sum_{i \in \bar{\Omega}_{j}} \bar{d}_{j, i, k}+\lambda_{\mathbf{H}} h_{j, k}}
\end{array}\right.
$$

where parameters $\left\{c_{i, j, k}, d_{i, j, k}\right\}$ are the generalized form of $\quad\left\{\left\{c_{i, j, k}^{\mathrm{Eu}}, c_{i, j, k}^{\mathrm{KL}}, c_{i, j, k}^{\mathrm{IS}}\right\},\left\{d_{i, j, k}^{\mathrm{Eu}}, d_{i, j, k}^{\mathrm{KL}}, d_{i, j, k}^{\mathrm{IS}}\right\}\right\}, \quad$ respectively, and $\left\{\bar{c}_{j, i, k}, \bar{d}_{j, i, k}\right\}$ are the generalized form of $\left\{\left\{\bar{c}_{j, i, k}^{\mathrm{Eu}}, \bar{c}_{j, i, k}^{\mathrm{KL}}, \bar{c}_{j, i, k}^{\mathrm{S}}\right\},\left\{\bar{d}_{j, i, k}^{\mathrm{Eu}}, \bar{d}_{j, i, k}^{\mathrm{KL}}, \bar{d}_{j, i, k}^{\mathrm{S}}\right\}\right\}$, respectively. The serial version of the single-thread-based model is described in Algorithm 1. According to Algorithm 1, the single-thread-based model is transformed from the manipulations of the HiDS matrix and factor matrix to intermediate parameter operations and follows the order in $\Omega_{i}$ and $\bar{\Omega}_{j}$, which is the stream-like computation style.
2) Complexity Analysis: Theorem 1 (Time complexity of Algorithm 1 per training epoch): The time complexity of the single-thread-based model (Algorithm 1) is $O(6|\Omega| r+m r+$ $n r)$.

Proof: The proof is omitted due to space limitation.
Theorem 2 (Space complexity of Algorithm 1): The space complexity of the single-thread-based model (Algorithm 1) is $O(2|\Omega|+m r+n r+2 \max (m, n) r)$.

Proof: The proof is omitted due to space limitation.
Theorem 3 (Space complexity of CUSNMF): The space complexity of CUSNMF is $O(2|\Omega|+m r+n r)$.

Proof: The space complexity of the row and column compressed formats for the HiDS matrix $\mathbf{V}$ is $O(2|\Omega|)$. The space complexities of the factor matrices $\mathbf{W}$ and $\mathbf{H}$ are $O(m r)$ and $O(n r)$, respectively. In CUSNMF, the update tasks of the $m$ feature vectors, namely, $\left\{w_{i} \mid i \in\{0, \ldots, m-1\}\right\}$, and the $n$ feature vectors, namely, $\left\{h_{j} \mid j \in\{0, \ldots, n-1\}\right\}$, are allocated to the $T b$ CUDA thread blocks and the $k$ th CUDA thread within a thread block updates $\left\{w_{i, k}, h_{j, k}\right\} .\left\{D o w n_{j, k}, U p_{j, k}\right\}$ are stored in local memory in the $k$ th CUDA thread and $\sum_{k=0}^{r-1} w_{i, k} h_{j, k}$ can be solved by shared memory. More details will be presented in Section III-C. W, H, and the compressed format of the HiDS matrix V lie in global memory in CUSNMF. Thus, the space complexity of CUSNMF is $O(2|\Omega|+m r+n r)$.
3) Model Comparison: The comparisons are as follows.
a) Comparison with the model in Section II-B: The single-thread-based model can avoid forming intermediate matrices $\left\{\mathbf{G} \circ\left(\mathbf{W H}^{T}\right), \mathbf{G} \circ \frac{\mathbf{V}}{\mathbf{W H}^{T}}, \mathbf{G} \circ \frac{\mathbf{V}}{\left(\mathbf{W} \mathbf{H}^{T}\right)^{2}}, \mathbf{G} \circ\right.$ $\left.\frac{1}{\mathbf{W H}^{T}}\right\}$. Thus, the space complexity can be reduced from $O(6|\Omega|+m r+n r+2 \max (m, n) r)$ to $O(2|\Omega|+m r+n r+$ $2 \max (m, n) r)$.
b) Comparison with MU in Section II-C2: The single-thread-based model for $D_{\mathrm{Eu}}$ can avoid forming intermediate Hessian matrices $\left\{\left\{\mathbf{B}_{i} \mid i \in\{0, \ldots, m-1\}\right\},\left\{\overline{\mathbf{B}}_{j} \mid j \in\right.\right.$ $\{0, \ldots, n-1\}\}\}$ and has the same function as in the original approach of MU. The time complexity can be reduced from $O\left(2|\Omega|\left(r+r^{2}\right)+(m+n) r^{2}\right)$ to $O(6|\Omega| r+m r+n r)$. Thus, the single-thread-based model has linear time complexity.
c) Comparison with CCD++ in Section II-C3: The single-thread-based model and CCD++ are derived from GD and the basic update element of the update rule only involves a feature element with in a feature vector. In addition, the single-thread-based model is a revised version of MU, which takes advantage of the convexity of the Bregman divergence function, e.g., $d_{\mathrm{Eu}}, d_{\mathrm{KL}}$, and $d_{\mathrm{IS}}$ [11]-[16], [23], [24]. Thus, the update process of each feature element within a feature vector takes the other feature elements information into consideration for the single-thread-based model. However, CCD++ is based on CCD and separate the correlations among those feature elements within a feature vector.

## B. Online Learning

In this section, online learning in an incremental manner for the single-thread-based model is presented. The model of online learning in the DNMF [57]-[59] involves the reconstruction of Hessian matrices in an incremental manner. The extension from
the static single-thread-based model to the dynamic and online learning model obeys the basic principle of the DNMF [57]-[59] to ensure the accuracy; meanwhile, it can avoid the reconstruction and inverse operations of Hessian matrices, which can extend the idea of the online learning in the DNMF [57]-[59] to SNMF with linear scalability. Without loss of generality, we follow the assumption [51],[56]-[59] that the row length (the number of users) is growing over time in CF problems, while the column size (the number of items) is constant over time. We briefly introduce new notations for online learning. An HiDS online matrix $\mathbf{V} \in \mathbb{R}_{+}^{\left(m^{t}+m^{t+1}\right) \times n}$ is used for time from $t$ to $t+1$, where $\mathbf{V}$ is expanded from $\mathbf{V}^{t} \in \mathbb{R}_{+}^{\left(m^{t}\right) \times n}$ by appending a new block of data $\mathbf{V}^{t+1} \in \mathbb{R}_{+}^{\left(m^{t+1}\right) \times n} .\left\{\Omega^{t}, \bar{\Omega}^{t}\right\}$ and $\left\{\Omega_{i}^{t}, \bar{\Omega}_{j}^{t}\right\}$ are the corresponding index sets for $\mathbf{V}^{t} .\left\{\Omega^{t+1}, \bar{\Omega}^{t+1}\right\}$ and $\left\{\Omega_{i}^{t+1}, \bar{\Omega}_{j}^{t+1}\right\}$ are the corresponding index sets for $\mathbf{V}^{t+1}$. Considering that in most online systems, the size of the incoming data at time $t+1$ is usually much smaller than that of the current data before time $t$. Thus, we assume $m^{t+1} \ll m^{t}$. The online SNMF finds the temporal factor matrices $\mathbf{W}^{t+1}$ for time $t+1$, which are based on the matrices $\left\{\mathbf{V}^{t+1}, \mathbf{W}^{t+1}, \mathbf{H}\right\}$, where $\mathbf{W}^{t} \in \mathbb{R}_{+}^{m^{t} \times r}$ and $\mathbf{W}^{t+1} \in \mathbb{R}_{+}^{m^{t+1} \times r}$, to update the nontemporal $\mathbf{H}$ by $\left\{\mathbf{V}^{t}, \mathbf{V}^{t+1}, \mathbf{W}^{t}, \mathbf{W}^{t+1}, \mathbf{H}\right\}$ in a linearly scalable manner. The approximation function of the online problem is given by $\mathcal{D}(\mathbf{V} \| \mathbf{V})=\mathcal{D}\left(\mathbf{V}^{t} \| \widetilde{\mathbf{V}}^{t}\right)+\eta \mathcal{D}\left(\mathbf{V}^{t+1} \| \widetilde{\mathbf{V}}^{t+1}\right)$, where $\eta$ is the influence factor, which can measure the influence of the incoming elements at time $t+1$.

1) Update Temporal Factor Matrix W: By fixing H, we assume that the divergence $\mathcal{D}\left(\mathbf{V}^{t} \| \widetilde{\mathbf{V}}^{t}\right)$ is minimized and the factor matrices $\left\{\mathbf{W}^{t}, \mathbf{H}\right\}$ are updated. Thus, updating $\mathbf{W}^{t+1}$ is equivalent to minimizing $\mathcal{D}\left(\mathbf{V}^{t+1} \| \widetilde{\mathbf{V}}^{t+1}\right)$. As a result, $\mathbf{W}$ is updated by appending the projection $\mathbf{W}^{t+1}$ of $\mathbf{V}^{t+1}$ via loading the factor matrices $\mathbf{H}$ of the previous time step. The update rule for $\mathbf{W}^{t+1}$ in element-wise form for online learning is given by

$$
\begin{equation*}
w_{i, k}^{t+1} \leftarrow \frac{w_{i, k}^{t+1} \sum_{j \in \Omega_{i}^{t+1}} c_{i, j, k}^{t+1}}{\sum_{j \in \Omega_{i}^{t+1}} d_{i, j, k}^{t+1}+\lambda \mathbf{W} w_{i, k}^{t+1}} \tag{12}
\end{equation*}
$$

where $(i, j) \in \Omega^{t+1}$ and $\widetilde{v}_{i, j}^{t+1}=\sum_{k=0}^{r-1} w_{i, k}^{t+1} h_{j, k}$. The intermediate parameters $\left\{c_{i, j, k}^{t+1}, d_{i, j, k}^{t+1}\right\}$ are chosen according to the divergence type. For $\left\{\mathcal{D}_{\mathrm{Eu}}, \mathcal{D}_{\mathrm{KL}}, \mathcal{D}_{\mathrm{IS}}\right\}, c_{i, j, k}^{t+1}$ are denoted as $\left\{v_{i, j}^{t+1} h_{j, k},\left(v_{i, j}^{t+1} / \widetilde{v}_{i, j}^{t+1}\right) h_{j, k},\left(v_{i, j}^{t+1} /\left(\widetilde{v}_{i, j}^{t+1}\right)^{2}\right) h_{j, k}\right\}$, respectively, and $d_{i, j, k}^{t+1}$ for $\left\{\mathcal{D}_{\mathrm{Eu}}, \mathcal{D}_{\mathrm{KL}}, \mathcal{D}_{\mathrm{IS}}\right\}$ are denoted as $\left\{\widetilde{v}_{i, j}^{t+1} h_{j, k}, h_{j, k},\left(h_{j, k} / \widetilde{v}_{i, j}^{t+1}\right)\right\}$, respectively.
2) Update Nontemporal Factor Matrix H: We rewrite the online problem as

$$
\begin{align*}
\underset{h_{j}}{\arg \min } \bar{d}_{j}\left(h_{j}\right)= & \sum_{i \in \bar{\Omega}_{j}^{t}} \mathcal{D}\left(v_{i, j}^{t} \| \widetilde{v}_{i, j}^{t}\right)+\eta \sum_{i \in \bar{\Omega}_{j}^{t+1}} \mathcal{D}\left(v_{i, j}^{t+1} \| \widetilde{v}_{i, j}^{t+1}\right) \\
& +\lambda_{\mathbf{H}}\left\|h_{j}\right\|_{F}^{2} \tag{13}
\end{align*}
$$



Fig. 1. Toy example of CUSNMF.
where $\mathcal{D}\left(v_{i, j} \| \widetilde{v}_{i, j}\right)$ for $\left\{\mathcal{D}_{\mathrm{Eu}}, \mathcal{D}_{\mathrm{KL}}, \mathcal{D}_{\mathrm{IS}}\right\}$ are denoted as $\left\{\left(v_{i, j}-\right.\right.$ $\left.\left.\widetilde{v}_{i, j}\right)^{2}, \widetilde{v}_{i, j}-v_{i, j} \log \left(\widetilde{v}_{i, j}\right), \frac{v_{i, j}}{\widetilde{v}_{i, j}}+\log \left(\widetilde{v}_{i, j}\right)\right\}$, respectively. Applying GD to minimize the error $\bar{d}_{j}\left(h_{j}\right)$ can be written as

$$
\begin{align*}
& h_{j} \leftarrow h_{j}+\gamma_{\mathbf{W}}\left(\sum_{i \in \bar{\Omega}_{j}^{t}} \bar{c}_{j, i, k}^{t}+\eta \sum_{i \in \bar{\Omega}_{j}^{t+1}} \bar{c}_{j, i, k}^{t+1}\right. \\
&\left.-\left(\sum_{i \in \bar{\Omega}_{j}^{t}} \bar{d}_{j, i, k}^{t}+\eta \sum_{i \in \bar{\Omega}_{j}^{t+1}} \bar{d}_{j, i, k}^{t+1}+\lambda_{\mathbf{H}} h_{j, k}\right)\right) \tag{14}
\end{align*}
$$

where $\bar{c}_{j, i, k}^{t+1}$ are denoted as $\left\{v_{i, j}^{t+1} w_{i, k}^{t+1},\left(v_{i, j}^{t+1} / \widetilde{v}_{i, j}^{t+1}\right) w_{i, k}^{t+1}\right.$, $\left.\left(v_{i, j}^{t+1} /\left(\widetilde{v}_{i, j}^{t+1}\right)^{2}\right) w_{i, k}^{t+1}\right\}$, respectively, for $\left\{\mathcal{D}_{\mathrm{Eu}}, \mathcal{D}_{\mathrm{KL}}, \mathcal{D}_{\mathrm{IS}}\right\} ; \bar{d}_{j, i, k}^{t+1}$ are denoted as $\left\{\widetilde{v}_{i, j}^{t+1} w_{i, k}^{t+1}, w_{i, k}^{t+1},\left(w_{i, k}^{t+1} / \widetilde{v}_{i, j}^{t+1}\right)\right\}$, respectively, for $\left\{\mathcal{D}_{\mathrm{Eu}}, \mathcal{D}_{\mathrm{KL}}, \mathcal{D}_{\mathrm{IS}}\right\}$. When the learning rate $\gamma_{\mathbf{H}}$ is set as $h_{j} /\left(\sum_{i \in \bar{\Omega}_{j}^{t}} \bar{d}_{j, i, k}^{t}+\eta \sum_{i \in \bar{\Omega}_{j}^{t+1}} \bar{d}_{j, i, k}^{t+1}+\lambda_{\mathbf{H}} h_{j, k}\right)$, the negative terms $-\left(\sum_{i \in \bar{\Omega}_{j}^{t}} \bar{d}_{j, i, k}^{t}+\eta \sum_{i \in \bar{\Omega}_{j}^{t+1}} \bar{d}_{j, i, k}^{t+1}+\lambda_{\mathbf{H}} h_{j, k}\right)$ can be cancelled out. The update rule of $\mathbf{H}$ in element-wise form for online learning for the single-thread-based model is given by

$$
\begin{equation*}
h_{j, k} \leftarrow h_{j, k} \frac{\sum_{i \in \bar{\Omega}_{j}^{t}} \bar{c}_{j, i, k}^{t}+\eta \sum_{i \in \bar{\Omega}_{j}^{t+1}} \bar{c}_{j, i, k}^{t+1}}{\sum_{i \in \bar{\Omega}_{j}^{t}} \bar{d}_{j, i, k}^{t}+\eta \sum_{i \in \bar{\Omega}_{j}^{t+1}} \bar{d}_{j, i, k}^{t+1}+\lambda_{\mathbf{H}} h_{j, k}} . \tag{15}
\end{equation*}
$$

## C. CUSNMF and MCUSNMF

1) CUDA Parallelization: The single-thread-based model gives the generalized SNMF fine-grained parallelizability. First, according to Algorithm 1, the outer loop for updating $\mathbf{W}$ (Lines $2-10$ ) can be divided into $m$ independent parts and the outer loop for updating $\mathbf{H}$ (Lines 12-20) can be divided into $n$ independent parts. Second, the precomputation of $\widetilde{v}_{i, j}=\sum_{k=0}^{r-1} w_{i, k} h_{j, k}$ can be accomplished via the cooperation of the shared memory within a thread block and the $r$ threads within the thread block. With the precomputed $\widetilde{v}_{i, j}$, the inner loop for updating $\mathbf{W}$ (Lines 5-8) can be separated into $r$ independent parts, and the inner loop for updating $\mathbf{H}$ (Lines 15-18) can be separated into $r$ independent parts.

A toy example of CUSNMF is shown in Fig. 1. As Fig. 1 show, the tasks for factorizing a sparse matrix $\mathbf{V} \in \mathbb{R}_{+}^{8 \times 8}$ into two factor matrices, namely, $\mathbf{W} \in \mathbb{R}_{+}^{8 \times 2}$ and $\mathbf{H} \in \mathbb{R}_{+}^{8 \times 2}$, are allocated to eight thread blocks and a GPU has four SMs with two SPs per


Fig. 2. Toy example of MCUSNMF on four (CPU/GPU) nodes.

SM. Considering the updating of $\mathbf{W}$ as an example, a GPU updates $\mathbf{W}$, the eight feature vectors $\left\{w_{0}, \ldots, w_{7}\right\}$ are allocated to the eight thread blocks $\{0, \ldots, 7\}$, and the thread $k$ within thread block $i$ updates $w_{i, k}$. The eight thread blocks are allocated to four SMs automatically by CUDA. Thus, the more SMs a GPU has, the higher the computing speed of the GPU.
2) Multi-GPU Model: We extend CUSNMF to MCUSNMF when size a dataset may exceed the memory capacity of a single GPU. The data partition on multi-GPU utilizes the maximal locality of the HiDS matrix $\mathbf{V}$, which can minimize the communication overhead, which is the same as that of HPC-NMF [50]. However, the communication overhead of MCUSNMF is much lower than of HPC-NMF. Given $p \times q$ GPUs, we divide $\mathbf{V}$ into $p$ parts, i.e., $\left\{\mathbf{V}_{0}, \ldots, \mathbf{V}_{p-1}\right\}$ by row, and the $l$ th part of $\mathbf{V}_{l}$ is divided into $q$ subparts, i.e., $\left\{\mathbf{V}_{l, 0}, \ldots, \mathbf{V}_{l, q-1}\right\}$. We divide $\mathbf{W}$ into $p$ parts, i.e., $\left\{\mathbf{W}_{0}, \ldots, \mathbf{W}_{p-1}\right\}$, and the $l$ th part of $\mathbf{W}_{l}$ is divided into $q$ parts, i.e., $\left\{\mathbf{W}_{l, 0}, \ldots, \mathbf{W}_{l, q-1}\right\}$. We divide $\mathbf{H}$ into $q$ parts, i.e., $\left\{\mathbf{H}_{0}, \ldots, \mathbf{H}_{q-1}\right\}$, and the oth part of $\mathbf{H}_{o}$ is divided into $p$ parts, i.e., $\left\{\mathbf{H}_{o, 0}, \ldots, \mathbf{H}_{o, p-1}\right\}$. Then, we load $\left\{\mathbf{W}_{l}, H_{o}, \mathbf{V}_{l, o}\right\}$ to GPU $l_{l, o}$ in the initial step. Taking updating $\mathbf{W}$ as an example, each GPU ${ }_{l, o}$ computes local intermediate parameters $\left\{U p_{l}, D o w n_{l}\right\}$ and sends the local intermediate parameters $\left\{U p_{l, o}, D_{\left.o w n_{l, o}\right\}}\right.$ to GPU ${ }_{l, o}$, where $o \in\{0, \ldots, q-1\}$. However, HPC-NMF and cuMF [45] must compute and send each local Hessian $\mathbf{B}_{i}$ to other nodes; thus, MCUSNMF can reduce the communication overhead from $O\left(m \frac{q-1}{q} r^{2}+n \frac{p-1}{p} r^{2}\right)$ to $O\left(m \frac{q-1}{q} r+n \frac{p-1}{p} r\right)$.

A toy example of MCUSNMF is shown in Fig. 2. According to Fig. 2, the local matrices $\left\{\left\{\mathbf{V}_{0,0}, \mathbf{W}_{0}, \mathbf{H}_{0}\right\}\right.$, $\left.\left\{\mathbf{V}_{0,1}, \mathbf{W}_{0}, \mathbf{H}_{1}\right\},\left\{\mathbf{V}_{1,0}, \mathbf{W}_{1}, \mathbf{H}_{0}\right\},\left\{\mathbf{V}_{1,1}, \mathbf{W}_{1}, \mathbf{H}_{1}\right\}\right\}$ are allocated to $\left\{G P U_{0,0}, G P U_{0,1}, G P U_{1,0}, G P U_{1,1}\right\}$, respectively. We take updating $\mathbf{W}$ as an example. $\left\{G P U_{0,1}, G P U_{0,0}\right\}$ send intermediate parameters $\left\{\left\{U p_{0}, U p_{1}\right\},\left\{\right.\right.$ Down $\left.\left._{0}, D o w n_{1}\right\}\right\}$ and $\left\{\left\{U p_{2}, U p_{3}\right\},\left\{D o w n_{2}, D o w n_{3}\right\}\right\}$ to $\left\{G P U_{0,0}, G P U_{0,1}\right\}$, respectively, to update $\mathbf{W}_{0} .\left\{G P U_{1,1}, G P U_{1,0}\right\}$ send intermediate parameters $\left\{\left\{U p_{4}, U p_{5}\right\},\left\{\right.\right.$ Down $\left.\left._{4}, D o w n_{5}\right\}\right\}$ and $\left\{\left\{U p_{6}, U p_{7}\right\},\left\{\right.\right.$ Down $\left.\left._{6}, D o w n_{7}\right\}\right\}$ to $\left\{G P U_{1,0}, G P U_{1,1}\right\}$, respectively, to update $\mathbf{W}_{1}$.

## IV. EXPERIMENTS

The experimental settings are presented in supplementary material. We performed experiments with the objective answering the following questions.

TABLE II
Occupancy of CUSNMF on P100 GPU With Double-Precision Floating-Point Arithmetic

| Rank $r$ | 32 | 64 | 128 | 256 | 512 | 1024 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Registers per thread | 21 | 21 | 21 | 21 | 21 | 21 |
| Shared memory per block(bytes) | 256 | 512 | 1024 | 2048 | 4096 | 8192 |
| Active thread blocks per SM | 32 | 32 | 16 | 8 | 4 | 2 |
| Occupancy per SM | $50 \%$ | $100 \%$ | $100 \%$ | $100 \%$ | $100 \%$ | $100 \%$ |

1) Q1: Scalability (see Section IV-A). How does CUSNMF scale with regard to various conditions, e.g., the rank of the feature matrix or different input HiDS matrices?
2) Q2: Convergence (see Section IV-B). How quickly and accurately do CUSNMF, cuMF, HPC-NMF, and CCD++ factorize the real-world HiDS matrices and how much does MCUSNMF improve the speed of CUSNMF?
3) Q3: Online learning (see Section IV-C). What levels of correctness and efficiency are achieved with online learning?

## A. Scalability

We denote $\mathcal{D}_{\mathrm{Eu}}, \mathcal{D}_{\mathrm{KL}}$, and $\mathcal{D}_{\mathrm{IS}}$ of generalized MU as $\mathrm{GMU}_{\mathrm{Eu}}$, $\mathrm{GMU}_{\mathrm{KL}}$, and $\mathrm{GMU}_{\mathrm{IS}} ; \mathcal{D}_{\mathrm{Eu}}$ is denoted as $\mathrm{MU}_{\mathrm{Eu}} ; \mathcal{D}_{\mathrm{Eu}}, \mathcal{D}_{\mathrm{KL}}$, and $\mathcal{D}_{\text {IS }}$ of the single-thread-based model for the SNMF are denoted as $\mathrm{SNMF}_{\mathrm{Eu}}, \mathrm{SNMF}_{\mathrm{KL}}$, and $\mathrm{SNMF}_{\mathrm{IS}} ; \mathcal{D}_{\mathrm{Eu}}, \mathcal{D}_{\mathrm{KL}}$, and $\mathcal{D}_{\text {IS }}$ of CUSNMF are denoted as CUSNMF ${ }_{\text {Eu }}$, CUSNMF $_{\mathrm{KL}}$, and CUSNMF ${ }_{\text {IS }}$; and similar for MCUSNMF.

The process of obtaining scalability on CPU and GPU includes the following:

1) the process of parameter selection for CUSNMF, which refer to the GPU occupancy;
2) space requirements and running time of $\mathrm{SNMF}_{\mathrm{Eu}}$, $\mathrm{SNMF}_{\mathrm{KL}}$, and $\mathrm{SNMF}_{\mathrm{IS}}$.
Choosing an appropriate value of $r$ for the feature matrices can guarantee the reasonable accuracy and reduce the training time that is spent in the CF MF problems [25]. In our work, because we focus on the GPU acceleration performance for various value of $r$ for feature matrices rather than on choosing an appropriate value of $r$, we conduct five sets of experiments with various values of $r$, e.g., $r \in\{32,64,128,256,512,1024\}$ or $\log _{2}(r) \in\{5,6,7,8,9,10\}$. GPU occupancy is the ratio of the number of active threads to the total number of threads; high occupancy means that the GPU is working with high efficiency. In CUSNMF, a thread block has $r$ threads and the number of thread blocks is tunable, through which the occupancy can be controlled. Table II lists the occupancy under various value of $r$, namely, $\log _{2}(r) \in\{5,6,7,8,9,10\}$, and we set the optimal number of thread blocks as $\{1792,1792,896448,224112\}$, which is the number of active thread block per SM multiplying the number of $\operatorname{SMs}(\{32,32,16,8,4,2\} \cdot 56)$.

We measure the scalability of $\mathrm{SNMF}_{\mathrm{Eu}}, \mathrm{SNMF}_{\mathrm{KL}}$, and $\mathrm{SNMF}_{\text {IS }}$ in terms of the rank of the feature matrices and the scale of the input sparse matrix and we test the scalability with regard to double-precision floating-point arithmetic. As shown in Fig. 3, the memory requirements of $\mathrm{SNMF}_{\mathrm{Eu}}, \mathrm{SNMF}_{\mathrm{KL}}$, and


Fig. 3. Memory scalability: (a) (MovieLens-1 M), (c) (MovieLens10 M ), and (e) (Netflix-100 M). Running time scalability: (b) (MovieLens1 M), (d) (MovieLens-10 M), and (f) (Netflix-100 M) with respect to the rank of the feature matrices $r$ and the scale of the dataset.

SNMF $_{\text {IS }}$ [see Fig. 3(a), (c), and (e)] scale with $r$ and the volume of the datasets. With the same space requirement, Fig. 3(b), (d), and (f) illustrates that the computational overhead increase linearly with both $r$ and the volume of the input sparse matrix. Furthermore, SNMF $_{\text {Eu }}$ adopts a convex optimization strategy and transforms the Moore Inverses $\left.\left(\sum_{j \in \Omega_{i}} h_{j}^{T} h_{j}+\lambda_{\mathbf{W}} I\right)\right)^{-1}$ and $\left.\left(\sum_{i \in \bar{\Omega}_{j}} w_{i}^{T} w_{i}+\lambda_{\mathbf{H}} I\right)\right)^{-1}$ into the diagonal matrix inverse operations $K\left(w_{i}\right)^{-1}$ and $\bar{K}\left(h_{j}\right)^{-1}$, respectively (see Sections IIC 1 and II-C2). $\mathrm{SNMF}_{\mathrm{Eu}}$ has the same function as $\mathrm{MU}_{\mathrm{Eu}}$ and linear computational complexity (see Section III-A1). Thus, as Fig. 3(b), (d), and (f) shows, SNMF $_{\text {Eu }}$ can reduce the cubic overhead of the ALS and quadratic computational overhead of $\mathrm{MU}_{\mathrm{Eu}}$ to linear cost.

## B. Convergence and Multi-GPU

We compare how quickly and accurately each method factorizes real-world HiDS matrices. Fig. 4(a), (c), and (e) illustrates the running time versus RMSE. As Fig. 4(a), (c), and (e) shows, in all datasets, the ALS converges fastest to the baseline accuracy, followed by SNMF $_{\text {Eu }}$; CCD++ converges slowest. Because the maximum value for the rank $r$ of cuMF is $r=100$, cuMF accelerates the ALS on GPU, and runs 2X faster than CUSNMF with rank $r=100$; however, cuMF of ALS requires cubic time complexity, and CUSNMF has much better linear scalability than the ALS does, as discussed in Sections II-C1, II-C2, and III-A. SNMF $_{\text {KL }}$ and SNMF $_{\text {IS }}$ cannot obtain comparable accuracy to that of $\mathrm{SNMF}_{\mathrm{Eu}}$; we deduce that the probabilistic distributions


Fig. 4. Running time versus RMSE: (a) (MovieLens-1 M), (c) (MovieLens-10 M), and (e) (Netflix-100 M). Multi-GPU performance: (b) (MovieLens-1 M), (d) (MovieLens-10 M), and (f) (Netflix-100 M) for rank $r=100$.
of the three datasets are apt to $\mathcal{G}$ aussian distributions. In image clustering communities, NMF in $\mathcal{D}_{\mathrm{KL}}$ outperforms NMF in $\mathcal{D}_{\mathrm{Eu}}$ [17].

We evaluate the performance of MCUSNMF on 4 P100 GPUs. Multi-GPU can solve the problem that large-scale datasets cannot be loaded onto a single GPU. MCUSNMF can maintain the maximal locality of a submatrix, which can minimize the communication overhead. According to Fig. 4(b), (d), and (f), we conclude the following.

1) The reduced parallelism and unbalanced load of each SMs, which is due to the irregular distribution of nonzero entries in the rating matrix $\mathbf{V}$, may cause some SMs to be idle during the update process, which may lead to the sublinear speedup.
2) The speedup of four GPUs versus one GPU increases with the scale of the dataset, e.g., 3.7X on Movielen-1 M, 3.74X on Movielen-10 M and 3.76X on Netflix-100 M.

We conclude that the reason is because the ratio of the communication overhead to the scale of the HiDS matrix is inversely proportional to the scale of the HiDS matrix.

## C. Online Learning

In online learning of a generalized SNMF, new data can be projected into the low-rank space that has already been determined, and slight adjustments can be made. The computational overhead is far less than that of the process of retraining on the combined data. The Movielen and Netflix datasets contain spatio-temporal information, and they give online learning for

TABLE III
Influence of $\eta$ ON SNMF Eu in Obtaining a Baseline RMSE

| Data sets | CUSNMF $_{E u}$ | SNMF $_{E u}$ | Online $\eta=0.5$ | Online $\eta=1.0$ | Online $\eta=1.5$ | Online $\eta=2.0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Movielen-1M | 1.15 | 7.87 | 0.00371 | 0.00368 | 0.00371 | 0.00364 |
| Movielen-10M | 7.48 | 43.96 | 0.02450 | 0.02425 | 0.02439 | 0.02400 |
| Netflix-100M | 75.69 | 567.34 | 0.2812 | 0.2770 | 0.2820 | 0.2806 |

generalized SNMF real significance. Table III presents performance comparisons between online learning and retraining when new data are added into HiDS matrices. We observe that with the trained low-rank factor matrices $\left\{\mathbf{W}^{t}, \mathbf{H}\right\}$, the update process for $\mathbf{W}^{t+1}$ and slight adjustment for $\mathbf{H}$ require much less time than that for CUSNMF $_{\text {Eu }}$ on P100 GPU and $\mathrm{SNMF}_{\mathrm{Eu}}$ on OpenMP and obtain the same baseline accuracy value, which demonstrates the efficiency and correctness of online learning.

## V. Conclusion

## A. Summary of the Single-Thread-Based Model

This article focused on designing a single-thread-based model for generalized SNMF, which could decompose manipulations of whole feature matrices into the involved feature element operations and has fine-grained parallelizability inherence. Meanwhile, the model had a streamline-like computing style, which could cater to the computing characteristics of the mainstream big data and industrial platforms, e.g., GPU, Spark, and Flink. Furthermore, the streamline-like computing style could realize the online learning and fine-grained parallelization with CUDA parallelization ability on GPU (CUSNMF) and multiGPU (MCUSNMF). CUSNMF achieved at least 7X speedup on P100 GPU compared to that of SNMF, CCD++, and HPC-NMF on OpenMP. cuMF, which accelerates the ALS on GPU, runs 2X faster than CUSNMF does with rank $r=100$; however, CUSNMF had the advantages of linear computational scalability compared to the cubic complexity of cuMF.

## B. Industrial Usage

Industrial informatization depends on the techniques maturity of mathematical application and the promotion of industrial platforms for big data analysis. Generalized SNMF is a useful dimension reduction technique and plays an important role in large-scale data analysis due to the identity for some styles of data, i.e., low-rank, nonnegativity, sparsity, and various styles of probabilistic distribution, over the past few decades [6][16]. The generalized SNMF takes only the combination of the two factor matrices to represent the original matrix for clustering, missing value prediction, anomaly detection and has been widely used in industrial informatics applications, e.g., bioinformatics, recommender systems, network traffic analysis, social network analysis, etc., [18]-[24],[26]-[31]. The single-thread-based model is an optimized generalized SNMF, and the training process of it depends only on the involved feature elements operations and has fine-grained parallelizing inherence and streamline-like computing style, rather than the whole
large-scale matrices manipulations. Thus, it has the following contributions for industrial informatics communities:

1) low space requirements, time complexity, and simplification on programming;
2) the more convenience for implementation on big data and industrial platforms, e.g., GPU, Spark, and Flink;
3) the potential on online learning for incremental data.

## C. Future Work

We observe that, on the one hand, the real-world data in industrial applications, e.g., bioinformatics, recommender systems, and social networks, may include not only the HiDS matrix but also other information, e.g., geographical and spatio-temporal attributes or disease-associated information, [26], [27], [51], [52]. Thus, to describe those data more accurately, regularization items must be added into the optimization formulae, e.g., graph regularization on manifold learning or weight matrices for implicit and explicit information [9], [15], [17], [26], [27], [51], [52]. On the other hand, in optimization communities, in addition to $L_{2}$ regularization, other norm, e.g., spectral and kernel norms, are commonly encountered [19], [31], [51]. However, the aforementioned operations will increase the memory and computational overheads substantially. Thus, decreasing the memory requirement and computational complexity can simplify the computational process, and then, it can promote the rapid development of NMF. More recently, deep learning is a rapid emerging technique for CF problems, which can extract the features of HiDS matrices in a nonlinear and deeper manner; thus, it can obtain a higher accuracy than SNMF [21], [22]; however, it runs much longer than SNMF. Thus, we want to explore the acceleration approach from the views of optimization and parallel and distributed computing. Furthermore, the implantation of MCUSNMF on Spark and Flink will be developed, which can complement each other.
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