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Abstract—Task scheduling in cloud computing is a challeng-
ing but crucial task for ensuring service quality and load
balance. Mainstream scheduling algorithms, such as heuristic
algorithms and reinforcement learning, have made progress in
this area. However, online task scheduling algorithms, such as
reinforcement learning, can pose computational challenges in
scenarios with limited computational power and heterogeneous
resources. Heuristic algorithms, which are more suitable for
offline scheduling where the types and quantities of tasks
are known in advance, also require substantial computational
resources for online scheduling. In this work, we propose the end-
edge-cloud (EEC) heterogeneous resources scheduling method
(EHRSM) based on a recurrent neural network (RNN) model
and particle swarm optimization (PSO). EHRSM uses an RNN
model trained on a dataset generated by dynamic programming
to recognize and cache online tasks, efficiently transforming
online task scheduling into offline scheduling. Additionally, a PSO
algorithm with Cantor expansion (CE) for coding optimization
is used to complete the offline scheduling. Experimental results
show that the method is effective in converting online scheduling
to offline scheduling, reducing the average task completion
time and waiting time. Compared with existing online schedul-
ing methods, EHRSM reduces task completion time by up
to 48.24%.

Index Terms—Cantor expansion, end-edge-cloud, particle
swarm optimization, recurrent neural network.

I. INTRODUCTION

W ITH the explosive growth of the number of terminal
devices and network service demand soaring, emerging
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industries such as driverless and smart home have a higher
and higher demand for computing services. The traditional
framework of cloud computing is unable to provide the
corresponding efficient computing services. Therefore, many
emerging cloud computing frameworks such as EEC have
appeared. EEC aims to shorten the distance between users and
fully cooperate with the computing resources of each device,
to bring low latency services.

In recent years, there have been many scientific researches
and applications related to EEC. Yang et al. presented an EEC
framework that optimizes the efficiency of data processing
and deployment of nodes, which tackles the difficulty of the
calculation and transmission of data produced by healthcare
devices [1]. Liu et al. proposed an adaptive DNN infer-
ence acceleration framework, accelerating DNN inference by
fully utilizing the EEC collaborative computing, and reduc-
ing end-to-end inference latency caused by long wide-area
massive data transmission and performance degeneration [2].
Ding et al. proposed an EEC collaborative emotion perception
network model, and its cloud control terminal performs online
training to dynamically adjust the parameters of the model
in edge devices which efficiently perceives the emotion of
the driver and reduces the occurrence of traffic accidents [3].
Duan et al. presented an exhaustive survey on the dis-
tributed artificial intelligence facilitated by EEC computing
and showed the benefits of the EEC in supporting distributed
AI [4]. These studies show that EEC is used in many
scenarios, and many industries with lower network latency
requirements and higher service quality requirements combine
many artificial intelligence technologies with EEC to achieve
better results. It also suggests that the EEC is becoming a
research hotspot, optimized by more and more technologies
so that it can be better applied in various scenarios.

Like traditional cloud computing frameworks, EEC also has
resource allocation and scheduling issues. In traditional cloud
computing services, users deliver tasks to the cloud, and the
framework automatically completes the allocation of comput-
ing resources without user involvement. Resource allocation
and scheduling are extremely important in this process, which
determines how and how much computing resources the tasks
will be executed and affects the task completion time, resource
utilization, and device load. Therefore, the scheduling problem
has become a valuable and difficult topic to solve. There is
several scientific work related to scheduling tasks. In [5], a
swarm-intelligence-based approach, specifically a hybridized
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bat algorithm, is proposed as a method for approximating
solutions for multi-objective task scheduling problems in the
cloud environment. A new task scheduling method, I-FASC,
was proposed for the characteristics of tasks and resources, to
deal with the less computing resources and weak processing
ability of fog devices [6]. The author in [7] proposed a
modified PSO technique, which focused on average scheduling
length and the ratio of successful execution. These studies
reveal the importance of scheduling for improving cloud
computing services, impacting the experience of users and
device costs. In addition, scheduling policies are often different
with different application environments, so it is necessary to
design efficient scheduling policies for different scenarios.

The goal of scheduling is often based on two considerations.
On the one hand, from the user’s perspective, short task
execution times will improve the user’s experience. This often
includes some explicit metrics such as the time between
task delivery and completion, the sum of task wait times,
etc. [8], [9], [10]. On the other hand from the performance
loss of equipment, clusters tend to pursue a load-balanced
state, so it’s improper to overload powerful servers and leave
mediocre ones idle which can lead the server overloaded
to shorter life and degrade performance. Therefore, many
scheduling algorithms also consider the problem of load bal-
ancing [11], [12], [13]. In addition, there are some scheduling
algorithms, which are oriented to other optimization goals
according to their different application environments. Such as
methods based on reducing energy consumption [14], focusing
on fault-tolerance [15], facing fair scheduling [16], and so on
have been studied.

However, it is precisely because of the emergence of the
EEC, that the devices managed by the EEC show diversity
in performance, and the computing resources are gradually
heterogeneous, which leads to a decrease in system resource
utilization and the difficulty of coordinating heterogeneous
resources. Under such challenges, traditional algorithms will
find it difficult to play a good role in EEC. Therefore, many
scheduling algorithms for heterogeneous resources have been
proposed in recent years [17], [18], [19]. These achievements
take into account the heterogeneity of resources and improve
the performance of scheduling to a certain extent.

Despite this, there are still many problems in solving the
scheduling of heterogeneous resources in the EEC. In an
online scheduling system, tasks are dispatched at irregular
intervals. Because of the heterogeneity of resources, there
are often higher dimensions in the expression of data, and
the calculation of scheduling is more complicated. Some
classic algorithms, such as greedy algorithms, have signifi-
cant room for improvement in scheduling performance due
to limited considerations. Reinforcement learning methods,
which explore the optimization space of scheduling from
a more comprehensive perspective [20], are often applied
to online task scheduling. However, reinforcement learning
faces problems of lengthy training and a large amount of
data demand, and there are also shortcomings in the com-
plex and ever-changing EEC. Many metaheuristics have been
applied to cloud computing scheduling, and have shown good
performance, but most of them can only be applied to offline

task scheduling, and because of the long execution time of the
algorithm, they are rarely used in real-time scenarios such as
EEC or edge computing.

In this paper, we summarize several problems in the
scheduling of heterogeneous resources in the EEC:

• Due to the heterogeneity of resources, modeling tasks and
cluster resources is more complex and high-dimensional,
and there is currently a lack of effective scheduling algo-
rithms for collaborative EEC heterogeneous resources.

• Compared to traditional cloud computing, the node
information of EEC is more prone to change, so schedul-
ing algorithms need to be as lightweight and stable as
possible to cope with changing tasks and node structures
and reduce algorithm costs, which is difficult for main-
stream online scheduling algorithms to achieve.

Given this, we propose an End-edge-cloud Heterogeneous
Resources Scheduling Method (EHRSM) based on RNN and
Particle Swarm Optimization. This method integrates real-
time heterogeneous resources of clusters to facilitate efficient
scheduling of online tasks. The effectiveness of this method
within the EEC context is substantiated through experimen-
tation. For this method, we summarize the contributions and
innovations points as follows:

1) We propose an RNN-based method for batching online
tasks, which converts online task scheduling into batch
scheduling, and a computationally fast and efficient
batch task scheduling method based on PSO, which
satisfies the timeliness of EEC scheduling while making
efficient scheduling. Our proposed method does not
require a large amount of computing resources and long
training time, achieving resource collaboration in EEC.

2) In the training of RNN, we use a data labeling method
based on dynamic programming to eliminate errors in
manually labeling datasets and give RNN the ability to
batch tasks correctly. In addition, we optimize the encod-
ing and inertia weight of PSO using CE and logistic
function, respectively, to achieve excellent scheduling
performance while fast convergence.

3) We evaluate the feasibility and effectiveness of the
proposed method through comparative experiments,
proving that it can be efficiently applied to heteroge-
neous resource scheduling in EEC and improve service
quality.

The rest of this paper is organized as follows: Section II
introduces some background and related work. Section III
presents the formulation of the scheduling problems. Section IV
provides a detailed description of the design and analysis of
the proposed method. Section V carries out experiments and
the analysis of the results. Section VI concludes this paper.

II. BACKGROUND AND RELATED WORK

A. EEC Framework and Its Heterogeneity

With the development of the Internet, the explosive growth
of terminal equipment has aggravated network congestion and
high latency, while emerging industries such as autonomous
driving and smart homes have higher and higher demand for
network quality. A framework that can cooperate with terminal
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equipment, edge servers, and cloud servers, called EEC, has
emerged to reduce the transmission time of computing data
and improve the quality of service. In this framework, the
cloud server usually takes charge of the whole system, and its
responsibilities include the management of the system struc-
ture, the storage of important data, and complex computational
tasks such as model training. As a node closes to the terminal,
the edge server can transmit data quickly, so it is often used
for real-time data processing. The computing resources of the
terminals are also coordinated to obtain data from outside the
device and process information received from other terminals.
These three parts cooperate and perform their duties to make
full use of the resources and performance of devices.

EEC is currently used in many industries such as medical
devices, traffic safety, etc. [1], [3] where large amounts of data
and complex calculations need to be processed. This is due to
the efficient collaboration of nodes on the EEC, including data
collaboration, computing resource collaboration, and so on.
However, it is precisely this collaboration that requires systems
deploying EEC to model the heterogeneous resources of the
nodes it manages. For example, many devices carry the GPU
or NPU which is different from the CPU computing resources
and they usually have a lot of differences in performance. This
means that if there are no appropriate scheduling algorithms,
it will result in low resource utilization and long waiting
times for computing services. In recent years, there has
been some research on scheduling algorithms for EEC or
similar scenarios. In [21], a Content-Aware Task Scheduling
Algorithm framework was proposed to solve the scheduling
problem in heterogeneous mobile edge cloud paradigms.
Reference [22] proposed an adaptive application-aware task
scheduling algorithm for running over heterogeneous edge
cloud. The use of ant colony algorithm to optimize the cloud-
edge collaborative task scheduling was proposed in [23]. These
studies have further promoted the development of EEC.

B. Optimization Methods and Scheduling Applications of
PSO

As a swarm intelligence algorithm with low computational
complexity and fast convergence, PSO has been widely studied
and there is much literature that optimizes it. Inertia weight,
one of the parameters in PSO, has a significant impact on
the convergence performance of PSO, and much literature has
optimized the inertia weight. In [24], a time-vary adaptive
inertia weight parameter was proposed to increase the diversity
of particles and showed that the proposed method has suc-
ceeded in finding a better UAV path. Also, different particles
can have different inertia weights according to [25], which
proposed an inertia weight adjustment method based on the
optimal fitness value of individual particles. Reference [26]
proposed 5 strategies for inertia weight reduction, including
sigmod decreasing, simulated annealing, etc., and compares
their performance advantages and disadvantages.

Another parameter of PSO, the acceleration constant, is also
the direction for optimizing PSO. In [27], the acceleration con-
stant is designed to be adaptive and automatically change over
time, while another literature [28] designed the acceleration

constant based on sine cosine. However, the optimization of
acceleration coefficients and inertia weight is not contradictory
to each other, so there is some literature that simultaneously
optimizes both [29], [30], [31].

PSO is widely used in task scheduling in cloud computing
scenarios due to its strong optimization ability and fast
convergence. Generally speaking, for a group of tasks and a
group of virtual machines, the scheduling situation of the task
is encoded, and then PSO is used to obtain the scheduling
strategy with different optimization targets [26], [32]. Many
applications of PSO are combined with other algorithms or
optimization methods [33], [34], [35], [36]. However, as an
offline algorithm, PSO can only schedule known task sets and
therefore is unsuitable to complete online task scheduling.

III. PROBLEM FORMULATION

In the cloud computing environment, users submit tasks
to the cloud and wait for the tasks to be executed. We
assume that tasks are executed in an environment where EEC
is deployed and each user request is handed over to the
cloud server for scheduling. Task information, including CPU,
memory, and execution time, is crucial for scheduling and
can be obtained from historical running information. Due to
the inclusion of cloud, edge, and terminal devices in the
cluster, there is a diversity among the devices. Many devices
have inconsistent architectural compositions, such as CPUs
with arm64 and x86 architectures. Even CPUs with the same
architecture may have different task execution times due to
quality differences. Therefore, it is also necessary to obtain
execution information for the same task on all nodes. More
importantly, the heterogeneity of the EEC determines that there
is more than one way to run tasks. Many servers are equipped
with chips such as GPUs and NPUs that outperform CPUs.
For tasks that require AI model training and inference, using
GPUs can lead to better execution efficiency. Therefore, the
difference in execution performance of tasks using different
chips of the same device also needs to be considered in
scheduling.

We first model the problem. In an EEC system, the nodes
are denoted as E = {e1, e2, . . . , e|E |} and the sequence of
tasks is N = {n1,n2, . . . ,n|N |}. For these tasks, their arrival
time is denoted as S = {s1, s2, . . . , s|N |}. There are R types
of resources we are considering, including CPU usage, CPU
memory remaining, GPU usage, etc. The number of running
modes a task can support is K, such as using CPU mode,
GPU mode, NPU mode, etc. When a task is executed using
GPU mode, the task will occupy most of the GPU chip, and a
small portion of the CPU chip, while other chips will not be
used. Therefore, different running modes will consume different
computational resources. Note that in the actual scheduling
process, we cannot predict the arrival time and type of tasks, but
the resource requirements and execution time of each task can
be predicted from historical records. Specifically, the running
resource requirement of a task is denoted as Q

(r)
i ,j ,k , which

represents the rth resource where the ith task runs in the kth mode
on the jth node and ni ∈ N , ej ∈ E , 1 ≤ k ≤ K , 1 ≤ r ≤ R,

and Q
(R+1)
i ,j ,k represents the corresponding runtime of the task.
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If the task cannot run in this mode on the node, then Q
(r)
i ,j ,k =

+∞, 1 ≤ r ≤ R and Q
(R+1)
i ,j ,k = 0. The real-time resource of

a node is denoted as A
(r)
j (τ), which represents the remaining

amount of the rth resource in the jth node at time τ and ej ∈
E , 1 ≤ r ≤ R. For these tasks, the scheduling result is denoted
asG = {g1, g2, . . . , g|N |}. As mentioned earlier, the scheduling
result should contain the running node and the running mode.
However, due to the limited resources, each arriving task does
not always get enough resources to run immediately, and thus
the scheduling result also contains the waiting time, i.e., gi =<
ξi , ζi , νi >, where ξi represents the node number where the
ith task runs, ζi represents the mode the task run, and νi
represents the time the task needs to wait, and eξi ∈ E , 1 ≤
ζi ≤ K . The time from submission to completion of task ni
includes the following parts: the transmission delay T ↑

i from
the user to the cloud scheduler, the waiting time Tw

i for task
scheduling, the transmission delayT ↓

ξi
from the cloud scheduler

to the node ξi , the waiting time νi for the task to run on the
node, and the execution time Q

(R+1)
i ,ξi ,ζi

of the task. Therefore,

the completion time T
�
i of task ni is represented as

T�
i = T ↑

i + Tw
i + T ↓

ξi
+ νi +Q

(R+1)
i ,ξi ,ζi

(1)

The goal of the scheduling policy is to find the optimal G
with the minimum total task completion time (TCT) and total
waiting time (TWT), which are computed by the following
equations:

TCT =

|N |∑

i=1

T�
i (2)

TWT =

|N |∑

i=1

(
T

↑
i + Tw

i + T
↓
ξi
+ νi

)
(3)

Our goal is expressed as

min α× TCT + (1− α)× TWT

s. t.

{
A
(r)
ξi

(si + νi ) ≥ Q
(r)
i ,ξi ,ζi

A
(r)
j (τ) ≥ 0, ∀r ≤ R, ∀τ ≥ 0, ∀ej ∈ E

(4)

α is used to weight TCT and TWT and 0 ≤ α ≤ 1.
Scheduling policy may make tasks wait a long time to run
on nodes with fast execution to reduce completion time, or
it may minimize the waiting time but result in an increase
in completion time. Therefore TCT and TWT need to be
weighted even though they are related to each other. The
constraint of resources reflects the limited resources of EEC,
and tasks can only be executed on nodes with sufficient
resources. Unlike existing work, EEC requires the efficient
collaboration of heterogeneous resources, not just CPU and
memory. The multiple running modes of tasks determine the
utilization performance of heterogeneous resources, which
leads to more complex scheduling scenarios.

IV. ALGORITHM DESIGN AND ANALYSIS

Based on the above modeling, we propose EHRSM, a
scheduling method for EEC heterogeneous resources, to

Fig. 1. Process diagram of EHRSM. The online task ni first calculates the
scheduling time τ ′ by RNN. When τ ′ is less than the current time τ , all
tasks in the cache area Γ are scheduled by PSO. Otherwise, task ni will be
temporarily stored in the cache area.

achieve the goal of Eq. (4). The overall process of EHRSM is
shown in Fig. 1. EHRSM uses an RNN model to adaptively
batch online tasks and employs PSO for batch scheduling,
transforming online scheduling into offline scheduling. Next,
we describe in detail how these techniques can be used to
achieve efficient scheduling.

A. Process of Task Batching

We batch tasks based on their runtime and arrival time.
When the scheduling timing is triggered, all cached tasks are
scheduled. Generally speaking, for tasks with a long runtime,
we hope it can wait for a longer time to accumulate more
tasks and make better scheduling strategies. For tasks with
short runtimes, we hope they can be executed as soon as
possible because making the cache time longer than the task’s
runtime can bring a poor experience. The batch method for
tasks requires providing appropriate scheduling time for each
task.

For the above description, we design an RNN model as
a task buffer. The RNN model can analyze and calculate
current inputs based on historical inputs and is easy to train
and converge for its simple construction. Enabling the RNN
model to have the ability to adaptively batch tasks is one of
the key components of EHRSM. RNNs can only have the
ability to batch tasks if they are trained with the right dataset.
Therefore, we focus on obtaining the right dataset, including
the sequence of tasks and the optimal scheduling time as
labels, which is one of the innovations of this paper. The label
acquisition of datasets in traditional neural network models is
usually based on manual annotations, nevertheless, the optimal
scheduling time of a task sequence is difficult to obtain through
manual annotations, since we cannot intuitively and artificially
batch the overall task sequences to obtain efficient scheduling
performance. Therefore, we propose the following method for
optimal scheduling time labeling of task sequences, which is
based on a dataset with known task arrival times and types.

The process of labeling the dataset is shown in
Fig. 2. Assuming the task sequence in the dataset is
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Fig. 2. The generation process of RNN training dataset. The task sequence
is first calculated for the average running time, and then the scheduling
time of the task is further calculated. To segment the labels of the data,
dynamic programming divides the task sequence to minimize the difference
in scheduling time for each segment. The final scheduling time is the average
of the scheduling times of the tasks in the same segment.

N ′ = {n ′
1,n

′
2, . . . ,n

′
|N ′|} and the arrival time is S ′ =

{s ′1, s ′2, . . . , s ′|N ′|}. Due to the varying running times of a task
at different nodes and running modes, we calculate the average
running time of the task. Define γi ,j ,k as the maximum number
of times the ith task can run in parallel in the kth mode when
the jth node is empty:

γi ,j ,k = min
1≤r≤R

⎢⎢⎢⎣A
(r)
j (0)

Q
(r)
i ,j ,k

⎥⎥⎥⎦ (5)

where 1 ≤ i ≤ |N ′|, 1 ≤ j ≤ |E |, 1 ≤ k ≤ K . Define δi ,j ,k
as the popularity of the ith task to run in the kth mode on the
jth node:

δi ,j ,k =
γi ,j ,k

∑|E |
q=1

∑K
l=1 γi ,q,l

(6)

The higher the popularity, the more likely the task is to run
in this mode on that node. Therefore, the average runtime of
the ith task is defined as ARi :

ARi =

|E |∑

j=1

K∑

k=1

δi ,j ,k ×Q
(R+1)
i ,j ,k (7)

As mentioned earlier, tasks with longer runtimes are suitable
for scheduling later. Therefore, the scheduling time STi of the
ith task is calculated using the following equation:

STi = s ′i + β × ARi (8)

where β is the waiting coefficient. The larger the β, the later
the scheduling time of the task. However, the final labels
should be segmented, as they indicate which tasks need to
be divided into the same batch. For example, there are a
total of 7 tasks in the task sequence, labeled as {1, 1, 1,
3, 3, 4, 4}, which indicates that tasks 1-3 are scheduled in
the first second, while tasks 4-5 are scheduled in the third
second. Therefore, further, assuming that the scheduling time
of all tasks is Λ = {ST1,ST2, . . . ,ST|N ′|}. We assume to
schedule a total of |M| times to complete these tasks, which

means that Λ will be divided into |M| segments. We hope
that the difference in a segment is as small as possible, as
tasks in the same segment will be scheduled at the same time.
Since variance can well reflect the degree of difference in
a sequence, we use variance to calculate the difference in
each segment. The optimal division scheme can minimize the
variance of all segments. We define the division scheme as
M = {m1,m2, . . . ,m|M |}, where 1 < m1 < m2 < · · · <
m|M | = |N ′|. The problem description is as follows:

min

|M |∑

i=1

σ2mi−1+1∼mi
(Λ) (9)

where m0 = 0, σ2mi−1+1∼mi
(Λ) denotes the variance of the

subarray of Λ subscripts from mi−1 + 1 to mi . For this
problem, we use a dynamic programming approach to solve
it. Specifically, define Di ,j as the minimum total variance of
the first i tasks divided into j segments, hence the following
transfer equation:

Di ,j =

⎧
⎪⎨

⎪⎩

0, i = 0&&j = 0
+∞, j > i

min
j−1≤k≤i−1

(
Dk ,j−1 + σ2k+1∼i (Λ)

)
, otherwise

(10)

Ultimately, D|N ′|,|M | denotes the sum of the minimum vari-
ances of dividing Λ into |M| segments, whose corresponding
division schemes are obtained during the transfer process.
Define the final scheduling time FSTi of the ith task as the
mean value of the segment in which the task is located:

FSTi = μmj−1+1,mj (Λ), mj−1 + 1 ≤ i ≤ mj (11)

where μmj−1+1,mj (Λ) denotes the mean of the subarray of
Λ subscripts from mj−1 + 1 to mj , 2 ≤ j ≤ |M|. Therefore,
the ith sample input for training RNN is < ARi , s

′
i > and the

output is < FSTi >.
The trained RNN will be used for batching the actual online

task sequences, as shown in Fig. 1. Γ is defined as the cache
area for batch processing tasks. For task ni that arrives at time
si , it is placed in the cache area, i.e., Γ ∪ {ni}. We calculate
the average running time ARi based on the task type, input
the trained RNN, and update the scheduling timing τ ′:

τ ′ = min
(
τ ′,RNN (< AR, s >)

)
(12)

where RNN (< AR, s >) represents the output of the RNN
model when the input is < AR, s >. If τ ′ is greater than the
current time, continue to wait for the task to arrive. Otherwise,
schedule all tasks in Γ and clear Γ.

We further describe why we use this approach. For each
task, we can compute the scheduling time ST, which, although
it takes into account the arrival time and the running time of the
task, does not take into account the effects of the tasks before
and after. Therefore, we further compute the FST to synthesize
the before and after information of the task sequence to get the
optimal scheduling time. Since future task information cannot
be accurately obtained in real scheduling scenarios, for the
current task, we can only utilize the information before that
task, however, RNN can handle the problem well. On the one
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hand, RNN can predict future task characteristics, on the other
hand, RNN extracts the features of the sequence of arrived
tasks to give the proper scheduling time. Traditional caching
approaches may be based on either a number threshold or a
time threshold, but either one is not very adaptable, as we will
demonstrate in Section V.

B. Batch Scheduling

For the batch tasks obtained using RNN batching, we
use PSO for globally optimal scheduling. Similar to edge
computing, scheduling in EEC scenarios also needs to take
into account the execution time of the scheduling algorithm
itself, while PSO converges quickly and can find the optimal
solution in a shorter time. PSO is based on the following two
equations:

vel
(k)
i = w · vel (k−1)

i + ϕ1rand()
(
pbesti − pos

(k−1)
i

)

+ϕ2rand()
(
gbest − pos

(k−1)
i

)
(13)

pos
(k)
i = pos

(k−1)
i + vel

(k)
i (14)

where vel
(k)
i indicates the velocity of the ith particle at the

kth round, w indicates the inertia weight, pos(k)i indicates the
position of the ith particle at the kth round, ϕ1 and ϕ2 indi-
cate the acceleration coefficients, rand() indicates a random
number from 0 to 1, pbesti indicates the optimal historical
position of the ith particle, and gbest indicates the optimal
historical position of all particles. Despite its advantage of
fast convergence, PSO is used for online task scheduling in
the proposed EHRSM, which has greater requirements for
execution speed and optimization performance, and naive PSO
is difficult to meet these requirements. Therefore, we improve
the coding and inertia weights of PSO to provide better
scheduling performance.

For a scheduling strategy, its content generally includes the
mapping of tasks to nodes. However, due to the heterogeneity
of devices, tasks have multiple running modes on nodes.
Therefore, in addition to the mapping from task to node,
coding should also include the running mode of the task. To
further optimize the scheduling results, we also consider the
execution order of tasks into coding, which is very beneficial
for improving scheduling performance. Let’s give a simple
example. Assuming that both task a and task b are scheduled to
the same node, and task a arrives before task b. Task a requires
8000MB of memory with a running time of 30 seconds, and
task b requires 3000MB of memory with a running time
of 20 seconds. The node currently has 5000MB of memory
and after 20 seconds, an additional 5000MB of memory will
be released. It is easy to calculate that the time required to
complete both task a and task b is 20s + 30s + 20s = 70s,
while if task b runs before task a, the time required is 20s
+ 30s = 50s. Therefore, it is also important to consider the
execution order of tasks in coding.

Define the batch task to be scheduled as N ′′ =
{n ′′

1 ,n
′′
2 , . . . ,n

′′
|N ′′|}, the corresponding scheduling strategy

is G ′ = {g ′1, g ′2, . . . , g ′|N ′′|}, where g ′i =< ξ′i , ζ ′i , ν′i >,

1 ≤ i ≤ |N ′′|, ξ′i , ζ ′i and ν′i respectively represent node

Fig. 3. Transformation from encoding to scheduling strategy.

number, running mode, and waiting time, as mentioned in
Section III. Therefore, the encoding of the particle is code =<
x1, x2, . . . , x|N ′′|, a1, a2, . . . , ap >, which consists of two
parts. The schematic diagram from encoding to scheduling
strategy is as Fig. 3. The first part represents the node and
running mode. For g ′i , it can calculate nodes and running
modes using the following equations:

ξ′i = xi%K + 1 (15)

ζ ′i =
⌊ xi
K

⌋
+ 1 (16)

ν′i is the minimum waiting time that the ith task can run in
the ζ ′i th mode on the ξ′i th node, which means that when the
node’s resources are sufficient, the task does not need to wait.
The second part is used to represent the scheduling order of
tasks, which is decoded through the inverse operation of CE.

CE is an algorithm that maps a full permutation to an
integer, and the integer mapped from a full permutation can
also calculate the corresponding full permutation. This integer
is essentially the lexicographic ranking of all permutations
with the same length as it, defined as �, and the length of the
permutation is the number of tasks |N ′′|. Assuming that the
order of the current tasks is represented by a full permutation
as (b1, b2, . . . , b|N ′′|), then calculated by CE:

� =

|N ′′|∑

i=1

⎛

⎝
|N ′′|∑

j=i

[
bi > bj

]
⎞

⎠(∣∣N ′′∣∣− i
)
! (17)

where [bi > bj ] = 1 when bi > bj and [bi > bj ] = 0 when
bi ≤ bj . Since � represents the lexicographic ranking of a full
permutation, and it starts counting from 0, 0 ≤ � ≤ |N ′′|!−1.
Our idea is to calculate � through the part representing the
tasks order in the code and obtain the order of the tasks from �.
This is the inverse operation of CE. The pseudo-code of the
algorithm is as Algorithm 1.

Due to the maximum value of � reaching |N ′′|! − 1, it
is not appropriate to directly use � as a dimension in the
encoding. On the one hand, the large range of encoding values
makes it difficult to search for the best results, and on the
other hand, a small number of dimensions can also make
the search difficult. Of course, a large number of dimensions
is not conducive to search, as it can lead to a long search
time. We use the n-base method to split the � to obtain the
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Algorithm 1: Inverse Operation of CE

Data: �; |N ′′|.
Result: Permutation Ξ.
Ξ = null ;
List L = {1, 2, 3, ..., |N ′′|} ;
if � > |N ′′|!− 1 then

� = |N ′′|!− 1;

for i=1 to —N”— do

index =
⌊

�
(|N ′′|−i)!

⌋
;

Append L[index ] to Ξ;
Delete the number L[index ] from L;
Update � to �%(|N ′′| − i)!;

return Ξ

appropriate number of dimensions and narrow the range of
encoding values. Assuming the base number used is c, which
means ai < c, 1 ≤ i ≤ p, the equation is as follows:

� =

p∑

i=1

cp−iai (18)

where p is the length of the second part of the code. If �
is greater than |N ′′|! − 1, let � become |N ′′|! − 1. c − 1 is
the maximum value of ai , so the selection of c should be
comprehensively determined based on the number of cluster
nodes. Since the encoding needs to cover all permutations,
satisfying |N ′′|! ≤ cp , the value of p can be obtained
according to the following equation:

p =
⌈
logc

(|N ′′|!)⌉ (19)

After completing the coding, we use PSO for solving
optimization problems. It is easy to see that the distribution
of the solution to the problem in the search space is discrete
and irregular, which means that naive PSO may find it difficult
to find the optimal solution. Therefore, we use PSO based on
inertia weight optimization.

Many optimization methods for inertia weights are based
in such a way: In the early stage of the search, the global
search of PSO should be encouraged, which means increasing
the speed of particles in the first few rounds of the search, as
a high-speed is beneficial for particles to jump out of local
optima, and reducing the speed of particles appropriately in
the later stages of the search, as a small speed is beneficial for
particles to find the optimal solution near the current solution,
enabling the algorithm to converge at the end. In our modeling,
the solution space is discrete and irregular, so it is necessary to
encourage global search as much as possible, but for algorithm
convergence, local search in the later stage is also required.
We propose an inertia weight optimization method based on
logistic function. We define the equation for the variation of
inertia weight:

w =
1

1 + e
− epoch_num−epoch

epoch_num·λ
(20)

where w indicates the inertia weight, epoch_num indicates the
total number of rounds, epoch indicates the number of rounds
searched, λ is the descent coefficient, which meets λ > 0,
representing the descent speed of w. The smaller the descent

Algorithm 2: Processing RNN Datasets and Using RNN
for Batching Online Tasks and Scheduling

Data: Tasks submitted online; Task sequence for training
RNN, i.e., the dataset.

Obtain the submitted task type and arrive time s from the
dataset;

Obtain resource requirements of tasks Q, including all
types of resources running in all modes on all nodes;

Calculate δ and AR for all tasks in the dataset;
Determine β and calculate ST, obtaining Λ;
Process Λ through dynamic programming and obtain the
label of the dataset;

Design the structure of RNN and train it using the
dataset, saving the trained model;
Γ = ∅;
τ ′ = +∞;
while scheduling system startup do

if Received a new task n at current time τ then
Γ ∪ {n};
τ ′ = min(τ ′,RNN (< AR, τ >));
if τ ′ <τ then

Schedule all cached tasks in Γ;
Γ = ∅;
τ ′ = +∞;

else
Continue to wait;

else
Continue to wait;

coefficient, the longer the global search process of PSO, but
it may lead to non convergence of the algorithm. Therefore,
an appropriate λ is helpful for the search of solutions.

The fitness function of PSO is designed based on Eq. (4),
which is the weighted sum of TCT and TWT for this batch
task. Therefore, PSO will optimize both TCT and TWT, and α
determines the degree of dominance of TCT and TWT. When
α is larger, TCT will be optimized preferentially. However,
TCT and TWT are not always negatively correlated, which
means that a larger α does not necessarily lead to a worse
TWT. After the scheduling strategy is calculated, batch tasks
are assigned to the corresponding nodes in the calculated
order and nodes. At this point, the entire scheduling process
is completed. The pseudocode for the entire process is as
Algorithm 2.

V. EXPERIMENTS

In this section, we discuss the practical application scenarios
and effectiveness of the proposed EHRSM. In addition, we will
also design comparative experiments to verify the superiority
of the proposed method.

A. Establishment of Experimental Environment

EHRSM is mainly applied to EEC. To build such an EEC
system, we have prepared cloud servers, edge servers, and
end devices as nodes of the cluster. Among these devices,
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all are equipped with CPU chips, but there are differences
in architecture. In addition, some devices are equipped with
GPU and NPU chips, so the resources of the cluster are
heterogeneous.

To deploy and manage these devices, we use Kubernetes to
build an EEC system. Kubernetes is an open-source container
cluster management system that supports resource manage-
ment and task dispatch functions for cluster nodes. However,
Kubernetes does not support the monitoring of heterogeneous
resources and can only obtain CPU-related information about
nodes. Therefore, we have implemented a system ourselves
to obtain heterogeneous resource information of nodes, and
then use the proposed method for task scheduling. Finally, we
deliver the task image and scheduling node ID together to
Kubernetes for task dispatch.

For the tasks to be scheduled, we design three dif-
ferent types of computational tasks, namely AI-intensive,
memory-intensive, and disk-intensive. Specifically, images of
5 AI-intensive tasks, 10 memory-intensive tasks, and 10 disk-
intensive tasks are made. The AI-intensive task uses the
MNIST dataset to train multiple CNN models and perform
inference. Since neural network models can be accelerated
using GPUs and NPUs, the AI-intensive task supports three
running modes: CPU, GPU, and NPU. Memory-intensive
tasks request a lot of memory for storing temporary data at
runtime, so they have high demands on the CPU memory
resources. Disk-intensive tasks use large files to perform
frequent operations on the node’s file system, thus placing a
high demand on disk resources. These three types of tasks
simulate the diversity of computational resource requirements
in real-world scenarios.

Through the above environment construction, in our EEC
system, the cluster has heterogeneous resources, and tasks
can run in different modes on different devices with different
running effects, which meets the required running environment
for the proposed method.

B. Experimental Equipment Information

The experimental equipment consists of three parts, namely
cloud servers, edge servers, and end devices. The specific
hardware configurations of these devices are as follows:

Cloud server (x86): 1 server equipped with 8 Intel Xeon
E5-2620 v4@2.10GHz CPUs (64G) and with 2 Nvidia Tesla
T4 GPUs (16G); 1000GB disk capacity;

Edge server: 3 Atlas 200 DKs equipped with 2 A55 Arm
core@1.6GHz CPUs (8G) with 2 Davinci AI core NPUs (8G);
50GB disk capacity;

End device: 4 Raspberry Pis equipped with 4 ARM cortex-
A72@1.5GHz CPUs (8G) and with Broadcom VideoCore
VI@500MHz (4G); 59GB disk capacity;

C. Experimental Design

In this section, we will provide a detailed explanation of the
experimental process, showcasing the experimental data and
the effectiveness of the proposed method.

1) Deployment Process: Firstly, we calculate the resource
requirements of all tasks at different nodes and running modes,

Fig. 4. The RNN structure used in our experiment.

including CPU usage, CPU memory requirements, GPU usage,
task runtime, and so on. For node resource requirements, as
scheduling is real-time, the system will obtain the latest node
information before each scheduling.

In the proposed method, RNN training requires obtaining
historical task submission records. We randomly generate 1000
tasks and arrive within 1000 seconds, as a submission task
history record, which is used for model training. Because
the scheduling of EEC requires real-time performance, the
execution time of the scheduling algorithm should not be
too long. For training the RNN with 1000 tasks, we set
100 schedulings to be able to schedule all the tasks, which
represents an average number of tasks per batch of about
10. The RNN trained in this way adaptively adjusts the
batch sizes of the tasks and does not deviate significantly
from 10. The training dataset of RNN is processed using
Eqs. (5)-(11), where β = 0.05, |M | = 100. Once the RNN
training is complete, our method can be applied to the system
for scheduling.

2) Method Parameters and Baseline Algorithms: In this
section, the parameters of the proposed method will be
provided in detail. At the same time, we will introduce several
baseline algorithms for comparison, and their parameters will
also be provided in detail.

EHRSM Firstly, we need to design a specific RNN structure
that is required to have learning and predictive abilities. In our
experiment, the RNN is designed with the structure shown in
Fig. 4. The input dimension is a 1 * 2 vector < AR, s >.
Firstly, preprocessing is performed to compress the data to
[−2,2] for faster learning. We use a 2 * 4 linear layer to expand
the input dimension, and then input it into RNNCell, including
a 4 * 8 linear layer and an 8 * 8 linear layer. Finally, we use
two linear layers 8 * 16 and 16 * 1 to enhance the learning
and memory abilities of the model. The learning rate of the
RNN is set to 0.05.

As for the setting of PSO, the base number c is set to
256, and the length p of order encoding will be calculated by
Eq. (19). For example, when the number of batch tasks is 5,
p = 1, and when the number of batch tasks is 10, p = 3.
The particle number of PSO is set to 40, and the number of
iterations is set to 50, which is a parameter setting that can
ensure the algorithm can execute quickly.
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Fig. 5. The scheduling performance of different algorithms under different task sequences.

DACS [37] DACS was proposed to solve heterogeneous
IoT node scheduling in edge computing. DACS improves
the native scheduling algorithm of Kubernetes by adding
processing latency and network latency to the optimization
objective. When the latency of multiple nodes is similar to
the optimal value, these nodes are further filtered to the final
node based on the remaining resources. In this experiment, the
delay of the nodes is calculated by Eq. (4).

DQN-scheduler [38] DQN-scheduler uses DQN-based rein-
forcement learning for job scheduling in Spark to reduce the
completion time and cost of scheduling. The state space con-
tains the heterogeneous resource information of the nodes and
the task resource requirements, with a total of 106 dimensions.
The action space includes the selection of different nodes
and running modes, a total of 12 actions. During the training
process, Eq. (4) is used to evaluate the model, and the best
model parameters will be saved.

Greedy Greedy algorithm is a classic scheduling algorithm
that makes the current optimal decision for each task without
considering subsequent tasks.

Random Random algorithm selects nodes and running
modes with equal probability for each task.

LJFP-PSO [32] LJFP-PSO is also an algorithm that uses
PSO for scheduling. LJFP-PSO first preprocesses particles
using the longest job to fastest processor (LJFP), and in
addition, uses a binary matrix to represent the encoding of a
particle. We set the number of particles to 40 and the number
of iteration rounds to 50 to ensure the fairness of the baseline
algorithm. According to the experimental setup in [32], the
inertia weight uses a linear descent function, with a maximum
value of 0.9, a minimum value of 0.2, and an acceleration
coefficient of 2. All other settings are the same as those
in [32].

GWO-GA [39] GWO-GA uses hybrid optimization meth-
ods to solve scheduling problems. This article is based on grey
wolf optimization (GWO) and uses the crossover and mutation
ideas of genetic algorithm (GA) to process the encoding, in
order to improve the diversity of the population. The encoding
method is the same as our proposed encoding, but there is no
order encoding part. The number of groups is set to 40 and
the number of iteration rounds is set to 50.

PSO-sigmoid [26] PSO-sigmoid uses inertia weight based
on the sigmoid function to optimize PSO and applies it to
scheduling. Compared with the logistic function we proposed,
PSO-sigmoid has a shorter global search period. Its encoding

method is the same as GWO-GA, and all other parameter
settings related to PSO are the same as EHRSM.

Next, we will compare the performance of these algorithms.
3) Performance Experiments on the Online Scheduling

System: To validate the performance of EHRSM on online
scheduling, DACS, DQN-scheduler, Greedy and Random are
used for comparison and different task sequences need to be
designed. We design three kinds of task sequences, arriving
at 100 tasks in 100s, arriving at 100 tasks in 200s, and
arriving at 200 tasks in 100s, which are referred to as Normal,
Sparse, and Dense task sequences, respectively, and are used
to simulate the different tasks densities on the EEC scheduling
system. In addition, we focus on whether the performance of
the algorithm is significantly affected in scenarios with more
heterogeneous tasks. Therefore, in terms of the types of tasks,
we design equal proportional task sequences, which implies
that the ratio of the number of AI-intensive, memory-intensive,
and disk-intensive tasks is 1:1:1, and AI-intensive biased task
sequences, which implies that the ratio of the number of AI-
intensive, memory-intensive, and disk-intensive tasks is 3:1:1.
Therefore, there are a total of six different task sequences,
and in our experiments, we statistically measure the TCT and
TWT of these algorithms. α in Eq. (4) is set to 0.5.

The experimental results are shown in Fig. 5. It can be
intuitively seen that when the task sequence is dense, both TCT
and TWT significantly increase. This is because more dense
task sequences often lead to insufficient cluster resources,
resulting in more tasks requiring long waiting times. It can
be observed that EHRSM generally outperforms the baseline
algorithm across task sequences. On the Equally proportional
Sparse task sequence, EHRSM reduces TCT by 48.24%,
27.17%, 39.31%, and 51.68%, and TWT by 62.83%, 40.87%,
48.62%, and 63.20%, respectively, compared to DACS, DQN
scheduler, Greedy, and Random, which demonstrates the
ability of EHRSM to efficiently optimize the task completion
time and waiting time simultaneously. DACS and Greedy
differ only in that DACS further selects the node with the
most remaining resources when multiple nodes have similar
latencies, but due to the heterogeneity, this consideration is
not always effective, and thus the performance of DACS
and Greedy have similar performance. DQN-scheduler per-
forms poorly in Dense task sequences, this is because the
optimization strategy of DQN learns from historical task
information, and the performance of DQN degrades when the
real task sequences deviate from the training data. In addition,

Authorized licensed use limited to: SOUTH CHINA UNIVERSITY OF TECHNOLOGY. Downloaded on April 25,2025 at 23:19:42 UTC from IEEE Xplore.  Restrictions apply. 



WU et al.: EHRSM BASED ON RNN AND PSO 1673

Fig. 6. The scheduling performance of different algorithms under different task sequences and α.

denser task sequences have a larger optimization space, which
means that DQN’s decision errors are magnified, resulting in
DQN being inferior to DACS and Greedy.

To further observe the performance of these algorithms
under different α, we set the α at 0.1, 0.3, 0.5, 0.7, 0.9 and
validate them using different task sequences. The experimental
results are shown in Fig. 6. Intuitively, the EHRSM is always
in the lower left of the scatterplot, which is the position
indicating the minimum of both TCT and TWT. Thus, EHRSM
is further validated to have the best optimization capability
compared to the baseline algorithm. Different α indicates
that the optimization objective focuses on TCT and TWT
differently, but experimentally, different α do not show this
in the distribution, and only EHRSM show this distribution
in Sparse (Equally proportional) and Normal (AI-intensive
biased). This is mainly due to the inherent correlation between
TCT and TWT, as TWT is a part of TCT, although minimizing
TWT may lead to an increase in TCT due to neglecting task
runtime.

4) Batch Task Scheduling Performance: In this section,
we first compare the performance of EHRSM, LJFP-PSO,
GWO-GA, and PSO-sigmoid in batch task scheduling. Then,
we validate the performance improvement of our proposed
EHRSM algorithm by utilizing CE and logistic function.
Finally, we evaluate the algorithm execution time for single
batch scheduling to discuss the feasibility of EHRSM. In the
next experiments we keep α = 0.5.

The scheduling performance of EHRSM is mainly derived
from the optimization-seeking capability of the improved PSO.
Therefore, the batch scheduling performance of EHRSM needs
to be compared with other metaheuristic algorithms. We set up
batch tasks of different lengths and count the TCT and TWT
of a batch of tasks.

The experimental results are shown in Fig. 7. It can be seen
that the TCT and TWT of EHRSM are always minimized

Fig. 7. Scheduling performance of various algorithms under different batch
task lengths.

among all the algorithms. When the batch size is 40, the
TCT of EHRSM is reduced by 9.72%, 8.62%, and 5.45%,
while the TWT is reduced by 40.97%, 36.97%, and 33.06%,
respectively, compared with LJFP-PSO, GWO-GA, and PSO-
sigmoid. This shows that the batch scheduling part of EHRSM
also has good scheduling performance when the task batch
is large. On the one hand, the sequential coding of EHRSM
brings a larger optimization space, and on the other hand,
the inertia weights of the logistic function enhance the
optimization ability of PSO, which is the reason why the
batch scheduling algorithm of EHRSM outperforms other
metaheuristics.

To better validate the effect of CE and logistic function
inertia weights in EHRSM batch scheduling, we perform
ablation experiments on these methods. The method that uses
CE and logistic function is referred to as PSO&CE&W, the
method that only uses CE is referred to as PSO&CE, the
method that only uses logistic function is referred to as
PSO&W, and the method that neither method uses is referred
to as PSO. For the method with constant inertia weight, we set
the inertia weight to 1. We validate their performance using
batch tasks of different sizes.
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Fig. 8. The impact of CE and logistic function on algorithm performance.

TABLE I
THE EXECUTION SPEED OF THE BATCH SCHEDULING OF EHRSM UNDER

DIFFERENT TASK BATCH LENGTHS

The experimental results are shown in Fig. 8. It can be
seen that PSO&CE&W outperforms the other three methods,
and both PSO&CE and PSO&W outperform PSO. It indicates
that both CE and inertia weight optimization enhance the
performance of PSO and that these two optimizations are
fusible due to their different optimization angles. Therefore,
the efficient batch scheduling performance of PSO&CE&W
ensures the effectiveness of EHRSM.

Finally, we evaluate the impact of the execution time of
the batch scheduling to ensure whether it hinders the real-
time performance of EEC scheduling. We set up different task
lengths and count the execution time of the batch scheduling
algorithm, denoted as T c . The experimental results are shown
in Table I. Obviously, the larger the batch of tasks leads to a
longer execution time, but accordingly, the completion time of
the batch is also larger. When the batch task length is 10, the
execution time of the scheduling algorithm accounts for only
0.66% of the time, while when the batch task length is 20,
although the scheduling algorithm executes for 8.40s, it only
accounts for 0.59% of the completion time, which shows that
the execution time of the batch scheduling algorithm of the
EHRSM is fast enough to satisfy the real-time requirement.

5) The Effectiveness of RNN: In this section, we verify
the effectiveness of batching online tasks using RNNs. We
compare methods of batching using a number threshold and a
time threshold, perform scheduling using the proposed batch
scheduling algorithm, and ultimately compare the TCT and
TWT of these batching methods. For the method of batching
using a quantity threshold, all the arrived tasks are scheduled
when the number of arriving tasks reaches a specified number.
We set three quantities of 5, 10, and 15, denoted as 5n, 10n,
and 15n. For the method of batching using a time threshold,
all the arrived tasks are scheduled at fixed intervals. We set
three intervals of 5s, 10s, and 15s, denoted as 5s, 10s, and 15s.
In addition, we count the time spent on all tasks waiting for
scheduling execution during the batching process, i.e., Tw =

TABLE II
PERFORMANCE COMPARISON OF RNN, NUMBER THRESHOLD, AND TIME

THRESHOLD BATCHING METHODS FOR EQUALLY PROPORTIONAL TASK

SEQUENCES AND THE DATA IS IN SECONDS

TABLE III
PERFORMANCE COMPARISON OF RNN, NUMBER THRESHOLD, AND TIME

THRESHOLD BATCHING METHODS FOR AI-INTENSIVE BIASED TASK

SEQUENCES AND THE DATA IS IN SECONDS

∑|N |
i=1 T

w
i . We conduct experiments with different intensities

and different proportions of task types, which are similar to
the first experiment. α is set to 0.5.

The experimental results are shown in Tables II, III. From
the tables, it can be seen that no matter which kind of task
sequence, the performance of RNN is better than the other
methods in the vast majority of cases, which is since RNN
can adaptively adjust the number of tasks in a batch according
to the characteristics of the tasks. Since the arrival time of the
tasks is random, even with a Normal task sequence, there will
be some periods when tasks arrive in bursts and some periods
when tasks arrive sparsely. In this case, the adaptation of RNN
is crucial. Different batching strategies work differently when
the densities of the tasks change drastically. It shows that the
RNN is indeed effective in batching the tasks and transforming
online task scheduling into offline scheduling.

VI. CONCLUSION

In this paper, an EEC heterogeneous resources scheduling
method based on RNN and PSO is proposed. The tasks
published online are cached using an RNN trained from a
dataset processed through dynamic programming, transform-
ing online task scheduling into offline task scheduling. The
cached batch tasks use PSO optimized by CE for encoding
to schedule heterogeneous resources in the EEC, thereby
achieving efficient task scheduling and improving the quality
of cloud services. The experiment has proven that compared
with some mainstream scheduling algorithms, the proposed
method has more efficient scheduling performance, can greatly
reduce task waiting time, improve response speed, and thus
improve service quality. In the experiment, we also found some

Authorized licensed use limited to: SOUTH CHINA UNIVERSITY OF TECHNOLOGY. Downloaded on April 25,2025 at 23:19:42 UTC from IEEE Xplore.  Restrictions apply. 



WU et al.: EHRSM BASED ON RNN AND PSO 1675

areas worth improving. As a heuristic search algorithm, PSO
requires the support of computing resources for its operation.
Therefore, in different scenarios, an appropriate number of
particles and search rounds is beneficial for saving computing
resources and improving computing speed. In addition, in
practical application scenarios, tasks may have characteristics
such as priority or dependency relationships, in which case
more complex modeling is needed to solve the problem. In
future work, we will further address and research these issues.
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