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Abstract: The architectures of modern automobiles are heterogeneous distributed 

integrated architectures that integrate multiple heterogeneous processing units and 

network buses with a central gateway. Modern automotive embedded systems 

combine the related characteristics of real-time, cyber-physical, mixed-criticality, and 

heterogeneous distributed systems; moreover, such systems must meet specific 

functional safety requirements based on the ISO 26262 standard that was issued in 

2011. The safe operation of automobiles must also be guaranteed and the lives of 

civilians inside and outside vehicles protected; thus, how to coincide with the 

functional safety requirements from the point of computing is a challenge. The main 

backbone of this chapter will discuss the distributed computing for functional safety of 

automotive embedded systems. We first describe the architectures of automobiles and 

then introduce their distributed functions and systems. We also propose distributed 

computing models of automobiles for the aforementioned architectures and systems. 

For the functional safety requirements provided in ISO 26262, we discuss the 

corresponding issues with distributed computing for schedulability analysis, real-time 

scheduling, reliability, and fault tolerance.  

1. Introduction 

1.1 Background 

People have continuously pursued driving safety since the invention of 

automobiles. Safety belts, air bags, and other passive safety functions have saved the 

lives of millions of people. Subsequently, active safety functions were developed, 

including the anti-lock braking system (ABS) and the electronic stability program 

(ESP); these functions have greatly improved the safety of automobiles. The 

automotive industry has benefited significantly from the rapid development and wide 

application of electronic and information technologies. Nonetheless, the cost of an 



automotive electronic system accounts for 30% to 40% of the total cost of an 

automobile. In addition, 90% of the innovations in the automotive industry depend 

heavily on the development of electronics and software [1].  

 

Automotive electronics systems are safety-critical, high-end embedded systems. 

The safety issues that arise from systematic failures and random hardware failures 

have attracted attention as these problems often lead to accidents in this respect. The 

risk of such accidents increases with the complexity and the integration of automotive 

embedded systems. These accidents emphasize the importance of building safe and 

reliable automotive embedded systems that minimize risk and loss to protect drivers, 

passengers, pedestrians, and property. The Road Vehicles Functional Safety standard 

(ISO 26262) was published on 11 November 2011 to address automotive risks as well 

as to avoid unacceptable safety hazards and functional risks  [2]. Meeting this standard 

has become an important requirement for automotive embedded systems.  

 

The ISO 26262 standard covers a wide range of automotive electronics  and 

functions, including almost all traditional and new energy automobiles. The safety of 

these automotive functions must be guaranteed; that is, their potential safety risk 

should be controlled within an acceptable range. The ISO 26262 standard requires 

designers to assess and to eliminate all potential risks in advance and as soon as 

possible, respectively, such that the goals of safety-related automotive functions, 

especially active safety functions, can be achieved. Therefore, the core tasks in the 

design of modern automotive embedded systems are ensuring the normal operation 

of safety-related automotive functions under various harsh conditions and 

guaranteeing the safety of drivers, passengers, and pedestrians.  

 

1.2 Motivation 

Automotive embedded systems have developed heterogeneous dist ributed 

architectures over time because of the size, weight, and power consumption (SWaP) for 

cost and high performance benefits [3]. These architectures consist of many 

heterogeneous electronic control units (ECUs) that are distributed on multiple 

network buses. These buses are interconnected through a central gateway. At present, 

a luxury car comprises at least 70 heterogeneous ECUs with approximately 2,500 

signals [4]. This number is expected to increase in future automotive embedded 

systems. 



In the aforementioned distributed architecture, the number of distributed 

functions (also called functionalities or applications in a few studies) increases with 

precedence-constrained tasks in automotive embedded systems. An example of an 

active safety function is the brake-by-wire function [5]. The integration of multiple 

functions in the same architecture forms an “integrated architecture” in which 

multiple functions can be supported by one ECU and one function can be distributed 

over multiple ECUs [6]. Integrated architectures are essential for addressing SWaP 

problems and reducing costs; however, these architectures require new models and 

methods [6]. 

 

An integrated architecture incorporates several levels of safety-criticality and 

non-safety-criticality functions into a single platform; this architecture also 

introduces criticality levels and mixed-criticality systems. Criticality level is 

represented in ISO 26262 by the automotive safety integrity level (ASIL), which 

refers to a classification of inherent safety goals that are required by the standard to 

ensure the accomplishment of objectives in the system. ASILs D and A represent the 

highest and the lowest criticalities, respectively [2]. Mixed-criticality systems are new 

systems that combine multiple functions with different criticality levels on a single 

platform. Moreover, automotive cyber-physical systems (ACPS) design arises in the 

context of automotive architectures and software [7]. 

 

Automotive electronic and electrical safety-related systems must adhere to ISO 

26262 throughout their lifecycles, including in terms of specification, design, 

implementation, integration, verification, validation, production, and release. 

However, this standard does not clearly specify the quantitative requirements for 

functional safety. At present, research on functional safety mainly focuses on product 

development and management, risk analysis and assessment, as well as the testing, 

verification, and confirmation of software and hardware systems. Modern automotive 

embedded systems are heterogeneous distributed embedded computing systems that 

link the related characteristics of real-time, mixed-criticality, cyber-physical and 

heterogeneous distributed systems. Hence, functional safety must be studied from the 

perspective of distributed computing; from this point of view, meeting functional 

safety requirements is challenging. 

 



1.3 Organization 

This work discusses the use of distributed computing to ensure the functional 

safety of automotive embedded systems. Our analysis is not exhaustive because we 

focus only on certain critical aspects and issues that tend to become significant in the 

near future. In particular, we discuss the functional safety issues that are specified in 

ASIL of ISO 26262 by applying distributed computing for schedulability analysis, 

real-time scheduling, reliability, and fault tolerance.  

 

The rest of this chapter is organized as follows. Section 2 describes the 

architectures of automotive embedded systems. Section 3 discusses the distributed 

functions and systems. Section 4 constructs related models for automotive embedded 

systems. Section 5 discusses the distributed computing for functional safety. Section 6 

concludes this study. 

2. Heterogeneous Distributed Architectures 

Traditional designs are based on the concept of a federated architecture, which 

involves the independent development of processing units in self -contained 

hardware ECUs that are connected by several buses as well as the exchange of 

information and coordination signals [6]. Such architectures sharply increase the 

cost of embedded electronics because the enhanced complexity of functionality 

hinders the usage of a single ECU to implement a single function, generates uneven 

computational needs that lead to the underutilization of some units, and poorly 

controls the emergent behavior of subsystems that can no longer be considered to be 

loosely connected. Therefore, these architectures do not satisfy the needs of modern 

automotive embedded systems. 

 

2.1  Heterogeneous Processing Units 

 

The processing units of the modern automotive electronics are composed of more 

than 100 heterogeneous ECUs, sensors, actuators, gateways, and other physical 

devices. For example, Fusion Energi, a plug-in hybrid electric vehicle that was 

launched by Ford Motors in 2003, comprises 145 actuators, 74 sensors, and 70 ECUs. 

Fig. 1 shows a sub-system of an automotive in-vehicle network that consists of four 

ECUs, three sensors, and eight actuators to which five software functions can be 



assigned [8]. These ECUs are interconnected by two low-speed controller area 

network (CAN) buses [15] with a bandwidth of 125 kbit/s. The network buses CAN 

1 and CAN 2 are interconnected through a gateway.  

 

 

   Fig.1 Interconnected ECUs and connected sensors/actuators  

 

The heterogeneity of processing units is mainly reflected in two aspects. First, 

different types of such units can perform only specific types of tasks (i.e., sensors 

for sensing data, actuators for implementing particular instructions, and ECUs for 

calculating real-time tasks). Second, a single task may be executed by different 

processing units with varying processing capabilities. 

 

2.2  Heterogeneous Networks 

Several network technologies have been applied in modern automobiles to meet the 

specific requirements for the different functions and subsystems of in-vehicle 

networks. The network topology structure is increasingly complex; for instance, the 

power control subsystem is mainly used in high-speed CANs (HS-CANs), the 

chassis control subsystem in high-speed CANs and FlexRay, and the body control 

subsystem in CANs. For example, the BMW-7 series containing more than 70 ECUs 

is divided into seven sub-networks. Fig. 2 shows the network architecture of this 

series, which includes three HS-CANs (500 kbps), one low-speed CAN (100 kbps), 

one FlexRay, one media oriented system transport (MOST), one Ethernet, and a 

central gateway [9]. We can see that the automotive networks are no longer mere bus 

topologies but are mixtures of various network topologies . 

 



 

Fig.2 In-vehicle network topology a BMW-7 series 

2.3  The Central Gateway 

Given the increasing numbers of sensors, actuators, and ECUs, modern control 

concepts require devices to support the cross linking of these channels. This 

interconnection is realized with a gateway that connects several buses among 

sub-networks at different speeds. Gateways are important nodes that connect and 

facilitate the transmission of messages from one bus to another; however, gateways 

can become bottlenecks in message transmission because they need to copy thousands 

of messages from one bus to the other bus(es) to fulfill distributed cross-bus 

functionalities.  

 

The CAN clusters (more than four or five CAN buses are interconnected by a 

gateway [10]) are taken as an example. Three types of gateway architectures can be 

employed in automotive applications, namely, the discrete channel, complex channel, 

and modular gateways [11]. At present, the first two architectures are the most 

popular gateways provided by semiconductor manufacturers. Although the discrete 

channel gateway requires a high-performance host CPU to facilitate real-time 

operation at high bus load, this gateway is flexible in terms of the number of bus 

channels. By contrast, the complex channel gateway supports the transfer of messages 

to other networks without increasing the load on the host CPU; however, this gateway 

is inflexible with respect to the number of CAN channels. Fig. 3(a) depicts the 

architecture of the discrete channel gateway that consists of three components, 

namely, a CPU, CPU peripheral bus, and several single-channel CAN modules. The 

gateway processing steps are described as follows: the CPU reads all necessary 



control information and receives messages over the peripheral bus from one CAN 

module. Subsequently, the CPU writes the same data over the peripheral bus to (an) 

other CAN module(s). 

 

(a)Architecture of the discrete 

channel gateway 

 

 

(b)Architecture of the complex 

channel gateway 

Fig.3 Architecture of the gateway 

 

The complex channel gateway is more elaborate than the discrete channel 

gateway; the former consists of a shared message RAM, several CAN cores, and an 

internal control unit (CAN control). In some cases, a link control is added to provide 

basic gateway functionality without generating any CPU load. The message RAM is 

implemented as a shared memory, and the messages for all CAN channels are 

combined in the same RAM block to reduce the need for internal data transfer and 

lighten CPU load in the process. 

3. Distributed Functions and Systems of Automobiles 

3.1 Distributed Functions  

In the future, automobiles are required to support an ever-increasing number of 

complex, distributed, and interdependent functions [6]. Many complex active and 

passive safety functions are introduced into automobiles; furthermore, the 

implementation process depends on the interaction, feedback, and coordination of 

multiple processing units through networks. A series of high-end luxury cars (e.g., 

Lexus and Mercedes Benz) contain more than 800 functions that comprise more than 



100 ECUs, and a single function covers various tasks and communication messages. 

The tasks of different functions share many heterogeneous ECUs, sensors, and 

actuators. Cross-domain message communication among different buses may be 

required to complete the information interaction procedure; however, this process 

increases the volume of data communication traffic. For example, the brake-by-wire 

function is a distributed function that consists of multiple precedence-constrained 

tasks and messages (as displayed in Fig. 4) [12]. Upon stepping on the brake pedal, 

information on the surrounding physical environment is collected by the sensors. 

The contact signal is then transported to the ECU units by various types of buses. 

These ECU cells receive and transmit the corresponding signals to other ECUs, thus 

initiating the relevant bearing mechanism. The cells issue instructions and open the 

brake signals to the brake actuators; then, the actuators receive the signal to perform 

the braking operation. This entire computation and communication process can be 

accomplished in a millisecond. The tasks involved in the calculation procedure, from 

the collection of data to the execution of the brake command, are subject to 

significant precedence constraints. The entire process must be allocated to five 

ECUs, two actuators, one sensor, and one gateway. Furthermore, different 

communication signals are generated in various tasks and packaged into 

corresponding messages that are transmitted through network buses.  

 

Fig.4 Brake by wire function 

3.2 Automotive Cyber-Physical Systems 

The principal challenges in embedded systems stem from interactions with 

physical processes and not from limited resources. The term “cyber-physical 

systems” (CPS) refers to the integration of computations with physical processes; in 

these systems, embedded computers and networks usually monitor and control 

physical processes with feedback loops. These processes affect the computations and 



vice versa [13].  

 

Automotive embedded systems are also called automotive CPS (ACPS) because 

automobiles support distributed functions with end-to-end computations that collect 

and transfer physical-world data from the 360° sensors to the actuators. These 

systems comprise throttle, brake, and steering subsystems as well as advanced 

human–machine interface devices. Active safety functions include adaptive cruise 

control and lane departure warning or lane keeping systems [6]. In an active cruise 

control system (Fig. 5), a set of radars (or of other sensors) scan the road in front of 

a car to ensure that no other cars or objects are moving at a low speed or have 

stopped in the middle of a lane. If such an object is detected, the system lowers the 

target speed of cruise control to match the speed of the detected obstacle. These 

functions are deployed together in automotive electronics system and possess the 

same sensing and actuation layers. In addition, active safety functions may share 

intermediate processing stages, such as sensor fusion, object detection functions, and 

actuator arbitration layers. Thus, a complex graph of functions (programmed as tasks) 

is generated with a high degree of communication dependency and deadlines on 

selected pairs of endpoints. 

 

Fig. 5 Cruise control system 

As pointed out in the preface of [13]: “In CPS, many things happen at once; 

physical processes are compositions of many parallel processes; concurrency is 

intrinsic in CPS; in addition to dealing with temporal dynamics, CPS designs 

invariably face challenging concurrency issues”. When we treat automotive 

embedded systems as ACPS, the inherent properties are dynamics and concurrency. 

Therefore, ACPS is not only a useful supplement to the current functional safety 



standard but is also an urgent and inevitable trend in automotive functional safety 

research. 

 

3.3 Automotive Mixed-criticality Systems 

Automotive embedded systems are systems that mix power control, chassis 

control, safety control, and vehicle control subsystems. Each subsystem often 

contains multiple distributed functions; however, the network traffic of the segments 

is not always isolated. For instance, certain automotive applications require 

messages to be exchanged among different segments. For example, the engine 

controller of the powertrain subsystem obtains its input from climate control of the 

body subsystem, and the dashboard of the body subsystem displays information from 

other subsystems [14]. These functions are developed using different design methods 

and are provided by various levels of auto parts suppliers. As a result, diverse 

functional safety requirements are established.  

Since their introduction in 2007 [15], mixed-criticality systems have become 

important topics in the embedded computing literature. A mixed-critical system 

integrates the hardware operating systems, middleware services, and application 

software that support the execution of safety-critical, mission-critical, and 

non-critical software within a single, secure computing platform [16].  

 

Given their cost and other considerations, embedded systems are increasingly 

used to implement multiple functionalities in a single shared computing platform. 

The mixed-criticality concept is quickly becoming important to such systems and has 

been identified as a core foundational idea in the emerging CPS discipline. Mixed 

criticality postulates that certain functions tend to become more significant (critical) 

than others to the overall welfare of a platform that supports multiple functionalities. 

For instance, correcting the behavior of an automotive control system to enhance the 

effectiveness of ABS operation is more important than correcting the behavior of an 

on-board radio [16]. Hence, automotive embedded systems are also typical 

mixed-criticality systems, and are called automotive mixed-criticality systems. 

 

ASIL refers to an abstract classification of inherent safety risks (as defined by 

ISO 26262) to identify the level of risk reduction required to prevent a specific 

hazard. The ASIL assessed for a specific hazard is then assigned to the safety goal 

set to address the risk in question. Subsequently, this level is referenced in the safety 



requirements derived from that goal. ASIL is an adaptation of the safety integrated 

level that was introduced in IEC 61508 for the automotive industry. This 

classification helps define the safety requirements that must be satisfied to acco rd 

with ISO 26262. ASIL is established by analyzing the severity, exposure, and 

controllability of a vehicle under a hazard scenario. In turn, the safety goal for that 

particular hazard includes the ASIL requirements. The standard identifies four ASILs, 

namely, ASILs A, B, C, and D. ASILs D and A reflect the highest and lowest 

integrity requirements of the product, respectively.   

 

 Each hazardous events (e.g., missing the deadlines of functions) are classified 

according to the severity (S) of expected injuries. Severity involves four criticality 

levels, namely, S0, S1, S2, and S3, where S0 and S4 represent the lowest criticality 

level (i.e., no injuries) and the highest criticality level (i.e., life -threatening to fatal 

injuries), respectively. 

 

Exposure indicates the relative expected frequency of the operational 

conditions under which injury may occur. This factor is classified in the ascending 

sequence of E0, E1, E2, E3, and E4; these classes represent incredible probability, 

very low probability (injury can be incurred only in rare operating conditions), low 

probability, medium probability, and high probability (injury can be inflicted under 

most operating conditions), respectively.  

 

Controllability is an important safety metric in ISO 26262; this aspect indicates 

the relative likelihood that a driver can prevent injuries. Nonetheless, this metric 

focuses on the controllability of the driver rather than that of the system. 

Controllability is classified in the ascending order of C0, C1, C2, and C3; these 

classes reflect general controllability, simple controllability, normal controllability 

(most drivers can prevent injury), and difficult or impossible controllability, 

respectively. 

 

On the basis of these classifications, ASIL D is defined as an event that has a 

reasonable possibility of causing life-threatening (survival uncertain) or fatal 

physical injury in most operating conditions. In this event, the driver has little 

chance of preventing such an injury. ASIL D combines the S3, E4, and C3 

classifications; that is, ASIL D is the combination of S3, E4, and C3 classifications.  



the level is reduced from D for every deterioration in the maximum values of any of 

these classifications (excluding the decline from C1 to C0).  Table 1 shows the 

combination of ASILs.  For example, a hypothetically uncontrollable (C3) fatal 

injury (S3) hazard can be classified as ASIL A if the hazard has a very low 

probability (E1) of happening. Quality management (QM) is the lowest ASIL (below 

A); according to the standard, this level is irrelevant to safety and requires only 

standard quality management processes.   

 

Table 1 Automotive Safety Integrity Level 

Severity 

class 

Probability 

class 

Controllability class 

C1 C2 C3 

S1 

E1 QM QM QM 

E2 QM QM QM 

E3 QM QM A 

E4 QM A B 

S2 

E1 QM QM QM 

E2 QM QM A 

E3 QM A B 

E4 A B C 

S3 

E1 QM QM A 

E2 QM A B 

E3 A B C 

E4 B C D 

 

Given that ASIL is the combination of severity, exposure, and controllability 

classifications, the safety requirement of an automotive function is actually the 

combination of the real time requirement, the reliability requirement of systems, and 

the controllability requirement of drivers.   

4. Distributed computing Models of Automobiles 

4.1 Function Model 

Many studies for mixed-criticality systems have been developed in the past years, 

but such studies are mainly based on periodic and sporadic task models. As mentioned 

earlier, the distributed functions of automotive embedded systems have apparent 



precedence constraints among tasks. A few models, such as time chains and task chains, 

have been employed in automobiles; however, these models are only suitable for simple 

distributed functions. With the increasing complexity and parallelization of automotive 

functions, a model that accurately reflects the distributed characteri stics of automotive 

functions is desirable. In heterogeneous distributed systems, a distributed function with 

precedence-constrained tasks at a high level is described as a directed acyclic graph 

(DAG), in which the nodes represent the tasks and the edges represent the 

communication messages between the tasks [17]. The DAG-based model has also been 

applied to automotive embedded systems [18].  

4.2 Synchronization Model 

Besides the representation of a function, a more critical aspect is synchronization 

of tasks and messages in a function, such that timing constraint with end-to-end 

response time is determined [17]. End-to-end response time means a unified end-to-end 

execution and transmission path combined with tasks and messages to determine 

whether it can meet the real-time requirements. There has been increasing interest and 

importance in end-to-end synchronization of distributed automotive functions. However, 

although some approaches refer to synchronization, they do not take full advantage of 

DAG of parallel and distributed computing, and also do not create accurate and 

efficient schedules. 

 

Communication is concurrent, and it is isolated with computation in the classical 

model. To obtain a more realistic description of more complex architectures, 

communication contention was introduced for messages in most studies. However, most 

of them ignore the heterogeneity of network.  Modern automotive networks are no 

longer mere bus topologies but are mixtures of various network topologies, including 

buses, stars, rings, trees, and mesh types. For example, CANs and FlexRay are usually 

configured with a bus topology, but they can be divided by gateways to form other 

topologies over different domains. The media MOST in automotive networks is 

generally configured with a ring topology [17]. Therefore, compared with many 

different types of single networks or bus networks, the topology of modern automotive 

network is a mixed network topology, which consists of different network technologies 

with different topologies.  

 



4.3 Mixed-criticality Systems Model 

An automotive mixed-criticality system consists of multiple distributed 

mixed-criticality functions. An important property in mixed-criticality systems is the 

criticality level ASIL. ISO 26262 identifies four criticality levels denoted by ASILs 

(i.e., A, B, C, and D) mentioned earlier.  Hence, the systems comprise more than two 

criticality levels (hence the name multiple-criticality systems) and are thus different 

from dual-criticality systems, which comprise only two criticality levels in many 

studies. 

 

Two types of ASILs exist in automotive mixed-criticality systems, namely, the 

ASIL of systems and the ASILs of functions. Each function has an initial ASIL. The 

ASIL of systems can be changed to higher-criticality levels and back to 

lower-criticality levels. A change of the ASIL of systems indicates a switch in system 

mode. A function can only be executed on the modes in which its ASIL is higher than or 

equal to the ASIL of systems. Notice that different functions may come at different time 

instants on automotive mixed-criticality systems due to the dynamics of ACPS. 

5. Distributed Computing for Functional Safety 

Given that the safety requirement of an automotive function is actually the 

combination of the real time requirement, the reliability requirement of systems, and 

the controllability requirement of drivers, this section discusses the related functional 

safety issues by applying the distributed computing, namely, schedulability analysis, 

real-time scheduling, and reliability and fault-tolerance. 

5.1 Distributed Computing for Schedulability Analysis  

Determining the end-to-end delay bounds of distributed functions are extremely 

important for a safe and reliable design phase of automotive embedded systems.  

Timing verification techniques are employed to obtain the end-to-end delays. Three 

main verification techniques exist for real-time systems, namely, simulations, 

exhaustive exploration, and schedulability analysis  (also referred as the worst case 

response time (WCRT) analysis) [10]. Simulations are relative easier approaches for 

developing and validating, but obtained results cannot be guaranteed to be safe, 

because it only explores partial combinations of the state space. Exhaustive 

exploration can find the exact result by exhausting all possible combinations, but it is 

only useful for very small-scale cases because the time complexity accelerates 



exponentially.  Schedulability  analysis is an extensive approach by building  a  

mathematical  model  of the  worst possible  situations  that  can  be  

encountered  at  run-time.  Schedulability analysis allows us to compute the 

WCRT bound, and provide firm and deterministic guarantees   that are needed in 

safety-critical functions. Hence, schedulability analysis is a reasonable approach from 

the point view of safety. However, many problems still exist in automotive embedded 

systems. 

 

First, most studies on the schedulability analysis of real-time systems are based on 

the classical Liu and Layland's (L&L) task model, in which critical instants are 

proposed [19]. The classical schedulability analysis method for a single CAN bus can 

be applied to segmented networks, but it can only obtain quite pessimistic results as it 

overlooks the influence of the gateway. To reduce the pessimism, the influence from the 

gateway for the WCRTs of messages of dual-buses was first systematically summarized 

[20].  However, their obtained WCRTs are still pessimistic.  Recently, end-to-end 

schedulability analysis for CAN messages has attracted a few researches on CAN buses 

interconnected by a gateway. In the aforementioned research, the “busy period" is 

defined for messages to obtain a safe but pessimism upper bounds. However, existing 

approaches on schedulability analysis for messages only focus on two buses 

interconnected by a gateway.  

 

Second, the gateway is an important node that is required to copy thousands of 

CAN messages from one bus to the other bus(es) to complete these distributed 

cross-bus  functionalities. Hence, the end-to-end schedulability analysis for CAN 

messages and gateway tasks is an important research topic. However, existing 

end-to-end time analysis methods do not consider the effects of gateways. To achieve a 

safe and reliable design of in-vehicle networks, we should analyze the WCRT of 

gateway tasks [21]. 

 

Third, existing schedulability analysis methods either explicitly enumerate 

combinations (i.e., exhaustive exploration), which lead to combinatorial explosion 

problems, or mainly calculate safe upper bounds (i.e., approximate response times) to 

improve efficiency at the cost of precision loss.  In many practical cases, especially in 

complex architectures with gateways and heterogeneous communication, the 

approximate response time cannot capture the complexity of practical systems.  



Therefore, an approximate and pessimistic result cannot be predicted and quantified, 

and unnecessarily conservative design choices may be obtained. Hence, an exact WCRT 

analysis becomes necessary for in-vehicle networks. 

 

Fig. 7 shows the probability distribution of interfering delays for the task under 

analysis [21]. The starting and ending points of the distribution curve are the best and 

worst case delays, respectively. Determining the exact worst case delay is a 

combinatorial explosion problem. As such, several existing studies aim to estimate a 

pessimistic but safe upper bound delay within a pseudo-polynomial computational time. 

 

Fig. 7 Distribution of interfering delays 

 

As depicted in Fig.7, a large body of interfering delays is close to the best case. In 

general cases, interfering delays rarely get close to the worst case. If we can find a 

sufficiently large lower bound delay which is larger than or equal to the lower bound 

delay and is less than or equal to the worst case delay in an extremely short time, then 

we can obtain the exact worst case delay belonging to the small scope of the lower 

bound and the upper bound delays.  

 

5.2 Distributed Computing for Real-time Scheduling 

Severity is caused by a hazardous event, and one of the parts of ASIL of ISO 

26262. Each function has different severity levels and missing the deadlines of certain 

high-criticality functions may cause fatal injuries to people under this situation.  

 

The mixed-criticality scheduling problem was first identified and formalized by 

Vestal [15], whose work has been extended and has inspired further substantial 



investigations [3,16]. However, the models of these works are only periodic and 

sporadic tasks models. Hence, these works only considered mixed-criticality from the 

``task level" perspective and cannot reflect the distributed characteristics of functions 

in automobiles. 

 

The scheduling of a single DAG-based distributed function is the basis of the 

scheduling of multiple DAG-based distributed functions. List scheduling includes two 

phases: the first phase orders tasks according to the descending order of priorities 

(task prioritizing), whereas the second phase allocates each task to a proper processor 

(task allocation). Scheduling tasks for a single DAG-based function with the fastest 

execution is a well-known NP-hard optimization problem [17]. 

 

In recent years, the scheduling of multiple DAG-based distributed 

mixed-criticality functions in heterogeneous distributed architectures has been studied 

extensively [22,23]. The authors considered functions to be separated and used a 

temporal and spatial-partitioning scheme, in which safety-criticality functions are 

scheduled using static-cycling scheduling and non-safety-criticality functions are 

scheduled using fixed-priority preemptive scheduling [22]. The major problems are as 

follows: 1) they only considered two criticality levels based on dual -criticality 

systems and 2) the communication times of messages for connecting 

precedence-constrained tasks are ignored. In [23], the authors considered processors 

interconnected by the time-triggered Ethernet protocol for mixed-criticality systems. 

Although these works used the DAG-based model for distributed functions, they still 

adopted the improved earliest deadline first (EDF) and rate monotonic (RM) 

scheduling algorithms of real-time systems. Distributed architectures and functions 

should be combined with the methods of distributed embedded systems. For the 

functional safety of automobiles, scheduling should be considered at the “function 

level” and not at the “task level”. 

 

Some studies for dynamic multiple DAG-based distributed functions scheduling, 

which means that they arrive at different time instants, are proposed to minimize the 

overall scheduling length (i.e., makespan). However, two important factors can be  

improved for the high-performance of systems. One factor is heterogeneity. Most 

algorithms use the upward rank value   for ordering tasks and the earliest finish time 

(EFT) for assigning processors. These two criteria are derived from single DAG-based 



function scheduling algorithms and can be improved to permit the creation of accurate 

and efficient schedules on heterogeneous distributed systems. Another factor is fairness.  

Slowdown-driven and round-robin strategies are suitable choices for fairness. However, 

existing algorithms fail to make full use of the fairness in dynamic environments; and 

cause obvious unfairness to longer-makespan functions or shorter-makespan functions 

(longer-makespan functions have longer makespans than shorter-makespan functions if 

they use the same single DAG-based function scheduling algorithm). 

 

Systems and functions in automotive mixed-criticality systems involve 

considerable conflicts. Overall makespan is the main concern in system performance, 

whereas deadlines are the major timing constraints of functions. The deadlines of all 

functions cannot be met in heterogeneous distributed embedded systems, particularly in 

resource-constrained distributed embedded environments. A high-criticality function 

(i.e., a function with high criticality level) has a considerably important and strict 

timing constraint for a given deadline. Missing the deadlines of high-criticality 

functions would result in fatal injuries to people. Most algorithms use fairness policies 

to reduce the overall makespan of systems in heterogeneous distributed systems; 

however, these policies could lead to the failure to meet the deadlines of high -criticality 

functions. Therefore, both performance and timing constraints should be considered to 

achieve a good overall makespan and low deadline miss ratio (DMR). 

 

5.3 Distributed Computing for Reliability and Fault-tolerance 

As mentioned earlier, exposure is an important part of ASIL of ISO 26262. Exposure 

means the relative expected frequency of the operational conditions in which the injury can 

possibly happen. However, exposure only reflects the basic range of qualitative 

probability; if this factor is considered in the computation, then the probability of 

failure must be quantified . In computer science, reliability is usually described the exposure. 

 

Reliability is defined as the probability that the schedule is successful, i.e., 

succeeds to complete its execution. Fault-tolerant techniques are common way to 

improve the reliability, and replication is an important software fault-tolerant 

technique [24]. Many researches about reliability of heterogeneous distributed 

systems have been presented with replication.  The widely accepted reliability model 

is that each hardware component (processor or communication link) is fail -silent and 



is characterized by a constant failure rate per time unit. The occurrences of the 

failures follow a constant parameter Poisson law [24]. This law is also known as the 

exponential distribution model. The most representative of replication is the 

primary-backup replication, which is implemented by performing multiple replicas to 

improve the reliability [25].  However, many different characteristics and new 

problems still exist in automotive embedded systems. 

 

First, a distributed function is integrated with precedence constrained tasks, 

which are closely related and dependent from each other. A predecessor task's failure 

might influence its successor tasks and easily cause failure propagation  [26]. 

Moreover, whether the exit task of a function is successfully completed or not is the 

major concern of both functions and systems. Hence, how to construct reliability 

models of distributed functions including such failure propagation is desirable.  

 

Second, adding more replicas could increase both the reliabili ty and the 

makespan of a function intuitively. That is, the two criteria (makespan and reliability) 

are conflicting. Bi-objective scheduling for optimizing makespan and reliability is a 

bi-criteria optima problem [27]. However, distributed automotive functions do not 

need to strictly deal with the above bi-criteria because of the following reasons: 1) 

meeting the reliability requirements of functions is the main objective, whereas 

higher reliability for a function means higher cost rather than the bicriteria 

optimization; 2) any function cannot be 100% reliable, but only if the systems can 

meet the reliability requirement of the function, then we recognize the function is 

reliable. Hence, the reliability problem is that meeting the reliability requirement 

while still reducing the resource consumption as soon as possible.  

 

Third, two typical primary-backup replication methods exist in existing 

research, namely, the one backup replica for each primary replica  [27], and the fixed  

  replicas for each primary replica [28]. The problem of the first method is that it 

only tolerates at most one failure, and cannot cope with potential multiple (more 

than two) failures. Although the second method may improve the reliability of the 

function to provide better service, it will cause higher redundancy and resource 

consumption with higher economic cost and longer makespan. Both of the above two 

methods are infeasible for automotive embedded systems. To reduce the resource 

consumption under meeting the reliability requirement of a function, replicas 



quantifying for different tasks of a function should be considered. 

6. Conclusion 

Modern automotive embedded systems join the related characteristic of 

real-time systems, cyber-physical systems, mixed-criticality systems, and 

heterogeneous distributed systems. This study discusses the functional safety 

problems of automotive embedded systems according to the ISO 26262 standard. We 

discuss the schedulability analysis, real-time scheduling, and reliability and 

fault-tolerance of automotive embedded systems by applying the distributed 

computing. We believe that our study could help understanding the related functional 

safety issues of automotive embedded systems. 
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