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Abstract

As a pioneering network architecture, Named Data Networking (NDN) leverages the content-centric model and connectionless transmission mode to enhance network capacity. Despite the emergence of numerous congestion control protocols aimed at improving NDN transmission efficiency, most of these approaches implicitly assume that each interest packet elicits one single data packet, which significantly restricts network performance. To address this issue, we introduce C3NDN, a Congestion Control scheme that leverages caching strategy in NDN. C3NDN formulates a One-Interest-Multiple-Data model to improve network efficiency, and employs a probabilistic caching strategy to cache popular content at important nodes and optimize the in-network caching characteristic of NDN. Furthermore, C3NDN incorporates a congestion control algorithm based on the One-Interest-Multiple-Data model, which considers the bandwidth and delay information of the transmission path. Additionally, C3NDN implements a marking method that takes full advantage of node cache and reduces transmission time. Extensive experiments have been conducted to show the performance of C3NDN, and the results demonstrate that C3NDN can reduce the transmission time by up to 41.68% when compared with the other congestion control schemes.
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1. Introduction

With the rapid development of Internet scale and its diversity, network application model is evolving from early resource sharing to current content requirement and distribution. However, current Internet infrastructure is mainly based on IP address which indicates end-to-end connection. Therefore, it is difficult for traditional end-to-end transmission mode to satisfy this change (Vasilakos et al., 2015). To solve this problem, Named Data Networking (NDN) is proposed. It changes the semantics of network service from delivering packets to a given destination to fetching content identified by a given name, thus helps the Internet evolving from the host-centric model to a content-oriented model (Zhang et al., 2014).

In NDN, a content requester sends out an interest packet carrying a name identifying its desired content. The interest packet is routed towards the content producer based on this name. The content provider (the content producer or some intermediate routers which cache the whole content) provides a corresponding data packet which carries the matching content, and the data packet is forwarded back to the content requester through the interest packet routing path reversely. However, if the requested content is too large to be encapsulated into a single data packet, the provider must divide the content into some fragments, and encapsulate each fragment into a data packet (Ren et al., 2016). If all data packets are returned at one time, it easily results in congestion and packet loss. If only one data packet is returned which is corresponding to the interest packet, then the requester needs to keep sending interest packets until receiving the full content, which easily causes high delay. Therefore, it is necessary to propose an efficient congestion control scheme which can transmit the all content fragments from a large content within a short time and without much packet loss, especially for big data and delay-sensitive applications (e.g., AR/VR) in NDN.

Besides, as an important characteristic of NDN, in-networking caching enables some intermediate nodes to cache the content to shorten the routing paths to the content requester and reduce packet delivery latency (Din et al., 2018). However, due to the space limit, the intermediate node can only cache part of the content fragments instead of the total content. Therefore, the intermediate nodes cannot fully respond to the received interest packet as a content provider in...
traditional transmission mode in NDN. Thus, how to make use of the content fragments cached in intermediate nodes is an important issue for congestion control in NDN, since it can help mitigate congestion by utilizing the caching which holds some content fragments intermediate nodes and reducing the total traffic load on the content producer in the network.

Although there are some existing works which propose congestion control schemes and caching strategies for NDN, they fall short in reducing the transmission latency (Siddiqui et al., 2019). The main shortcomings manifest in the following ways.

- The majority of current congestion control schemes in NDN adopt One-Interest-One-Data model, in which one data packet is returned for one interest packet. When the content volume is large, the number of required interest packets is also large, which results in high bandwidth occupation and latency overhead in the network.
- Although some works have considered the possibility of using one interest packet to retrieve multiple data packets, they usually focus on the single content provider and lack the consideration for content fragments in in-network caching of intermediate nodes. As a result, only the nodes which hold the whole content are the content providers. This will increase the request latency and make congestion control schemes less effective.

To solve all the problems aforementioned, we propose C3NDN, a Congestion Control scheme based on Caching strategy in NDN. C3NDN adopts the One-Interest-Multiple-Data transmission mode to save network bandwidth and improve the transmission efficiency. In the One-Interest-Multiple-Data transmission mode, interest packets are also used to collect network information including bandwidth and delay, and then the content providers update their congestion window sizes to calculate the number of data packets to be returned for the received interest packet. Moreover, a probabilistic caching strategy (PCS) and the corresponding cache updating strategy (CUS) which reduces content fragments redundancy and improves cache efficiency are proposed. For the congestion control scheme, a marking mechanism is also proposed to enable anyone which holds a content fragment to respond to the received interest packet, which distributes the transmission of a large content to different intermediate nodes and utilizes the caching of the near nodes to smooth the sending rate of data packets from some further nodes, then effectively relieves the congestion caused by one single content provider in traditional transmission mode in NDN.

The main contributions of this work are summarized as follows.

- We propose the One-Interest-Multiple-Data transmission mode to allow one interest packet to trigger multiple data packets, thus it only requires a few interest packets to get all fragments from the corresponding data packets to form a complete content in one content request, then perform congestion control on the content provider, therefore saving network bandwidth and improving content transmission efficiency.
- We propose a congestion control algorithm which collects the bottleneck link bandwidth and delay information to calculate the congestion window and sending rate of the content provider. We also propose a marking scheme, so that the cached content of each node can be transmitted in an orderly manner, making full use of the node cache and reducing transmission time.
- To further improve the transmission efficiency of C3NDN, we also propose a probabilistic caching strategy and the corresponding cache updating strategy. Each node calculates the caching probability based on the cache value of the content fragment, the popularity of the corresponding content, and the node importance. Moreover, the cache update strategy is executed based on the fragment retention value and redundancy when the space occupied by the cached content exceeds the rated threshold, thereby reducing the redundancy of the cached content and improving the cache efficiency.
- Finally, we conduct extensive experiments to evaluate the performance of C3NDN. Experimental results show that C3NDN has better transmission performance, including higher transmission rate and shorter transmission time. For example, C3NDN can reduce the transmission time by up to 41.68% when compared with the other congestion control schemes. Moreover, PCS also achieves a better performance, in terms of cache hit ratio, average hit counts, and cache replacement ratio.

The rest of this paper is organized as follows. Section 2 summarizes related works. Section 3 presents the system model and the design of C3NDN, Section 4 evaluates C3NDN’s performance with extensive experiments under different scenarios. Finally, Section 5 concludes the paper.

2. Related work

In recent years, NDN has been popular in both industry and academic area, and there is a lot of work on NDN to improve network performance. Next, we summarize related works into two subjects, namely caching strategy and congestion control schemes.

2.1. Caching strategies in NDN

As a prominent role of NDN, in-network caching has been attracting plenty of attention. LCE (Leave Copy Everywhere) (Jacobson et al., 2009) is the original and default caching strategy which caches everything everywhere, namely each node caches each received data packet. It fully utilizes caching to improve the caching hit ratio and reduce the transmission latency. However, the limited cache space makes it infeasible to always get data from the cache in reality, because the node will update cache very frequently and unnecessarily to accommodate the new received data packets and the high cache redundancy of unpopular content cannot contribute to a high utilization. Meanwhile, these operations introduce a high overhead. LCP (Leave Copy Probability) (Arianfar et al., 2010) takes a probability calculation before caching the received content. It reduces cache redundancy and caching overhead, but the fixed probability setting does not solve the problem fundamentally, and the characteristic of content and node, such as content popularity and the node centrality, has not been considered. CPCCS (compound popular content caching strategy) (Naeem et al., 2019) divides content into two types, namely OPC (optimal popular content) and LPC (least popular content) based on the number of received data packets for each content file. It caches OPC in all intermediate nodes along the routing, and caches LPC only in the one-hop neighboring node. SDC (spatially dispersed caching) (Kamiyama and Murata, 2018) disperses content by assigning a binary ID to each router and limits cache targets at each router to content with names whose hash value coincides with the router ID. It utilizes the limited cache resources by avoiding duplicated caching of the same content among close routers. In Gui and Chen (2020), a cache placement strategy based on compound popularity (content popularity and node popularity) which enhances the reuse rate of the data packets is proposed. CCnds (Content Caching strategy for NDN with Skip) (Rezazad and Tay, 2020) breaks a content file into small fragments and spreads them in the path between content requester and provider, so that the first fragment should be cached at the router close to the requester and the last one towards the content provider. In Alhowaidi et al. (2021), a software-defined, storage-aware routing mechanism that leverages NDN router cache-states, software defined networking and multipath forwarding strategies is proposed to improve the efficiency of very large data transfers. For the large data transfers, It presents a comprehensive analysis of NDN cache management and proposes a novel prefetching mechanism to improve data transfer performance. CaDaCa (Categorized Data for Caching) (Herouala et al., 2022) explores the role of data categorization in enhancing the cache mechanisms in NDN. The popular content...
requests are categorized to enable in-depth knowledge about users’ behavior. In Iqbal et al. (2022), a caching strategy is proposed to help source-driven forwarding. It caches diverse contents considering the gap between successive copies and content availability while admitting new contents. More caching strategies can be referred to several good surveys (Ioannou and Weber, 2016; Zhang et al., 2015a; Abdullahi et al., 2015).

### 2.2. Congestion control schemes in NDN

Congestion control is always an elementary issue of computer networks. Since NDN is receiver-driven, some researchers take congestion control schemes on the receiver (content requester) and adjust the sending rate of interest packets to avoid congestion (Muchtar et al., 2020). For example, ECP (Explicit Control Protocol) (Ren et al., 2015) detects the network congestion condition proactively, and sends explicit feedback to the content requester. Then the requester adjusts the sending rate of interest packets to control the sending rate of data packets from the content provider, thus to realize the congestion control. Because NDN adopts a receiver-driven hop-by-hop transport approach that facilitates in-network caching, traditional methods which keep a single round trip time (RTT) estimator for a multi-path flow are insufficient, because each routing path may experience different round trip times. Thus, ChPoCoP (Zhang et al., 2015b) utilizes explicit congestion control to deal with the multiple-source and multiple-path situation in NDN. In Lan et al. (2020), DRL-CCP (RL-based Congestion Control Protocol) which is based on deep reinforcement learning is proposed. It enables the content requester to automatically learn the optimal congestion control policy from historical congestion control experience to adjust of the interest packets sending window size. In Ye et al. (2020), HbHCM (Hop-by-Hop Congestion Measurement) and PAQM (Practical Active Queue Management) are proposed to detect congestion and generate explicit congestion notification at NDN nodes by monitoring the change of transmission delays. HbHCM measures the transmission delay in hop and PAQM converts the delay to notification signals to notify the content requesters. The in-network caching results in that the end-to-end flow control in current Internet cannot be applied to NDN. Thus, in Lee and Nakazato (2020), a diffusion-based flow control method for NDN is proposed. RevMax, a gateway-aware congestion control mechanism, is proposed for the purpose to overcome the drawbacks of the complexity and compatibility issues of the existing flow-based and hop-by-hop congestion control mechanisms (Li et al., 2020). The gateway offers a price for the content requester, and the requester adjusts the interest packet requesting rate according to the price. Then the optimal pricing policy for the gateway is formulated as a revenue maximization problem. In Song and Zhang (2021), the rate-based approach is analyzed which represents a more promising direction than existing window-based congestion control solutions. A BBR(Bottleneck Bandwidth and RTT(Round-trip propagation time))-guided congestion control is proposed for bulk data fetching by a group of users in Hu et al. (2021). It applies RTT filtering and interest scheduling to improve BBR’s efficiency in NDN. In Ye et al. (2021), a Network Utility Maximization (NUM) model is proposed to formulate multi-source and multipath transmission with in-network caches in NDN. Then a Delay-based Path-Specified Congestion Control Protocol (DPCCP) is presented as a specific instance of the receiver-driven transmission solutions. DPCCP utilizes queuing delays to measure and control congestion levels of different bottlenecks. In Wu et al. (2022), a multi-path congestion control mechanism is proposed. It includes multi-path discovery and multi-path congestion control. In discovery process, a path tag is devised to uniquely mark each sub-path in the forwarding process and a tag-aware forwarding strategy is presented to discover and manage sub-paths. In congestion control process, some different metrics, such as packet loss, bandwidth, round trip time, and path centrality are integrated to assess paths, and the Upper Confidence Bound (UCB) algorithm is leveraged to select sub-paths to maximize network throughput. In Hashemi and Bohlooli (2021), an explicit feedback-based congestion control is proposed to manage content request sending rate. It employs a per-packet feedback computation to inform requester from the available resource of paths toward repositories and provides feedback to the forwarding mechanism of a router to adjust the sending rate of interest packets to each interface. In Yang et al. (2022), an Intelligent Edge-Aided Congestion Control scheme based on Deep Reinforcement Learning is proposed. It provides a proactive congestion detector which utilizes intermediate routers to transmit accurate congestion information along the path to content consumers through the data packets, and divides data packets into different congestion degrees by a lightweight clustering algorithm to obtain a reasonable transmission rate. Moreover, it distributes the estimated bandwidth resources to content consumers with different transmission needs to maintain fairness.

### 2.3. Summary of existing work

Although there are plenty of related works, nearly all caching strategies and congestion control schemes are designed separately, and congestion control schemes are taken without caching strategies, and then the in-network caching cannot be fully utilized. On the other hand, some caching strategies try to decrease content redundancy, which would influence the ability of intermediate node responding to interest packets. Different from existing works, our C3NDN and corresponding PCS can take caching for each content fragment from the viewpoints of content and nodes, and fully utilize the caching of content fragments to set the sending rate of data packets to avoid congestion.

### 3. System design

In this section, we present C3NDN’s design in detail. We first introduce the model of our system. Then we propose a caching strategy based on content and node property together with a cache updating strategy. Finally we propose a congestion control scheme based on the caching strategy.

#### 3.1. System model

In this paper, NDN can be modeled as a connected graph $G = (V; E)$, where $V = \{v_i|1 \leq i \leq N\}$ is the set of nodes, and $E = \{e_{ij}|v_i, v_j \in V, 1 \leq i, j \leq N, i \neq j\}$ is the set of links. $N$ is the total number of nodes in $G$, and $N = |V|$. At the same time, the content can be modeled as a set $C$, and a content file $c_k \in C$, where $1 \leq k \leq M$, $M = |C|$ is the total number of content files in NDN. In this paper, we assume that each node has the same cache size and each content fragment has the same size, but each content file has different sizes thus can be divided into different numbers of fragments.

To clarify NDN and be understood easily, a system flow of NDN is shown in Fig. 1. In NDN, the content requester send out an interest packet to the network, which mainly consists of the requested content name and other parameters. When the interest packet traverses through the network, if the intermediate nodes (like routers) contain partial content data, they will return the data packet which consists of the
content name, data and other parameters, then send out the interest packet to content provider. Finally, the content provider returns the data packets with the remaining data which intermediate nodes fail to provide.

To support the proposed scheme in this paper, referring to the basic packet format in NDN, we design the structure of an interest packet and a data packet shown in Fig. 2 respectively. The field with shadow are the new ones. In the interest packet, the “Content Name” field indicates the identity of the content data. The “Selectors” field indicates the preferences like order preference, publisher filter and so on. The “Transmission info” field indicates the routing and content information in the whole transmission, such as available bandwidth and delay, along the routing path from the content requester to the content provider. “Sent” and “Lost” mean that the content information including the content fragments can be provided by the upstream nodes which are along the content requester to the current intermediate node, and the lost content fragments during the last transmission respectively. The “Nonce” field is used to detect looping interests. The “Guiders” field indicates the scope interest lifetime and so on. In the data packet, the “Content Name” field also indicates the identity of the content data. The “MetaInfo” field indicates the content type, freshness period and some other meta information. The “Content Data” includes the data of the requested content. The “Inventory” field means the content fragments sent by the content provider for the received interest packets. The “Signature” field indicates the signature type, key locator and so on. We present the details of our proposed methods in the following subsections.

To be understood easily, Fig. 3 shows the system workflow of C3NDN. Because C3NDN is designed for big data and delay-sensitive applications, for example AR/VR in NDN, the large content will be partitioned into some fragments, and each fragment can be encapsulated into a data packet. Moreover, as the basis of C3NDN, a probabilistic caching strategy and the corresponding cache updating strategy make some intermediate node cache some fragments. Thus, when a content requester sends an interest packet to request the content, if any intermediate nodes have cached some content fragments, they can respond with these fragments to the received interest packet, although they cannot provide the whole content. Meanwhile, the intermediate node forwards the interest packet to require the remaining content fragments for the whole content. When the content provider receives the interest packet, it will only return the other content fragments reversely along the routing path of the interest packet. The cached intermediate node can utilize the cache store (CS) to smooth the data packet flow to avoid congestion. Therefore, C3NDN can not only mitigate congestion, but also reduce content acquirement latency, because it transmits a part of content fragments from the content provider to the content requester, while the traditional method needs to transmit all content fragments from the content provider to the content requester.

3.2. Probabilistic caching strategy (PCS)

Since the content can be divided into multiple fragments, an effective caching strategy should consider two aspects, namely content fragment and node. The former contains the content popularity and the caching property of a content fragment, and the node property reflects the location of a node in NDN.

3.2.1. Content fragment property

Due to the distributed characteristic, each node has different viewpoints of content popularity. Thus, the popularity of content $c_j$ in node $v_i$ is calculated by Eq. (1).

$$p(v_i, c_j) = \frac{\text{num}(v_i, c_j)}{\max(\text{num}(v_i, c_j), \forall c_i \in C)}$$  \hspace{1cm} (1)

where $\text{num}(v_i, c_j)$ is the number of interest packets about content $c_j$ received by node $v_i$, and $\max(\text{num}(v_i, c_j), \forall c_i \in C)$ is the maximum number of interest packets about a content file received by node $v_i$.

Since a content file is divided into multiple fragments, the caching property of a content fragment can be decided according to the content fragment ratio and the content fragment caching ratio. The content fragment ratio measures how easy to cache the whole content for a single node, which indicates the content’s easiness to be cached within a single node. Therefore, the larger number of content fragments, the less easy to cache the whole content for the single node, thus the less value of content fragment ratio. The content fragment caching ratio evaluates the percentage of content fragments cached by the node over the total number of the content fragments, which indicates a node’s ability to cache a specific content. They are calculated as Eqs. (2) and (3):

$$R_f(c_j) = \begin{cases} 1, & \text{if } N_{frc}(c_j) \leq \delta^L_{Nfrc} \\ \frac{\delta^L_{Nfrc}}{N_{frc}(c_j)}, & \text{if } N_{frc}(c_j) > \delta^L_{Nfrc} \\ \frac{\delta^U_{Nfrc}}{N_{frc}(c_j)}, & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)

where $R_f(c_j)$ denotes the content fragment ratio, and $\delta^L_{Nfrc}$ and $\delta^U_{Nfrc}$ are two thresholds denoting the lower and upper bounds of the number of the content fragments. Obviously, the larger the number of the fragments of a content file, the smaller content fragment ratio. Thus, when the number of the fragments $N_{frc}(c_j)$ of content $c_j$ is small, it is easy for a node to get all fragments to form a content file, and then the node will be more willing to cache a content fragment. Here, $N_{frc}(c_j)$ is the number of fragments of a whole content $c_j$, and $N_{frc}(v_i, c_j)$ is the number of fragments of content $c_j$ held by node $v_i$. $R_f(v_i, c_j)$ is the content fragment caching ratio denoting the ratio of the number of the content fragments cached in a node and the number of the content fragments. Obviously, the more content fragments are cached in a node, the larger the $R_f(v_i, c_j)$. Thus, the caching property of a fragment of content $c_j$ in node $v_i$ is calculated by Eq. (4):

$$c_p(v_i, c_j) = \max(R_f(c_j), R_f(v_i, c_j)).$$  \hspace{1cm} (4)

Obviously, the larger the content fragment ratio, the larger the content fragment caching ratio, and the larger the caching property
of the content fragment. We use the maximum form to give equal importance to content fragment ratio and content fragment caching ratio. Specially, if a node caches a fragment from a content file with fewer fragments, or a node has cached most of the fragments from a content file, there will be a higher probability to cache this content fragment to be able to respond to later content requests.

3.2.2. Node property
The location of a node in NDN has important influence on network load. We consider degree centrality and eigenvector centrality because they reflect the number of neighbors and their importance respectively. Degree centrality is the simplest centrality measure in a graph, which means the ratio of the degree and the total number of nodes in the network. Thus, it can evaluate the importance of the node in the graph. Similarly, Eigenvector centrality is a more sophisticated view of centrality, which evaluates the node’s ability to connect to other well-connected nodes. Since it is very hard to get an accurate network topology practically, we just compare the centralities of a node and its one-hop neighbors to denote its relative centrality. The relative degree centrality and eigenvector centrality of a node are calculated by Eqs. (5) and (6):

\[ R_{CD}(v_i) = \frac{C_D(v_i)}{\max(C_D(v_j))}, \quad \forall v_i \in (N(v_i) \cup v_i) \]

\[ R_{CE}(v_i) = \frac{C_E(v_i)}{\max(C_E(v_j))}, \quad \forall v_i \in (N(v_i) \cup v_i) \]

where \( C_D(v_i) \) is the degree centrality of node \( v_i \), and can be calculated as the ratio of the number of its one-hop neighbor and the number of nodes in network. \( \max(C_D(v_j)) \), \( \forall v_i \in (N(v_i) \cup v_i) \) denotes the maximum value of the degree centralities of node \( v_i \) and its all one-hop neighbors. The fraction form makes the node’s relative degree centrality a pure decimal and achieves normalization. Similarly, \( C_E(v_i) \) is the eigenvector centrality of node \( v_i \), and can be calculated as the product of the eigenvector of the adjacent vector of the network and the corresponding eigenvalues. Thus, the node property of \( v_i \) can be calculated by Eq. (7):

\[ d(v_i) = r_D \times R_{CD}(v_i) + r_E \times R_{CE}(v_i) \]

where \( r_D, r_E \) are two weight factors, \( 0 \leq r_D, r_E \leq 1 \), and \( r_D + r_E = 1 \). They determine the weight between degree centrality and eigenvector centrality in calculating node property.

Because probabilistic caching strategy has been proven to be an effective and simple way (Naeem et al., 2022), when a node \( v_i \) receives a new content fragment about content \( c_j \), we comprehensively consider the above three factors, and calculate caching probability as Eq. (8):

\[ P(v_i, c_j) = d(v_i) \times \omega_1 \times p_1(v_i, c_j) \times p_2(v_i, c_j) \]

Obviously, the more important the node is, the more popular the content is, the higher the caching property is, and the higher probability of the node caches the content fragment.

3.2.3. Algorithm pseudocode
Algorithm 1 shows the pseudo-code of PCS. When an intermediate node receives a data packet, it will calculate the caching property of this content fragment according to Eq. (4), the popularity of the content according to Eq. (1), the node property according to Eq. (7), the caching probability based on Eq. (8), and finally take probabilistic caching.

3.3. Cache updating strategy (CUS)
Because there is limited space for each node's caching, the node needs to update its caching timely to accommodate new and more popular contents.

3.3.1. Content fragment caching property
To choose the appropriate content fragment in cache updating strategy, each node maintains two properties for caching each content fragment, namely fragment self caching value and fragment neighbor caching redundancy. The former means the value of reserving a content fragment in its own cache. Based on the above analysis in the last subsection, it is calculated by Eq. (9):

\[ f_i(v_i, c_j) = \omega_1 \times p_1(v_i, c_j) + \omega_2 \times R_f(v_i, c_j) \]

where \( \omega_1, \omega_2 \) are two weight factors, \( 0 \leq \omega_1, \omega_2 \leq 1 \), and \( \omega_1 + \omega_2 = 1 \). They determine the weight between content popularity and content caching probability ratio in calculating content fragment caching value.

The fragment neighbor caching redundancy means the number of the same content fragments cached in one-hop neighbors. Obviously, if the same content fragments are cached in two neighboring nodes, which will not significantly improve the performance in terms of hitting hop count. Moreover, if the fragment neighbor caching redundancy is large, namely there are plenty of same content fragments cached in neighboring nodes, it will reduce the diversity of caching and increase the content requiring latency. To reduce the huge overhead of cache updating and exchanging information, we define two thresholds, namely \( \delta_{CS}^L \) and \( \delta_{CS}^U \) to determine the cache updating strategy, and \( 0 < \delta_{CS}^L < \delta_{CS}^U < 100\% \). Only when the ratio of node caching occupation is larger than the upper threshold \( \delta_{CS}^U \), the cache updating strategy is taken.

3.3.2. Algorithm pseudocode
Algorithm 2 shows the pseudo-code of CUS. When the ratio of node’s caching occupation \( \delta_{CS} \) exceeds the upper threshold \( \delta_{CS}^U \), it will take the cache updating strategy, namely it first updates the neighbor fragment caching redundancy by exchanging Hello packets with neighbors, and then removes the content fragments with the maximum caching redundancy until \( \delta_{CS} \) is lower than the lower threshold \( \delta_{CS}^L \). If two or more cached content fragments with the same fragment neighbor caching redundancy, the one with smaller fragment self caching value will be removed.

3.4. Congestion control scheme based on caching strategy (C3NDN)
Next, we introduce our congestion control scheme based on PCS and CUS, namely C3NDN.

3.4.1. Congestion control scheme
The basic dataflow of C3NDN is as follows. When an intermediate node receives an interest packet, it first checks its CS to see if there is matched content. If yes, a data packet can be sent back to the incoming interface of the interest packet; otherwise, it checks whether the name of the interest packet is in PIT (Pending Interest Table) already. If yes, it adds the incoming interface of the interest packet to the existing PIT entry; otherwise, it builds a new entry for this interest packet in
PIT, calculates the available bandwidth for the future data flow, and then calculates and updates the "bandwidth" and "delay" fields in the interest packet header. Finally, it forwards the updated interest packet based on FIB (Forwarding Information Base). The available bandwidth \( B_h \) and delay \( D_j \) are calculated by Eqs. (10) and (11):

\[
B_h = \frac{B - \sum_{i=1}^{n} b_i}{n - m + 1}, (0 \leq m < n) \tag{10}
\]

\[
D_j = D_j + d_j \tag{11}
\]

where \( B \) is the total link capacity, \( n \) is the total number of flows in the link, \( m \) is the number of flows whose occupied bandwidth is smaller than \( (B/n) \) among these \( n \) flows, \( b_i \) is the occupied bandwidth of the \( i \)th flow among these \( m \) flows. \( d_j \) is the latency from the previous node to the current node, and \( D_j \) is the latency from the content requester to the current node. Then we can update the bottleneck bandwidth \( B_h \) for this data flow according to Eq. (12):

\[
B_h = \begin{cases} 
B_h, & B_h = 0 \\
\min(B_h, B_k), & B_h \neq 0 
\end{cases} \tag{12}
\]

and update \( B_h \) information in the packet header.

If the current bottleneck bandwidth is 0, namely there is not any recording about the Bandwidth of the routing path, \( B_h \) is the current available bandwidth \( B_h \), otherwise, it is the minimum of current bottleneck bandwidth \( B_h \) and the available bandwidth \( B_d \).

In fact, the actual bandwidth and delay values provided by a routing path are heavily influenced by the amount of traffic load it transferred. How to accurately obtain them is really hard, complex and beyond the scope of this paper. In fact, these information can be obtained through methods like those methods in Javadalab et al. (2015), Paul et al. (2016) or others.

When the interest packet reaches the content provider, it will first calculate the congestion window based on the "bandwidth" and "delay" fields in the interest packet header. Then, it generates data packets with the cached content, and enables the "Inventory" field to record the content fragments which can be sent based on the congestion window. The congestion window \( cw_{\text{wnd}} \) is calculated according to Eq. (13):

\[
cw_{\text{wnd}} = \frac{B_h \times D_j}{\text{size}} \tag{13}
\]

where \( \text{size} \) is the size of the data packet. Then the content provider returns the data packets using the bandwidth as \( B_h \), and the data packet will carry the information about the packet sending rate and id of the content fragment.

When an intermediate node receives a data packet, it first takes the PCS as in the above subsection, and then checks and updates the PIT entry. If the data packet is the last packet for the data flow of the required content, it deletes the entry after it forwards the data packet to the outgoing interface based on the PIT entry; otherwise, it prolongs the lifetime of this entry. When the content requester receives the data packet, it counts the received data packets based on the "Inventory" field. If there are still some content fragments to receive, the requester generates and sends new interest packets to request them. If there are some data packets missing, namely some data packets cannot be received before timeout, the requester generates and sends new interest packets whose "Lost" field identifies these lost content fragments. This process will continue until all content fragments are received by the requester.

3.4.2. Marking mechanism

To make full use of in-network caching in NDN, we further propose a marking mechanism to enable the intermediate node which caches some content fragments to be a content provider which provides data packets with these fragments for the received interest packet. Specifically, when an intermediate node caches some content fragments for the received interest packet, it will first compare the cached fragments and the "Sent" field in interest packet header, since the "Sent" field means that the content fragments can be provided by the upstream nodes to the content requester. It can directly provide some data packets with these fragments which are cached and not in the "Sent" field. If there are still some missing fragments, that is, some content fragments cannot be provided by the nodes along the routing path from the content requester to the current node, then it will calculate the bandwidth and delay as in the above subsection, modify the corresponding fields in interest packet header, and forward the interest packet based on FIB. If the content required by the interest packet can be totally provided by intermediate nodes and its previous nodes, namely the "Sent" field already has all the content fragments, the interest packet will be dropped.

On the other hand, when the data packet reaches an intermediate node which still has some fragments to be sent to the content requester, the node will cache the content fragment in this data packet, and then send all cached content fragments to this requester orderly. With the marking mechanism, that is, the intermediate node marking the content fragments which has been cached in the current node, it fully utilizes the in-network caching, reduces the number of content fragments requested to the subsequent nodes, and saves bandwidth and avoids potential congestion.
The content requests follow zipf-like distribution. Other parameters are rounded to an integer to make sure that the number of fragments is an integer. We mean as 25 and standard deviation as 12. The value will be rounded up. There are 20 contents, namely $c_1, c_2, \ldots, c_{20}$, and all the odd contents are served by the content provider $P_1$, and all the even contents are served by the content provider $P_2$. In addition, there are 24 routers.

In DFN, there are ten content requesters, namely $C_1, C_2, \ldots, C_{10}$, and all the odd requesters are served by the content provider $P_1$ and all the even requesters are served by the content provider $P_2$. Moreover, there are 30 contents, namely $c_1, c_2, \ldots, c_{30}$, and all the odd contents are served by the content provider $P_1$, and all the even contents are served by the content provider $P_2$. The value will be rounded up to an integer to make sure that the number of fragments is an integer. The content requests follow zipf-like distribution. Other parameters are rounded to an integer to make sure that the number of fragments is an integer.

### 4.1. Experimental settings

We use two different topologies in our experiments as illustrated in Fig. 4. One is a dumbbell topology which is widely applied in congestion control research in NDN. There are two content requesters, namely $C_1$ and $C_2$ and two content providers, namely $P_1$ and $P_2$. The other is a popular and realistic topology German Research Network (DFN) topology which is widely applied in NDN research (Qu et al., 2022). In DFN, there are ten content requesters, namely $C_1, C_2, \ldots, C_{10}$, two content providers, namely $P_1$ and $P_2$, and 24 routers. Moreover, there are 20 contents, namely $c_1, c_2, \ldots, c_{20}$, and all the odd contents are in $P_1$, and all the even contents are in $P_2$. The range of the number of fragments of a content is $1\sim50$, which follows normal distribution with mean as 25 and standard deviation as 12. The value will be rounded up to an integer to make sure that the number of fragments is an integer. The content requests follow zipf-like distribution. Other parameters are set as shown in Table 1, and their values are determined based on the best experimental results from multiple experiments.

### 3.4.3. Algorithm pseudocode

Since C3NDN involves the interactions between interest packets and data packets, we will provide two algorithms about the process of receiving them respectively. Algorithm 3 shows the pseudo-codes of processing a received interest packet. When a node receives an interest packet, it will check if it has all required content fragment. If so, it will return corresponding data packets using the speed according to the updated cwnd. Finally, it updates related fields in the interest packet header and forwards the interest packet based on FIB. And algorithm 4 shows the pseudo-codes of processing a received data packet. When the content requester receives a data packet, it will check the missing fragment and sends out the interest packet. If other nodes receive the data packets and there are some content fragments in transmission, they will cache the data packet and send all cached content fragments to the requester in order. Then, they will update PIT and forward the data packet.

### 4. Performance evaluation

In this section, we use the open-source ndnSIM (Mastorakis et al., 2017) to evaluate the performance of the proposed C3NDN. ndnSIM implements the NDN protocol stack in the NS3 network simulator.

#### 4.1. Experimental settings

We use two different topologies in our experiments as illustrated in Fig. 4. One is a dumbbell topology which is widely applied in congestion control research in NDN. There are two content requesters, namely $C_1$ and $C_2$ and two content providers, namely $P_1$ and $P_2$. The other is a popular and realistic topology German Research Network (DFN) topology which is widely applied in NDN research (Qu et al., 2022).

In DFN, there are ten content requesters, namely $C_1, C_2, \ldots, C_{10}$, two content providers, namely $P_1$ and $P_2$, and 24 routers. Moreover, there are 20 contents, namely $c_1, c_2, \ldots, c_{20}$, and all the odd contents are in $P_1$, and all the even contents are in $P_2$. The range of the number of fragments of a content is $1\sim50$, which follows normal distribution with mean as 25 and standard deviation as 12. The value will be rounded up to an integer to make sure that the number of fragments is an integer. The content requests follow zipf-like distribution. Other parameters are set as shown in Table 1, and their values are determined based on the best experimental results from multiple experiments.

For the caching strategy, recall that SDC (Kamiyama and Murata, 2018) is a closely related work. It disperses contents by assigning a binary ID to each router and limits the cache targets at each router to contents with names whose hash value equals to the router ID. LCE (Jacobson et al., 1998) is the default caching strategy that caches each received content everywhere in NDN. LCP (Arianfar et al., 2010) is a simple and effective caching strategy. Therefore, we choose LCE, LCP and SDC for performance comparison with our proposed PCS. While for congestion control strategy, recall that CHoP-CoP (Zhang et al., 2015b) which utilizes explicit congestion control for the multiple-source multiple-path situation. The content requesters and intermediate routers use AIMD (Additive Increase Multiplicative Decrease) and RED (Random Early Detection) respectively. Moreover, considering the One-Interest-One-Data model of CHoP-CoP, we improve it by making content providers send each received content fragment according to the speed based on cwnd.

To demonstrate the performance comprehensively, we use the following metrics to evaluate and compare the performance of different schemes.

- **Transmission Time (TMT)**: The period from the time of the content requester sending the first interest packet to the time of receiving the last data packet.
- **Transmission Rate (TMR)**: The receiving rate of data packets at the corresponding content requester.
- **Number of Packet Loss (NPL)**: The number of data packets dropped by the intermediate routers when there is a congestion.
- **Queue Length (QEL)**: The average lengths of the queues in all involved routers.
Table 1
Parameter settings.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth of each link</td>
<td>bandwidth</td>
<td>100 Mbps</td>
</tr>
<tr>
<td>Delay of each link</td>
<td>delay</td>
<td>10 ms</td>
</tr>
<tr>
<td>Default content size</td>
<td>CS</td>
<td>100 KB</td>
</tr>
<tr>
<td>Cache capacity of each node</td>
<td></td>
<td>50 data packets</td>
</tr>
<tr>
<td>Data packet size</td>
<td></td>
<td>1124 Bytes</td>
</tr>
<tr>
<td>Interest packet sending rate</td>
<td></td>
<td>150 packets/s</td>
</tr>
<tr>
<td>Bounds of content fragments</td>
<td>𝜒𝑖, 𝜒겚</td>
<td>10, 40</td>
</tr>
<tr>
<td>Bounds of caching replacement</td>
<td>𝜒𝑐, 𝜒ch</td>
<td>60%, 95%</td>
</tr>
</tbody>
</table>

Fig. 5. TMT comparison of different congestion control schemes.

- **Cache Hit Ratio (CHR).** The ratio of the number of received interest packets from the content requesters that hit in current caches and the total number of received interest packets from the content requesters.

- **Average Hit Count (AHC).** The average of the hop counts from the content requester to the content provider which responds to the received interest packets (including content provider and intermediate routers).

- **Cache Redundancy Degree (CRD).** The average of the number of involved routers caching the same content fragment in the whole network.

- **Cache Replacement Ratio (CRR).** The ratio of the number of content fragments being replaced and the total number of content fragments in the cache.

The former four metrics, namely TMT, TMR, NPL, and QEL measure the overall performance of the proposed C3NDN. Obviously, TMT is the most important metric to evaluate C3NDN. The latter four metrics, namely CHR, AHC, CRD and CRR measure the ability of the proposed PCS and corresponding CUS.

We run each experiment for ten times and report the average.

4.2. Experimental results

We first demonstrate the TMT of our C3NDN, and then comprehensively evaluate C3NDN based on PCS and CUS.

4.2.1. TMT evaluation and analysis

To comprehensively demonstrate the TMT of C3NDN under different conditions, we first set that there is no content cached in the intermediate node, and test TMT. As shown in Fig. 5, C3NDN consumes the least transmission time for different content sizes. Moreover, its advantage over CHoPCoP and CHoPCoP-impro will increase with the increment of the required content sizes. The reduced TMT reaches to 31.6% and 24.5% over the other two different schemes in dumbbell topology without other flows respectively, and reaches to 35.3% and 27.2% over the other schemes in DFN with other flows respectively.

Second, we further compare TMT when multiple flows share the bottleneck bandwidth. There are two data flows, namely f1(P1-C1) and f2(P2-C2) in Dumbbell, and three flows, namely f1(P1-C1), f2(P2-C2) and f3(P3-C3) in DFN. Fig. 6 demonstrates the TMT of different flows in CHoPCoP-impro is in the middle, and that in CHoPCoP is the largest. The reason is that the early generated flow usually occupies the more bandwidth, and thus the new flow consumes more TMT to transmit the required content. C3NDN considers the bottleneck bandwidth and shares it among different competing flows.

Lastly, we compare TMT with/no some cached required content fragments. We put 1/4 required content in R2 in Dumbbell and R4 in DFN respectively. As shown in Fig. 7, C3NDN and CHoPCoP-impro take advantages of the cached content fragments and achieve the reduced transmission delay. C3NDN reduces about 19.7% and 21.6% respectively, and CHoPCoP-impro reduces about 10.3% and 13.8% respectively. While CHoPCoP does not utilize the cached content fragments, and miscalculates the queue length, and begins the slow start phase frequently, and TMT increases about 32.9% and 37.5% respectively.

4.2.2. Evaluation of congestion control

To demonstrate our proposed congestion control scheme comprehensively, we first take C3NDN without any caching strategy, and then test it based on PCS. Fig. 8 demonstrates the QEL and TMR of three different congestion control schemes with the transmission time. It is obvious that C3NDN has a much smaller QEL than CHoPCoP and CHoPCoP-impro. Because the sending windows of CHoPCoP and CHoPCoP-impro increase additively and decrease multiplicatively, and the intermediate nodes adjust queue length to control congestion. The continuous increase of congestion window would contribute to a longer queue in intermediate nodes, which would give feedback to decrease the congestion window. The two situations happen alternately, which causes a continuous oscillation of QEL. CHoPCoP sends the interest packets whose number equals to the congestion window with one
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Fig. 6. TMT comparison of different congestion control schemes among competing flows.

Fig. 7. TMT comparison of different congestion control schemes with/without cached required content fragments.

Fig. 8. Performance comparison of different congestion control schemes with transmission time.

Fig. 9a demonstrates the NPL of three different congestion control schemes with different content sizes. C3NDN has the least packet loss. Moreover, with the increase of the transmission content sizes, its advantages over the other two strategies become larger. When the transmission content size is 150MB, C3NDN outperforms CHoPCoP and CHoPCoP-impro by 76.3% and 65.2%, respectively. As analyzed in the last paragraph, C3NDN has the shortest and stabllest QEL which contributes to the smallest NPL. Fig. 9b demonstrates the TMT of three different congestion control schemes with different transmission content sizes. Because C3NDN has the least packet loss, it consumes the least TMT. Moreover, with the increase of the transmission content sizes, C3NDN’s performance in reducing transmission time becomes more superior. CHoPCoP sends plenty of interest packets one time, and CHoPCoP-impro sends interest packets based on the routing path condition, thus, CHoPCoP-impro gets the second performance in NPL and TMT, and CHoPCoP has the least one.

We further evaluate the performance of C3NDN with different cache capacities. As shown in Fig. 10, with the increase of cache capacity, PCS achieves the best performance, namely the highest TMR and the least TMT, SDC gets the second best performance, and LCP and LCE have the third and worst respectively. With the increase of cache capacity, the performance improvements of SDC over LCP and LCE become less. When the cache capacity is 250, SDC and LCP achieve similar performance. When the cache capacity increases further, the performance of SDC is less than that of LCP. Because SDC bounds content fragments and the hash of routers ID, namely each router only...
caches those matched content fragments, and the large cache capacity cannot bring further performance improvement.

Next, we evaluate the performance of the congestion control schemes with different caching strategies. As shown in Fig. 11, C3NDN achieves the highest TMR and finishes the whole transmission with lower TMT than CHoPCoP and ChoPCoP-impro, no matter what kind of caching strategy is combined. When there are some cached content fragments in the transmission path, the cache marking can mark the cached content fragments in intermediate nodes, make them transmit orderly, and achieve a higher transmission rate. While CHoPCoP misjudges congestion for caching and enters slow start frequently, it has a reduced transmission rate. When there are some cached content fragments in intermediate nodes, ChoPCoP-impro does not cache received data packets. Then, the queue length of data packets in intermediate nodes may exceed the threshold, and thus it also gets a reduced transmission rate. Obviously, ChoPCoP-impro is better than CHoPCoP, since the former uses the One-Interest-Multiple-Data model. When the congestion control scheme is chosen, PCS achieves the best performance, SDC achieves the second performance, and LCP and LCE have the third and worst performance.

4.2.3. Evaluation of caching strategy

The performance comparison of different caching strategies with different interest packets sending rates is shown in Figs. 12. Obviously, our proposed PCS achieves the best performance, in terms of AHC and CRR. It achieves the second best performance and performs worse than SDC in terms of CHR and CRD. Because we cache a content fragment from the viewpoint of both node and content, namely the content fragment with higher popularity will be cached in the node with larger importance. Each intermediate router caches the received...
content fragment independently, while the intermediate routers in SDC take caching strategy based on the comprehensive consideration of all routers. Moreover, we actively replace content fragments with higher redundancy degree and lower popularity when too much cache store is occupied. Thus, we can obtain the required content from some intermediate routers with the lowest hops and the most stable caching state. The independent caching strategy, instead of the cooperative caching in SDC, makes our proposed strategy have a higher CRD. Furthermore, with the increase of the interest packets sending rate, the corresponding data packets will also increase, CUS will be taken more frequently, since we replace the content fragments with high redundancy degree. That is, if a content fragment has more duplicated caching, it will have a higher probability of being taken out. Thus, our proposed PCS and CUS improve the diversity of cached content, and achieve better CHR and CRD. For example, when the interest packets sending rate is 50 packets per second, PCS gets 0.312 at CHR, which is lower than 0.350 of SDC, and when the sending rate increases to 300 packets per second, it becomes 0.347, which is very similar to 0.352 of SDC. 

As two classic and simple caching strategies, LCE and LCP cache received content everywhere or with a fixed probability, but do not consider the special conditions of nodes and content. Thus, they get worse performances than SDC and our proposed PCS in the CHR, CRD and CRR. They are better than SDC only in AHC, because SDC tries to cache more content and there is less same content along the routing paths. Thus, SDC needs the highest AHC to get a required content. While LCE caches each received content and the limited cache space makes it take caching and replacing operation very frequently. Hence, it performs worse than LCP in all four metrics. The performance comparison of different caching strategies with different cache capacities is shown in Figs. 13. The results are very similar to those in Figs. 12; our proposed PCS achieves the best performance in AHC and CRR, and the second best performance in CRD.

5. Conclusion

In this paper, we propose C3NDN, an efficient congestion control scheme based on caching for NDN, which consists of the caching strategy PCS, the cache updating strategy CUS, and the congestion control scheme on top of them. C3NDN proposed the One-Interest-Multiple-Data model for NDN, in which one interest packet can trigger multiple data packets, thus saving network bandwidth and improving transmission efficiency. Then, PCS caches received data packets with probability to make popular content cached in important nodes, CUS takes content fragments with less popular and high redundancy out, and C3NDN adjusts the sending rate of data packets by considering the bandwidth and delay information of the transmission path to avoid congestion. Extensive experimental results show that C3NDN can
achieve better performance than other schemes in terms of reducing transmission time, increasing transmission speed, reducing packet loss and so on, and the deep dive experiments also validate the effectiveness of our congestion control and caching schemes.
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