
2020 IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, VOL. 17, 2024

A Competition-Oriented Student Team
Building Method
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Abstract—There are many important and interesting academic
competitions that attract an increasing number of students. How-
ever, traditional student team building methods usually have strong
randomness or involve only some first-class students. To choose
more suitable students to compose a team and improve students’
abilities overall, a competition-oriented student team building
method is proposed. This would not only lead to better competition
results by choosing more suitable students and teams but also
improve the overall involvement of students in considering edu-
cation fairness. First, a Big Data platform is constructed to collect
students’ various behavior data. Based on that, a competition with
a six-tuple attribute and a student with a six-tuple attribute are
modeled. Then, a corresponding utility function is designed for
each attribute in the student model to denote the student’s utility
in this attribute for attending a competition. Furthermore, a team
utility function is developed for each team to denote the utilities
of all involved students. A team building utility function is also
developed to denote the utilities of all involved teams. Second,
a multiple-objective particle swarm optimization algorithm with
dimension by dimension improvement is proposed to build appro-
priate teams to optimize team building utility maximization and
education fairness simultaneously. Finally, extensive experimental
results demonstrate that the overall performance of our proposed
team building method not only has better performance in terms of
team utility and student ability than other current methods, but
also has better performance in terms of hyper volume and inverted
generational distance than other optimization algorithms.
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computer uses in education, team building.
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NOMENCLATURE

NOTATIONS IN STUDENT TEAM BUILDING METHOD

Name Description
Sx(si) Attribute of student si in x ∈ {sta, spa, sce,

sla, sca, sae}.
Gy(gj) Attribute of competition gj in y ∈ {gpf , gcl,

gta, gpa, gce, gre}.
Ty(t

k
j ) Attribute of team tkj built for competition gj in

y ∈ {gpf , gcl, gta, gpa, gce, gre}.
Ux(si, t

k
j ) Utility of student si’s attribute for building

team tkj to attend gj in x ∈ {sta, spa, sce, sla,
sca, sae}.

tg(si, ch) Student si’s grade in theoretical course ch.
te(si, ch) Student si’s evaluation in theoretical course ch.
tc(ch) Credit of theoretical course ch.
Ntc(si) Number of theoretical courses student si at-

tends.
pg(si, ch) Student si’s grade in practice course ch.
pc(ch) Credit of practice course ch.
Npc(si) Number of practical courses student si attends.
Ng(si) Number of competitions student si had attend.
Nt(si) Number of teams student si had involved in.
Nt(gj) Number of teams built for competition gj .
Ns(t

k
j ) Number of students aggregated to build team

tkj .
simi(gj1 , gj2) Similarity between two different competitions

gj1 and gj2 .
Ez(si, sl) Evaluation of student si made by student sl in

z ∈ {sla, sca}.
Ez(t

k
j ) Evaluation of the whole team tkj in z ∈ {sla,

sca}.
Ēz(si, t

k
j ) Average of the evaluations of student si made

by other members in team tkj in z ∈ {sla, sca}.

Êz(si, t
k
j ) Variance of the evaluations of student si made

by other members in team tkj in z ∈ {sla, sca}.

I. INTRODUCTION

R ECENTLY, as an essential supplement and important ex-
tension of classroom education, academic competition has

become a crucial component of current higher education [1]. It
can not only attract students’ interest in learning but also im-
prove their self-learning ability. Moreover, nearly all academic
competitions require that students build a team to attend, which
can undoubtedly enhance their abilities as a whole through
teamwork between learners [2], [3].

1939-1382 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: China University of Petroleum. Downloaded on August 31,2024 at 11:54:48 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-2208-9777
https://orcid.org/0009-0009-9868-9195
https://orcid.org/0000-0002-6683-9090
https://orcid.org/0000-0003-2856-4716
https://orcid.org/0000-0001-5224-4048
mailto:dapengqu@lnu.edu.cn
mailto:1354942870@qq.com
mailto:tianqiyang0@163.com
mailto:songlinwu8@163.com
mailto:wangxw@mail.neu.edu.cn
mailto:wangxw@mail.neu.edu.cn
mailto:lik@newpaltz.edu


QU et al.: COMPETITION-ORIENTED STUDENT TEAM BUILDING METHOD 2021

Academic competition provides a natural common learning
goal for the whole team. All members achieve this common
goal through positive interdependence, considerable interaction,
individual accountability, social skills, and group processing [4].
During the whole learning process of attending academic com-
petitions, students can improve their abilities as a whole and
prepare for their future work after graduation [5]. Therefore,
academic competition has become an efficient way of achieving
collaborative learning and attracts much attention from students,
teachers, and companies.

At the current stage, different organizations have held hun-
dreds of academic competitions to provide students with collab-
orative learning opportunities. For example, China “Internet+”
College Students Innovation & Entrepreneurship Competition1

is organized by the Ministry of Education, aiming to improve
college students’ innovation and entrepreneurship ability in the
process of collaborative learning, demonstrate the achievements
of global universities’ innovation and entrepreneurship edu-
cation, and build a platform for social investment resources
and local economic development policies for global collegiate
innovation and entrepreneurship projects [6]. Chinese Collegiate
Programming Contest (CCPC)2 is an annual competition or-
ganized by the Organizing Committee for the CCPC. It aims
to improve Chinese college students’ ability in programming
innovation and solve practical problems in the process of col-
laborative learning.

Most competitions require multiple students to build a team
to take part in. Therefore, to optimize the effect of collaborative
learning, reasonable team building is essential. That is, a student
should choose several appropriate partners to build a team to
attend an academic competition [7]. “Appropriate” means that
various properties of students should be considered. For exam-
ple, not only theoretical ability and practical ability, but also
leadership ability and cooperation ability should be considered
when building a team. Moreover, the competition that can bring
the highest profit should be chosen. However, “appropriate” is
a complex and fuzzy concept. Not only must various properties
of a student be considered, but the purpose of the competition
should also be taken into consideration. Furthermore, when
several competitions take place at the same time, a student should
choose one or several competitions, not all of them, to conserve
his or her energy.

Thus, we construct a competition-oriented student team build-
ing method. We first build a Big Data platform to collect
students’ behavior data, for example, students’ theoretical be-
havior in the classroom. We not only model competitions with
a six-tuple attribute but also model students with a six-tuple
attribute based on the above data platform. Then, we design
a corresponding utility function for each attribute in the stu-
dent’s model to denote the student’s utility in this attribute for
attending a competition. Moreover, we develop a team utility
function to denote the utility of all involved students in this
team for attending a competition and then a team building
utility function to denote the utility of all involved teams for

1[Online]. Available: https://cy.ncss.org.cn/
2[Online]. Available: https://ccpc.io/

attending current competitions. To consider both team building
utility and education fairness, that is, the team building utility
maximization and the involved student utility difference mini-
mization, we propose an improved multiple-objective particle
swarm optimization (MOPSO) algorithm with dimension by
dimension improvement (MOPSO-DDI). It applies a dimension
by dimension evaluation and update strategy in the movement
of particles in each iteration process, and an updated better
value of one dimension with the old values of other dimensions
can be combined into a new solution. The experimental results
demonstrate that the proposed team building method has better
performance than current state-of-the-art methods in terms of
team utility, student utility, and student ability. Moreover, it
can improve the ability of all students as a whole. Meanwhile,
the proposed MOPSO-DDI also can achieve better performance
than other multiobjective optimization algorithms, such as non-
dominated sorting genetic algorithm II (NSGA-II), MOPSO,
and self-organized speciation-based MOPSO (SS-MOPSO), in
terms of hyper volume (HV), and inverted generational distance
(IGD).

The contributions of our work are summarized as follows.
1) We construct a Big Data platform to collect students’

behavior data, which consist of theoretical behavior, practical
behavior, and competition behavior of the teaching manage-
ment module, laboratory management module, and competition
management module, respectively. The detailed behavior data
provide a solid basis for later analysis.

2) We model competitions and students with a six-tuple
attribute based on the above data platform and then design a
corresponding utility function for each attribute in the student’s
model to denote the student’s profit in this attribute for attending
a competition. Moreover, we develop a team utility function to
denote all involved students’ profit in this team for attending a
competition and then a team building utility function to denote
all involved teams’ profit for attending current competitions.

3) Including taking team building utility maximization as
one optimizing objective, from the viewpoint of the essence of
higher education, we also take the difference of the utilities of
these involved students’ minimization as the other optimization
objective; thus, our model aims at achieving multiobjective
optimization about both student profits and education fairness
by building appropriate teams to attend current competitions.

4) We propose an improved MOPSO-DDI. It applies a di-
mension by dimension evaluation and update strategy in par-
ticle movement, and an updated better value of one dimen-
sion with the old values of other dimensions can be combined
into a new solution. It demonstrates a better performance than
other state-of-the-art methods, such as NSGA-II, MOPSO, and
SS-MOPSO, in terms of HV and IGD.

The rest of this article is organized as follows. Section II
reviews the related work about the team building and optimiza-
tion algorithms. Section III presents the models and formulates
the problem. Section IV proposes an improved MOPSO variant
(MOPSO-DDI) and applies it to solve the defined problem. Sec-
tion V evaluates the model and the corresponding algorithm with
extensive experimental results. Finally, Section VI concludes
this article.
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II. RELATED WORK

We review the related work about the team building and
optimization algorithms.

A. Team Building

Currently, academic competitions attract more and more at-
tention from teachers and students in universities and the cor-
responding companies. However, team building for academic
competitions has not received enough attention. In most cases,
only some first-class students with good scores are usually
chosen. Thus, there are three usual and classical team-building
methods, namely, choosing students with first-class theoreti-
cal ability randomly (FCTA), students with first-class practical
ability (FCPA), and students with first-class theoretical and
practical ability (FCTPA). Obviously, some important issues,
for example, leadership and cooperation ability, are ignored
by these methods. On the other hand, some students choose
partners, coaches (teachers), and competitions with high ran-
domization [8]. For example, they usually choose roommates or
classmates to build a team for a close relationship. The close
partners may just take a free ride and do not contribute their
service to the whole team.

Obviously, team building for academic competitions is a
complex problem, not only the involving students that compose
the competition team, but also the education fairness that covers
all students should be considered. It means that the team building
should bring huge benefits to all involving students, and the
income for different students should be reduced to achieve
education fairness. Thus, the team building can be modeled to
be a multiple-objective optimization problem.

B. Optimization Algorithms

Evolutionary algorithms integrate biological information into
metaheuristic algorithms and have achieved numerous break-
through research results in the field of combinatorial optimiza-
tion and numerical optimization [9]. Among these evolutionary
algorithms, particle swarm optimization (PSO) is considered as
the most representative and successful one, since there had been
over 60 000 publications on the related research just up to 2015
[10]. It was higher than the sum of other six popular intelligence
algorithms, namely, differential evolution algorithm, ant colony
optimization, artificial bee colony, bat algorithm, bacterial for-
aging optimization, and glowworm swarm optimization. PSO
[11] is proposed by Kennedy and Eberhart in 1995 and inspired
by observing the social behaviors of the individuals in bird
flocking. Each particle represents a solution of the optimization
problem, and its position is randomly generated in the initial pro-
cedure and adjusted based on the self-learning ability and social
learning ability in solution space. On the one side, PSO owns
the advantages of easy realization and high efficiency; on the
other side, it has some disadvantages of premature convergence,
low convergence rate, and entrapment in local optimum. Thus,
there have been a great number of interesting variants, such as
orthogonal learning PSO [12], semiautonomous particle swarm

optimizer [13], and PSO with an enhanced learning strategy and
crossover operator [14], proposed to solve the above issues.

However, the real-world problems usually have multiple con-
flicting optimization objectives, not a single one, and the best
solution for a certain objective cannot optimize and even degrade
other objectives [15]. These complex multiobjective optimiza-
tion problems widely exist in production scheduling, network
communication, etc. The traditional multiobjective optimization
algorithms usually take the weighting and distance method to
convert the multiobjective problem into a single-objective one,
and then apply traditional evolutionary algorithms to optimize.
This kind of methods relies on prior knowledge, and is heavily
limited by the shape of the Pareto front. They usually fail in the
nonlinear and high dimension multiobjective problem.

Therefore, various evolutionary algorithms are improved to
solve multiobjective optimization problems. For example, Cello
and Lechuga [16] proposed MOPSO in 2002. It takes advan-
tage of an adaptive gridding strategy and an external archive
to save the nondominated solutions. After that, due to their
simplicity and fast convergence, some MOPSO variants have
been proposed and are extensively used for solving different
real-world problems [17], [18]. For example, pccsAMOPSO is
a self-adaptive MOPSO and based on a parallel cell coordinate
system (PCCS). PCCS is used to assess the evolutionary envi-
ronment, including density, rank, and diversity indicators, based
on the measurements of parallel cell distance, potential entropy,
and distribution entropy, respectively. Moreover, strategies are
proposed for selecting global best and personal best, maintaining
archive, adjusting flight parameters, and perturbing stagnation
and are integrated into pccsAMOPSO [19]. Technique for order
of preference by similarity to ideal solution (TOPSIS) Fuzzy
MOPSO is proposed to solve the trapezoidal labyrinth weir
optimization problem. It utilizes TOPSIS to rank the solutions,
while a fuzzy inference system is developed to select the al-
gorithm strategy for finding two leaders among the nondomi-
nated solutions [20]. Self-organized speciation-based MOPSO
(SS-MOPSO) is proposed to locate multiple Pareto optimal
solutions for solving multimodal multiobjective problems. The
speciation strategy is used to form stable niches, and these
niches/subpopulations are optimized to search and maintain
Pareto-optimal solutions in parallel. Moreover, SS-MOPSO is
incorporated with the nondominated sorting scheme and special
crowding distance techniques to maintain the diversity of the
solutions in decision and objective spaces [21]. A novel MOPSO,
which combines a balanceable fitness estimation method and
a novel velocity update equation, is proposed to tackle many-
objective optimization problems. Moreover, an evolutionary
search is further run on the external archive in order to provide
another search pattern for evolution [22].

On the other hand, multiswarm particle swarm optimization
(MSPSO) methods generate multidiverse particle swarms to
carry out a specific task [10]. For example, a MSPSO method
is adopted to generate multidiverse particle swarms on several
cross-training subsets to select effective emotional features,
where these swarms are utilized to find the best features by
the F-Measure fitness function [23]. Cooperative MSPSO is
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proposed to divide the entire population into four cooperative
subswarms with an adaptive and time-varying inertia weight.
The particles of each subswarm share the best overall opti-
mum to ensure the cooperation between the four subswarms.
Moreover, the inertia weight is used to create search potential
and maintain a balance between exploitation and exploration
[24]. A new MSPSO variant is proposed to balance the explo-
ration ability and exploitation ability. It is based on multiple
swarms framework cooperating with the dynamic subswarm
number strategy, sub-swarm regrouping strategy, and purposeful
detecting strategy [25]. A parallel PSO framework is proposed
to solve the sparse reconstruction problem based on Compute
Unified Device Architecture (CUDA) platform on graphics
processing unit (GPU). Each particle is launched by CUDA
threads, and the swarm is divided into multiple subswarms
in CUDA streams to further utilize potential computing re-
sources in the GPU. Moreover, a local search strategy based
on gradient and a particle coding strategy is combined into
PSO to achieve better reconstruction accuracy and accelerate
convergence [26].

Some other evolutionary algorithms are also improved to
tackle multiobjective optimization problems. For example,
NSGA-II is proposed to alleviate the difficulties in multiob-
jective evolutionary algorithms. Specifically, a fast nondomi-
nated sorting approach with lower computational complexity
and a selection operator are presented. The selection operator
created a mating pool by combining the parent and offspring
populations and selecting the best solutions [27]. Nondominated
sorting whale optimization algorithm collects all nondominated
Pareto optimal solutions in the achieve and choose the best
solutions from the collection of all Pareto optimal solutions
using a crowding distance mechanism based on the coverage
of solutions and bubble-net hunting strategy to guide humpback
whales toward the dominated regions of multiobjective search
spaces [28].

C. Multiobjective Optimization for Team Building

Obviously, based on the above analysis, team building for aca-
demic competitions is a multiobjective optimization problem,
and an effective multiobjective optimization algorithm should
be designed to solve it.

III. MODEL AND PROBLEM FORMULATION

We develop a Big Data platform to collect and analyze the
student’s various behaviors [29], namely, theoretical behavior,
practical behavior, and competition behavior, to describe their
different attributes. As shown in Fig. 1, there are four layers,
namely, collection layer, analysis layer, attribute layer, and ap-
plication layer. Furthermore, there are three modules, namely,
teaching management, laboratory management, and competition
management, in the collection layer. These modules are used to
collect and analyze theoretical behavior data, practical behavior
data, and competition behavior data, respectively. The theo-
retical behavior data and practical behavior data are analyzed
and transformed into theoretical ability and practical ability,
respectively. The competition behavior data are analyzed and

Fig. 1. Big Data platform for team building.

represent competition experience, leadership ability, coopera-
tion ability, and available energy. These four abilities can be used
to model students when they build a team to attend competitions.
In the application layer, we just focus on our team building,
we calculate the student utility and team utility, and then build
appropriate teams for the target competitions. The notations and
terminologies used in the proposed model are defined in the
Nomenclature.

A. Competition Model

For each competition gj ∈ G (competition set), where 1 ≤
j ≤ Ng (Ng is the number of competitions, and Ng = |G|),
we describe it with a six-tuple 〈pf, cl, ta, pa, ce, re〉, where gpf ,
gcl, gta, gpa, gce, and gre denote the professional field, com-
petition level, theoretical ability, practical ability, competition
experience, and required energy of a competition, respectively.
These properties can be divided into two types, where gpf and
gcl denote the basic characteristics of a competition, and the
latter four denote the requirements on the students for attending
a competition.

To describe gpf fairly, we divide the fields of disciplines of
conferring academic degrees with equally spaced in (0, 1), and
then further divide each field with equally spaced. Thus, two
competitions with a similar professional field will have a near
distance in gpf .

There are so many competitions; thus, we apply the an-
alytic hierarchy process (AHP) [30], which is a structured
technique for organizing and analyzing complex decisions to
define gcl. AHP is a simple, flexible, and practical multicriteria
decision-making method for quantitative analysis of qualitative
problems. Its characteristic is to organize various factors in
complex problems by dividing them into interrelated and orderly
levels. According to the subjective judgment structure of cer-
tain objective reality (mainly pairwise comparison), it directly
and effectively combines the expert opinions and the objective
judgment results of analysts and quantitatively describes the
importance of pairwise comparison of elements at one level.
Then, the weight reflecting the relative importance order of
elements at each level is calculated by a mathematical method
for organizing and analyzing complex decisions to define gcl.
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TABLE I
COMPETITION LEVEL HIERARCHY TABLE

Specially, we make a decision with three levels, namely, Goal
Level, Factor Level, Project Level. The Factor Level consists of
three-part, namely, organizational hierarchy, competition mode,
and competition history. The Project Level consists of different
components under each Factor Level. The competition level
hierarchy table is shown in Table I.

The latter four properties are determined by the Delphi
method [31]. It is a structured method and relies on a panel
of experts. These experts answer questionnaires in two or more
rounds. After each round, we provide an anonymous summary
of the experts’ forecasts from the previous round and the reasons
they provided for their judgments. Thus, experts are encouraged
to revise their earlier answers in light of the replies of other
members. During this process, the range of the answers is
expected to decrease, and the group is believed to converge
toward the correct answer.

When a competition is determined, the requirements of its in-
volved teams are determined. Thus, a team tkj obviously inherits
the six-tuple from the corresponding competition gj . Moreover,
the competition gj impliesNt(gj), which is the number of teams
built for gj , and the team tkj impliesNs(t

k
j ), which is the number

of students aggregated for tkj .
In order to help students quickly understand the new competi-

tion, we define a similarity function of two competitions gj1 and
gj2 as (1) shown at the bottom of the this page, where Gy(gjh)
(y ∈ {gpf , gcl, gta, gpa, gce, gre}, h ∈ {1, 2}) denotes the value
of an attribute of competition gjh . The form of coordinate
distance will give a high similarity to two competitions with
a nearer value in each attribute.

B. Student Model

For each student si ∈ S (student set), where 1 ≤ i ≤ Ns

(Ns is the number of students, and Ns = |S|), we describe it
with a six-tuple 〈sta, spa, sce, sla, sca, sae〉, where sta, spa, sce,
sla, sca, and sae denote the theoretical ability, practical ability,
competition experience, leadership ability, cooperation ability,
and available energy of a student, respectively. Thus, Sx(si)

(x ∈ {sta, spa, sce, sla, sca, sae}) denotes the student si’s one
attribute value.

1) Attribute of Models: We use the data from the Big Data
platform to calculate the value of each attribute. The theoretical
ability reflects a student’s ability to solve a problem in theory, and
it can be calculated by the theoretical grade and the evaluation
in the course, as shown in the following:

Ssta(si)

=

∑Ntc(si)
h=1 (αtg × tg(si, ch) + αte × te(si, ch))× tc(ch)∑Ntc(si)

h=1 tc(ch)
(2)

where tg(si, ch) denotes student si’s grade in theoretical course
ch, te(si, ch) denotes student si’s evaluation in theoretical
course ch, tc(ch) denotes the credit of theoretical course ch,
Ntc(si) denotes the number of theoretical courses student si
attended, and αtg and αte (0 ≤ αtg , αte ≤ 1, αtg + αte =
1) are the weight factors and determined by whether we attach
more importance to students’ grade or students’ evaluation in
the theoretical course.

Practical ability reflects a student’s ability to solve a problem
in practice. It is very important for students to attend a compe-
tition and calculated as follows:

Sspa(si) =

∑Npc(si)
h=1 pg(si, ch)× pc(ch)∑Npc(si)

h=1 pc(ch)
(3)

where pg(si, ch) denotes student si’s grade in a practical course
ch, pc(ch) denotes the credit of practical course ch, and Npc(si)
denotes the number of practical courses student si attend.

When there are multiple competitions to be chosen, a student
will have a high probability to attend and get a high grade in a
competition that he or she had experienced or is similar to the
competitions he or she had experienced. Thus, the experience of
student si in a new competition gj1 is calculated as follows:

Ssce(si, gj1) =

∑Ng(si)
j2=1 (Ggce(gj2)× simi(gj1 , gj2))

Ng(si)
(4)

whereNg(si) denotes the number of competitions student si had
attended, and Ggce(gj2) denotes the experience of competition
gj2 . Obviously, the more competitions a student had attended,
the more similar the new competition and the old competitions
are, and the more experience the student will have for the new
one.

After finishing a competition, the competitors (students) and
coaches (teachers) will evaluate the leadership ability and co-
operation ability of other members in the same team built
for this competition. Thus, student si’s leadership ability and
cooperation ability are calculated by the following equations,

simi(gj1 , gj2) = 1−
√

(Ggpf (gj1)−Ggpf (gj2))
2 + (Ggcl(gj1)−Ggcl(gj2))

2 + (Ggta(gj1)−Ggcta(gj2))
2

+(Ggpa(gj1)−Ggpa(gj2))
2 + (Ggce(gj1)−Ggce(gj2))

2 + (Ggre(gj1)−Ggre(gj2))
2 (1)
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respectively:

Ssla(si) =

∑Nt(si)
k=1 Ēsla(si, t

k
j )

Nt(si)
(5)

Ssca(si) =

∑Nt(si)
k=1 Ēsca(si, t

k
j )

Nt(si)
(6)

where Nt(si) denotes the number of teams involved by student
si, and Ēsla(si, t

k
j ) and Ēsca(si, t

k
j ) are the average of the

evaluations of student si made by other members in team tkj
in leadership ability and cooperation ability, respectively. They
can be calculated directly based on the evaluations of other team
members, just as the following, respectively:

Ēsla(si, t
k
j ) =

∑
sl∈tkj ,sl �=si

Esla(si, sl)

Ns(tkj )
(7)

Ēsca(si, t
k
j ) =

∑
sl∈tkj ,sl �=si

Esca(si, sl)

Ns(tkj )
. (8)

Attending competitions is so important that it will cost plenty of
students’ time. Thus, to assure that a student has enough energy
to attend competitions, we introduce the concept of “available
energy” to denote the status of a student in an academic year. In
the beginning, a student is assumed to have full available energy,
for example 1, when he or she attends a competition, he or she
will consume some energy that is required by the competition.
Thus, the available energy of student si is calculated as follows:

Ssae
(si) = 1−

Ng(si)∑
j=1

Ggre(gj). (9)

2) Utility Function: Based on the above analysis, we can get
the six properties of a student. To denote a student’s profit for
building a team to attend a competition in each attribute, we
introduce the concept of “utility” to define a utility function for
each attribute [32].

Take the utility of theoretical ability as an example, we design
a utility function Usta(si, t

k
j ) of theoretical ability for student si

for building team tkj to attend competition gj as the following
equation to denote his profit in the theoretical ability for doing
that:

Usta(si, t
k
j ) = Ssta(si)× Tgta(t

k
j ). (10)

Similarly, the utility functions of practical ability, competition
experience for the student si for building team tkj to attending
competition gj as the following equations respectively:

Uspa(si, t
k
j ) = Sspa(si)× Tgpa(t

k
j ) (11)

Usce(si, t
k
j ) = Ssce(si)× Tgce(t

k
j ) (12)

where Ssce(si, t
k
j ) denotes the experience of student si in build-

ing team tkj to attend competition gj , and Tgce(t
k
j ) denotes the

competition experience of team tkj , which can be got from the
corresponding competition gj .

The utility function of a student’s leadership ability describes
the profit of a student in leadership ability for building a team to

Fig. 2. Illustration of the utility function of different attributes of a student.
(a) Utility function of the former five properties. (b) Utility function of the
available energy attribute.

attend a corresponding competition. Thus, we define the utility
function of student si in leadership ability for building team tkj
as follows:

Usla(si, t
k
j ) = Ssla(si)× Esla(t

k
j ) (13)

whereEsla(t
k
j ) denotes the evaluation of leadership of the whole

team tkj and is calculated as follows:

Esla(t
k
j ) =

Ēsla(si, t
k
j )

1 + 1
Êsla

(si,tkj )

, si ∈ tkj (14)

where Ēsla(si, t
k
j ) and Êsla(si, t

k
j ) denote the average and

variance of the leadership ability of all members si in team tkj .
This division form will give a high evaluation to the team with a
high average and variance of the leadership of all members. This
is because higher average leadership means that all members
have good leadership and higher variance implies members with
different leadership will build a harmonious team conveniently.

In the same way, we can calculate the utility function of
student si in cooperation ability for building team tkj as follows:

Usca(si, t
k
j ) = Ssca(si)× Esca(t

k
j ) (15)

where Esca(t
k
j ) denotes the evaluation of cooperation of the

whole team tkj and is calculated as follows:

Esca(t
k
j ) =

Ēsca(si, t
k
j )

1 + Êsca(si, t
k
j )

, si ∈ tkj (16)

where Ēsca(si, t
k
j ) and Êsca(si, t

k
j ) denote the average and

variance of the cooperation ability of all members si in team
tkj . This division form will give a high evaluation to the team
with a high average and variance of the cooperation of all
members. This is because higher average cooperation means that
all members have good cooperation and will build a harmonious
team conveniently. The utility function of student’s available
energy describes the profit of student si’s available energy in
building team tkj to attend competition gj , and is defined as
follows:

Usae
(si, t

k
j ) = sin

(
Ssae

(si, t
k
j )×

π

2

)
. (17)

To understand the above utility functions easily, two different
figures as shown in Fig. 2. Fig. 2(a) demonstrates that the
multiplication form of the utility function is appropriate for
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the former five properties, and it considers both properties of a
student and a competition. It gives a higher utility to the students
and competitions with the better attribute. Fig. 2(b) shows that
the trigonometric form of the utility function is appropriate for
the available energy, and it considers both the available energy
attribute of students and competitions. It gives a higher utility
to the students with higher available energy and considers the
negative influence when the available energy is lower than 0,
that is, the student attends too many competitions to get negative
influence.

Based on the above utility function in each attribute, we define
a total utility function in student si’s six properties for building
team tkj to attend competition gj as (18) shown at the bottom of
the this page, whereωsta ,ωspa ,ωsce , andωsae

are the weight fac-
tor of four properties, namely, theoretical ability, practical abil-
ity, competition experience, and available energy, respectively,
and 0 ≤ ωsta , ωspa , ωsce , ωsae

≤ 1, ωsta+ωspa+ωsce+ωsae
=1.

They are determined by whether we put a higher weight on
one attribute. In a similar way, ωsla and ωsca are the weight
factors of leadership ability and cooperation ability, and 0 ≤
ωsla , ωsca ≤ 1, ωsla + ωsca=1. It is also determined by whether
we put a higher weight on leadership or cooperation ability. The
exponential form will give a high total utility to the students with
the high attribute. The leadership and cooperation ability reflect
the attribute of a student in a team, thus they are in the exponent.

Furthermore, the utility of team tkj for attending competition
gj is the summary of the utilities of all members in this team and
can be calculated as follows:

U(tkj ) =
∑
si∈tkj

U(si, t
k
j ). (19)

In the same way, the utility of team building TB for current
competition set G from the whole student set S is the summary
of the utilities of all built teams U(tkj ) and can be calculated as
follows:

U(TB) =
∑
tkj ∈TB

U(tkj ). (20)

C. Illustration Example

To help understand our proposed method, we give a simple
example for illustration. We assume that there are two academic
competitions, namely, International Collegiate Programming
Contest (ICPC) and Chinese College Students Computer Design
Competition (CCSCDC), and ten students. Moreover, ICPC
needs two teams and CCSCDC requires only one team, and
each team consists of three students.

Take ICPC as an example, its six-tuple can be denoted as
〈0.32, 0.3238, 0.42, 0.53, 0.36, 0.23〉. These values are obtained
as defined in Section II-A. Similarly, CCSCDC is denoted as
〈0.32, 0.2206, 0.38, 0.5, 0.3, 0.2〉. Moreover, their similarity is
0.8671, as calculated as (1).

TABLE II
PROPERTIES OF TEN STUDENTS IN THE EXAMPLE

We name the first student student1 and can get her different
properties based on (2)–(9), respectively. Thus, we can denote
student1 as 〈0.9263, 0.8684, 0.2658, 0.36, 0.73, 1〉. Similarly,
we can get the properties of the other nine students, as given
in Table II.

D. Optimization Problem Definition

Based on the above analysis, for the given competitions, we
need to build appropriate teams for each competition based on its
requirements from the whole students. Because there are usually
some limitations on the number of teams for each competition,
and the numbers of members in each team, not all students
must be chosen to attend competitions. Just like those athletic
contests, for example, the Olympic games, not only the students
but also the colleges try to chase a good result. On the other side,
with the rapid development of higher education, fairness attracts
more and more attention [33]. More and more students hope to
build a team to attend competitions to improve their various
abilities. Moreover, it should not be just a few top students who
are chosen to attend competitions, those students who attend
competitions should make progress together, not further widen
their gaps. Therefore, we seek to maximize the utility of the
team building TB by choosing the appropriate students to build
teams to attend corresponding competitions, at the same time,
minimize the difference value of the utilities of these involved
students in the TB. The mathematical description is defined as
follows:

max U(TB)

min Umax(S,TB)− Umin(S,TB)

s.t. si ∈ tkj , tkj ∈ TB, si ∈ S

0 ≤ i ≤ Ns

0 ≤ k ≤ Nt

0 ≤ j ≤ Ng (21)

U(si, t
k
j )=

(
ωsta×Usta(si, t

k
j ) + ωspa×Uspa(si, t

k
j )+ωsce×Usce(si, t

k
j ) + ωsae

×Usae
(si, t

k
j )
)ωsla

×Usla
(si,t

k
j )+ωsca×Usca (si,t

k
j ).

(18)

Authorized licensed use limited to: China University of Petroleum. Downloaded on August 31,2024 at 11:54:48 UTC from IEEE Xplore.  Restrictions apply. 



QU et al.: COMPETITION-ORIENTED STUDENT TEAM BUILDING METHOD 2027

where Umin(S,TB) and Umax(S,TB) are the minimum value
and the maximum value of one student in S in the current team
building TB, and are calculated as follows:

Umax(S,TB) = max(U(si, t
k
j )|si ∈ S, tkj ∈ TB)

Umin(S,TB) = min(U(si, t
k
j )|si ∈ S, tkj ∈ TB). (22)

Obviously, the above optimization problem is a multiconstrained
multiobjective optimization one, and thus, we can apply some in-
telligence or heuristic algorithms to find feasible solutions [34].

IV. OPTIMIZATION ALGORITHM

We design an improved MOPSO-DDI and apply it to solve
the above modeled multiobjective problem as defined in (21).

A. MOPSO With Dimension by Dimension Improvement
(MOPSO-DDI)

PSO is inspired by the social behaviors of the individuals in
bird flocking. Each particle represents a solution of the optimiza-
tion problem, and its position is randomly generated in the initial
procedure and adjusted based on the self-learning ability and
social learning ability in solution space. The specific movement
is given as follows: where vi(t) and xi(t) are the velocity and
position of particle i in the tth iteration, respectively. w is the
inertia weight controlling the effect of the previous velocity on
the current velocity. c1 and c2 are referred to the self-learning
ability and social learning ability, respectively. r1 and r2 are
mutually independent pseudorandom numbers, subject to an
uniform distribution on [0,1].

Based on the classical PSO, MOPSO uses the concept of
Pareto dominance to determine the flight direction of a parti-
cle and maintains previously found nondominated vectors in a
global repository that is later used by other particles to guide
their flight. The advantage of fast convergence in turn makes
MOPSO easily trap into local optimization; thus, we design
MOPSO-DDI, which applies a dimension by dimension evalu-
ation and update strategy, that is, an updated better value of one
dimension with the old values of other dimensions can combined
into a new solution [35]. Specially, after calculating the velocity
of each particle, when calculating the position, we compare the
new position of the current particle with the global best particle
by dimension, and the better one will chosen in each dimension.
Moreover, to further avoid trapping into local optimization, we
choose a particle randomly as the candidate solution for each
dimension in position update.

Since MOPSO is a popular multiobjective optimization al-
gorithm, we just provide the proposed dimension by dimen-
sion improvement method, and its procedure is described as
Algorithm 1.

Algorithm 1: Dimension by Dimension Improvement.

In Algorithm 1, vi(t) is the velocity of particle i in (t)th
iteration, xi(t) is the position of particle i in (t)th iteration,
and x(t− 1) is the position of all particles in (t− 1)th iteration.
Line 1 is to update the position of particle i as (23) shown at
the bottom of the this page. Lines 2–8 are to take dimension
by dimension improvement operations. Among them, for each
dimension, lines 3–5 are to try to get a new solution by replac-
ing each dimension with the corresponding one in gbest, and
lines 6–8 are to try to get a new solution by replacing each
dimension with the corresponding one in a random destination
particle. Line 9 returns the new position of particle i as the
solution.

B. CTB With MOPSO-DDI

We apply the proposed MOPSO-DDI to solve the above mod-
eled multiobjective problems, namely, the competition-oriented
student team building. The procedure of competition-oriented
student team building with the MOPSO-DDI algorithm is de-
scribed as Algorithm 2.

In Algorithm 2, Np is the number of particles, and Nit is the
number of iterations. pbest and gbest are a local optimal particle
and global optimal particle, respectively. Line 1 is to initiate
particle with random position and velocity, and the position
of a particle is one team building, which contains some built
teams. Lines 2–14 are to optimize the whole team building

vi(t) = w × vi(t− 1) + c1 × r1 × (xpbest − xi(t)) + c2 × r2 × (xgbest − xi(t))

xi(t) = xi(t− 1) + vi(t) (23)
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Algorithm 2: Competition Team Building (CTB) With
MOPSO-DDI.

with MOPSO-DDI. Among them, lines 4–6 are to record all
nondominated solutions; lines 7–9 are to calculate the quarterly
distance of all particles in AN , sort them in descending order,
and updatepbest and gbest; lines 10–12 are to update the velocity
and position of each particle with dimension by dimension
improvement; and line 14 returns AN as the solution.

As stated above, the time complexity of the proposed CTB
with MOPSO-DDI is dependent on the maximum number of
iterations Nit, the number of particles Np, and the number of
dimensions Nd. Therefore, the complexity is O(Nit ×Np ×
Nd).

Recall the illustration example in Section II-C, we should
build two teams for ICPC and one team for CCSCDC
from the ten students based on their properties, which
are described in Section II-C. Based on the defined prob-
lem and the applied optimization algorithms, we can ob-
tain a set of feasible Pareto solutions. In this example, there
are four feasible solutions in the obtained Pareto solutions
set, namely, [(5,1,6),(3,8,9),(9,4,5)], [(5,2,7),(3,8,9),(9,6,5)],
[(5,2,6),(3,8,9),(9,7,5)], and [(5,2,7),(3,8,9),(9,6,4)]. Further-
more, we can further choose the final solution based on different
conditions; for example, we can give more important weight to
the first optimization objective than the second one in (21), that
is, to pursue excellent results in attending academic competi-
tions. On the other hand, we can increase the weight of the
second optimization objective to emphasize education fairness.
Here, we just take the first solution with the maximum U(TB)
as an example, students 1, 5, and 6 build team 1, and students
3, 8, and 9 build team 2, which attend ICPC, and students 4, 5,
and 9 build team 3, which attend CCSCDC.

TABLE III
PARAMETER SETTINGS

V. PERFORMANCE EVALUATION

We will first show the illustration results about the team build-
ing method, and then show the student utility and team utility
through simulation experiments and real experiments, respec-
tively. Finally, we further demonstrate our proposed MOPSO-
DDI compared with other multiple objective optimization
algorithms.

A. Parameter Setting and Illustration Results

Based on the results from plenty of experiments and to cal-
culate easily, some important simulation parameters are set as
shown in Table III, and their values are determined based on the
best experimental results from multiple experiments. The CPU
is Intel Core i5-6300HQ at 2.30 GHz 2.30 GHz, and the memory
capacity is 8 GB.

Recall the illustration example in Section II-C, we have built
two teams for ICPC and one team for CCSCDC from the ten
students based on their properties with MOPSO-DDI. The three
built teams are shown in Fig. 3(a). We can further choose any one
team to view the details of the members, as shown in Fig. 3(b),
and we use radar map to show the six attributes for each chosen
student.

B. Simulation Experiments

1) Experimental Settings: Based on the built platform, we
collect the data of students in our university. There are 88 college
students in the major of computer science and technology. We
simulate the condition of attending the competition in an aca-
demic year. There are five related competitions in an academic
year, and each competition can accommodate three teams, which
consist of five students, respectively. These competitions are
sequenced by the required energy from the lowest to the highest.
The student attends a competition and gets a utility improvement
in some corresponding attribute.

We select students with first-class theoretical ability randomly
(FCTA), randomly select students with first-class practical abil-
ity (FCPA), and randomly select students with first-class theoret-
ical and practical ability (FCTPA) to compare the performance of
three team methods with our proposed CTB method. We set the
threshold of the first class at 0.75 to assure that there are enough
students to build teams. Therefore, there are 57% of students
having the first-class theoretical ability, 47% of students having
the first-class practical ability, and 38% having the first-class
theoretical and practical one, respectively.

We use the following metrics to do performance evaluations
and comparisons.

1) Average team utility (ATU): The average value of utilities
of all teams involved in current competitions.
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Fig. 3. Illustration results for example. (a) Built teams for example. (b) Details
of students in team1.

2) Variance of team utility (VTU): The variance value of
utilities of all teams involved in current competitions.

3) Average student utility (ASU): The average value of utili-
ties of all students involved in current competitions.

4) Variance of student utility (VSU): The variance value of
utilities of all students involved in current competitions.

5) Average student ability (ASA): The average value of all
students’ ability.

6) Variance of student ability (VSA): The variance value of
all students’ ability.

These metrics reflect the improvement of students in building
teams and attending competitions. ATU and VTU measure the
profit of teams, and the others measure the profit of students.

2) Results Analysis: Fig. 4 compares the team utility of the
four team building methods. It can be clearly seen that the ATU of
CTB is much higher than the other three methods. This is because
CTB considers the utility value of each student’s six attributes in
building team for the current competitions, which tries to average
the utilities of all built teams. The other three methods are to
select top students in different aspects to make their ATU curves
similar. With the increment of the number of competitions, the

Fig. 4. Team utility comparison. (a) ATU. (b) VTU.

Fig. 5. Student utility comparison. (a) ASU. (b) VSU.

Fig. 6. Student ability comparison. (a) ASA. (b) VSA.

advantage of CTB over the other three methods becomes larger
and larger. Especially, the VTUs of FCTA, FCPA, and FCTPA
increase sharply, since the choice of first-class students will limit
the scope of students, and the difference among these built teams
will increase.

As shown in Fig. 5(a), FCTA, FCPA, and FCTPA decreased
with the increase in the number of competitions, while the ASU
curve of CTB remained stable, because CTB comprehensively
considers a student’s six attributes to build teams and other team
building methods only choose first-class students from different
viewpoints. If a student is chosen by multiple competitions, his
energy will be consumed too much. Therefore, when the num-
ber of competitions increases to 5, their performance degrades
sharply, namely, ASU decreases and VSU increases.

Finally, we test the whole students’ ability to verify the influ-
ence of team building methods on the whole students. A student’s
ability is defined as the cumulative sum of his six properties. As
shown in Fig. 6, the ASA of all methods increases smoothly, and
when there are five competitions, the increment extent of CTB
remains stable, and that of other methods decreases because they
cannot provide more appropriate students.
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Fig. 7. Team utility comparison. (a) ATU. (b) VTU.

Fig. 8. Student utility comparison. (a) ASU. (b) VSU.

It is worth noting that with the increment of the number of
competitions, VSA of CTB keeps decreasing, and that of other
methods increases. The reason is that CTB considers all students
and tries to reduce the difference among students, while the other
methods only consider the first-class students and increase in the
difference of the whole students.

C. Real Experiments

1) Experimental Settings: In a real experiment, there are 88
and 80 college students from two grades 2018 and 2019, and
in the major of computer science and technology. Students in
the class of 2018 are a control group, namely, REAL-18, and
they use the team building method without reference to CTB
results to build a team in the real environment. A total of 80
students in the class of 2019 are experience group, and they build
a team with CTB results as a reference, namely, CTB-19. There
are five major-related competitions in an academic year, and
each competition sets the number of teams and team members
based on their actual participation; teams and members of each
competition are counted according to actual participation. The
parameters and metrics are the same.

2) Results Analysis: As shown in Fig. 7, CTB-19 achieves
a higher ATU and a lower VTU than REAL-18 with different
numbers of competitions. Moreover, when the number of com-
petitions goes to 5, REAL-18 gets a sharp increment in VTU,
while CBT-19 still gets a similar and stable one, because it takes
the utilities of teams into full consideration and REAL-18 just
builds teams with more randomness.

Fig. 8 compares the changes in student utilities between two
grades in the real environment. As shown in Fig. 8(a), with the
increment of the number of competitions, the ASU of REAL-18
shows a descending trend and that of CTB-19 demonstrates an

Fig. 9. Student ability comparison. (a) ASA. (b) VSA.

increased one. While, as shown in Fig. 8(b), with the increment
of the number of competitions, REAL-18 and CTB-19 show a
stable and similar performance in terms of VSU, except for a
sharp increment in REAL-18 when there are five competitions.
The main reason is that CTB-19 considers the utility of students
in building teams. In general, compared with the REAL-18
method, the CTB-19 method improves ASU and tries to lessen
VSU.

Finally, we test the whole students’ ability to verify the
influence of team building methods on whole students. As shown
in Fig. 9(a), with the increase in the number of competitions,
the ASA of CTB-19 is higher than REAL-18. As shown in
Fig. 9(b), with the increase in the number of competitions, the
VSA of REAL-18 shows an overall upward trend, which is higher
than CTB-19. Fig. 9 compares the changes of ASA and VSA
between the REAL-18 and the CTB-19 in the real environment.
In general, compared with the REAL-18, the CTB-19 method
improves students’ average ability and reduces the gap between
students in terms of students’ ability.

D. Performance Comparison With Other Algorithms

We finally compare the performance of our proposed
MOPSO-DDI with other optimization algorithms, namely,
NSGA-II, MOPSO, and SS-MOPSO. Recall that MOPSO [16]
and SS-MOPSO [21] are closely related work to MOPSO-DDI.
MOPSO is the basic multiobjective optimization algorithm and
the basis of MOPSO-DDI, and SS-MOPSO is also an improve-
ment of MOPSO and forms stable niches, which are optimized to
search and maintain Pareto-optimal solutions in parallel. NSGA-
II [27] is a basic and popular nondominated sorting genetic
algorithm. To ensure fairness, we use the same population size
and the number of iterations in the four compared algorithms.

We take HV and IGD as performance metrics [36]. HV metric
evaluates the performance of an algorithm by computing the
size of the area covered by the nondominated solution set in the
objective space. It has good mathematical properties in theory,
namely, among all univariate metrics, HV is a method that can
judge that nondominated solution set X is not worse than another
nondominated solution set, and it can also maintain consistency
with Pareto dominance. Generally, a larger HV value indicates
a higher quality of the solution set, and better convergence and
diversity of the solution set.

Table IV shows that MOPSO-DDI wins the other three com-
pared algorithms in all the best, the average, and the worst
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TABLE IV
COMPARISON OF FOUR ALGORITHMS IN HV

Fig. 10. Boxplot for HV values of four compared algorithms.

TABLE V
COMPARISON OF FOUR ALGORITHMS IN IGD

HV, suggesting that MOPSO-DDI exhibits better convergence
and diversity. A more clear comparison is shown in Fig. 10.
MOPSO-DDI has a higher HV index, indicating that it is better
in terms of convergence and diversity. SS-MOPSO achieves
the second best performance for its searching and maintaining
Pareto-optimal solution in parallel. As two basic evolutionary
algorithms, MOPSO and NSGA-II get the third and fourth
best one, respectively. However, SS-MOPSO has the lowest
distribution range of HV value, which indicates that it has
the best stability and all got solutions have more similarities
for its parallel operation, while MOPSO-DDI has the second
one, which shows that it has better stability than MOPSO and
NSGA-II.

IGD is used to evaluate the degree of approximation of non-
dominated solutions to the true Pareto-optimal solution set in
multiobjective optimization algorithms. A smaller IGD value
indicates a higher recommendation accuracy, as well as better
convergence and distribution performance of the algorithm. The
IGD index can be calculated as follows:

IGD(P,Q) =
1

|P |
∑
v∈P

d(v,Q). (24)

Here,P is the optimal solution set on the real Pareto surface, |P |
is the number of individuals in the optimal solution set on the real
Pareto surface, Q is the nondominated solution set obtained by
the algorithm, and d(v,Q) is the minimum Euclidean distance
from individual v to population Q. Table V shows that MOPSO-
DDI achieves the best average and variance of IGD than other

Fig. 11. Running time of four compared algorithms.

three compared algorithms, which means that it outperforms
them in terms of convergence and distribution uniformity, while
SS-MOPSO, MOPSO, and NSGA-II get the second, third, and
fourth performances in IGD, respectively.

Finally, we compare the running time of the four optimization
algorithms. As shown in Fig. 11, MOPSO costs the least time for
its simplicity, NSGA-II needs a little more time than MOPSO,
and SS-MOPSO spends more time than MOSPO and NSGA-II
for its parallel operation, while MOPSO-DDI consumes the
longest time for its dimension by dimension search. Consid-
ering its excellent performance in HV and IGD, the necessary
overhead is worth. Moreover, the student team building is not a
real-time task, and we have enough time to choose appropriate
students to build teams to attend current academic competitions.

VI. CONCLUSION

This article compared traditional team building methods,
which just choose first-class students to attend competitions.
We build a Big Data platform to collect and analyze students’
various behavior data, and then develop a comprehensive model
for students and competitions based on six different properties,
respectively. Furthermore, a utility function is defined for each
property of students to denote their gain in this property for
building a team to attend a competition. Based on the above
analysis, we formulate competition-oriented team building as
a multiple-objective optimization problem, which tries to max-
imize the utilities of all built teams and minimize the utility
difference among all involved students simultaneously. More-
over, we design MOPSO-DDI, which updates the positions of
particles with dimension by dimension improvement in MOPSO
to solve it. The detailed search improves the local search ability
of MOPSO and avoids to trap in local optima. The simulation re-
sults demonstrate the performance of our team building method,
in terms of student utility and team utility. Moreover, it decreases
the difference in the whole students’ abilities. MOSPO-DDI also
shows better performance, in terms of HV and IGD than other
optimization algorithms.

The proposed competition-oriented student team building
method has two important roles. On the one hand, it chooses
the more suitable students to build different teams to attend
various competitions, which can bring better competition results,
enhance students’ ability, and promote the development of major
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and university. On the other hand, by considering education
fairness, the study does not only focus on first-class students,
but also takes into account overall involved students, which
has an important meaning in current high education. Both the
good competition results and the consideration of education
fairness can exert a far-reaching influence on the students, the
universities, and then the whole of higher education.
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