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Abstract—Considering the fact that a server is more likely to
fail if it is highly loaded, in this paper, we involve load impacts on
service reliability in a heterogeneous cluster, where servers have
load-dependent reliabilities and jobs have resource and execution
interval demands. Specifically, each server is specified by a resource
capacity and a workload limitation, i.e., the server is expected to
perform reliably if its workload is less than the workload limitation.
There is also a set of jobs needing to be executed on these servers.
Each job is associated with a resource demand and an execution
interval, i.e., the time interval that the job is planned to be executed.
Our goal is to find a reliable schedule of jobs to servers such that all
servers’ workload limitations are satisfied. The problem is proved
to be strongly NP-complete, which implies that there is not even a
pseudo-polynomial time algorithm. Hence, we try our best to find
a reliable schedule. To solve the problem, we define a stereogram
(specifically defined as a bipartite stereogram) and develop a bi-
partite stereogram matching-based scheduling method (BSMSM),
which combines the matching of our constructed bipartite stere-
ogram with reliable scheduling. Some theoretical results are also
derived in this paper. We perform extensive random experiments
and the results show that BSMSM can find reliable schedules, i.e.,
the workloads on all servers can be maintained to be less than or
equal to the servers’ workload limitations, to a large extent.

Index Terms—Bipartite stereogram, heterogeneous cluster
(HC), reliable scheduling, workload limitation.

I. INTRODUCTION

A. Motivation

DURING recent years, there is a rapidly increasing num-
ber of cloud infrastructure, platform, and service centers
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(such as Amazon, Microsoft Azure, Rackspace, etc.) [1]. Due to
its cost-effectiveness, maintenance-free convenience, and other
advantages, many companies or users have placed their appli-
cations out to cloud centers, and to support various service de-
mands, a service provider has to equip more and more computing
servers which form a huge heterogeneous cluster (HC) [2]. With
tens of thousands of host servers in an HC, it is difficult to ensure
that all host servers always work well. Hence, a statistically rare
failure event may become common in a cloud center, which se-
riously impacts the performance and cost [3], [4]. For example,
an unreliable HC with a higher probability of server failures in-
evitably results in more interruption of running virtual machines,
which implies a reduction in performance metric. Subsequent re-
covery or redoing the work also incurs additional energy cost.
Therefore, the issue of how to enhance service reliability has
become a critical problem.

Reliability is defined as the ability of an item to perform a
required function under stated conditions for a stated time period
in standard TL9000 [6], [7]. For server reliability, specifically,
it can be understood as the probability of the server to perform
normally for a given period of time. When considering service
reliability in an HC, server reliability is one of the most important
factors that should be taken into account [8]. The reason lies
in that when a host server crashes, all applications or virtual
machines on it will go down. The services delivered by the virtual
machines will be interrupted or even need to be re-run from the
beginning, which can result in serious performance degradation
and cost increase. On the other hand, it influences the appeal
to users or potential users in the market. Specifically, due to
performance degradation (e.g., long task response time), a user
may refuse to use the provided services or choose another service
provider, which impacts the long-term revenue of the service
provider.

It is well-known that as a server approaches a high level of
workload utilization, degradation in performance occurs (e.g.,
the average running time of an OpenMP program delays as the
increase of its parallelism degree [9]–[11]). Many works also
establish that workload utilization impacts a server’s reliability
[12], [13]. For example, in [5], Deng et al. established that CPU
temperature tends to linearly increase with its utilization [see
Fig. 1(a)]. They obtained the results by carefully controlling a
server to run SPEC 2006 benchmark [14] and using lm-sensors
[15] to record the corresponding temperature changes. Since the
failure rates caused by many hard errors [e.g., electromigration
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Fig. 1. Illustration of the relationship between CPU utilization and MTTF of a server (cluster). (a) Relationship between CPU temperature and utilization [5].
(b) MTTF caused by three common hard errors (EM, SM, and TDDB). (c) Integrated MTTF caused by EM, SM, and TDDB. (d) Cluster reliability.

(EM), stress migration (SM), time-dependent dielectric break-
down (TDDB)] exponentially increase with the increase of tem-
perature [16], [17], the corresponding reliability (mean-time-to-
failure, MTTF) caused by each of these errors tends to expo-
nentially decrease with temperature increment [see Fig. 1(b)].
Due to the linear relationship between utilization and temper-
ature, the reliability of a server caused by EM, SM, or TDDB
also tends to decrease with utilization increment. In Fig. 1(c), we
plot the shape of the integrated reliability of a server caused by
EM, SM, and TDDB. Even though the reliability of a server can
be relatively high, when involving tens of hundreds of servers
(a cluster), the corresponding reliability can be significantly low
[see Fig. 1(d)].

Therefore, the reliability of a server can be impacted by its
workload (e.g., CPU utilization) and server workload should be
involved when addressing reliability. This conflicts with most
previous assumptions that a server maintains a constant reliabil-
ity level [18], [19]. In addition, many existing works for service
reliability are based on replication strategies [20] or rollback
recovery relying on checkpointing protocols [21], [22]. Rare
works are done from the perspective of servers’ workload im-
pacts. Therefore, in this paper, we involve the load impact on the
reliability of an HC, in which we associate a workload limitation
for each server, i.e., a server is assumed to attain a desired reli-
ability level if its workload is less than its workload limitation.
Furthermore, we consider from the perspective of scheduling.
Specifically, we try our best to find a schedule of jobs to servers
such that all sever load constraints are satisfied.

B. Our Contributions

Considering the fact that a server is more likely to fail if it is
highly loaded, in this paper, we involve load impacts on service
reliability in an HC, where servers have load-dependent relia-
bilities and jobs have resource and execution interval demands.
Specifically, there are some heterogeneous servers. Each server
is specified by a resource capacity and a workload limitation,
i.e., the server is expected to perform reliably if its workload
is less than the workload limitation. There is also a set of jobs
needing to be executed on these servers. Each job is associated
with a resource demand and an execution interval, i.e., the time
interval that the job is planned to be executed. Our goal is to
find a reliable schedule of jobs to servers such that all servers’

workload limitations are satisfied. The problem is proved to be
strongly NP-complete, which implies that there is not even a
pseudo-polynomial time algorithm. Hence, we try our best to
find a reliable schedule.

The main contributions and differences of this paper are listed
as follows.

1) We involve load impacts on reliability and consider from
the perspective of scheduling with machine load limita-
tions to maintain reliability.

2) We accordingly propose a method called bipartite stere-
ogram matching-based scheduling method (BSMSM), in
which we consider job–machine mapping as an extended
matching problem.

3) A theoretical conclusion is derived from our bipartite
stereogram matching-based method (see Theorem III.2),
which provides theoretical guarantees for our method to
some extent.

We perform extensive random experiments. The results show
that BSMSM can find appropriate schedules to a large extent.

C. Related Work

Enhancing the reliability of services is an important aspect of
service providers and has received considerable attention from
the research community [23]. The main solutions for service
reliability are based on replication strategies [19], [20], [24],
[25] and rollback recovery relying on checkpointing protocols
[21], [22].

Replication is based on the exploitation of redundancy and
is used in many fields. One-to-one and one-to-many standbys
are two well-known mechanisms. In [26], Xu et al. tried to
map each primary virtual machine (VM) to a backup VM. A
primary VM and its mapping backup node form a survivable
group. A task can be completed in time if at least one VM in
the survivable group works well. The work takes the bandwidth
reservation into account when solving the mapping problem. In
this regard, an optimal algorithm that maps a survivable group
to the physical data center was proposed [26]. In [27], Usman
et al. introduced a data semantics and data encoding-based data
replication strategy called semantic data replication (SDR),
which focuses on high operation availabilities with low costs. In
[28], Wang et al. proposed replicating bandwidth-intensive so-
cial contents in a device-to-device manner. Based on large-scale
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measurement studies on social content propagation and user
mobility patterns in edge-network regions, they observed that
their proposed device-to-device replication strategy can signif-
icantly help users download social contents from neighboring
peers.

Checkpointing is another widely used mechanism for relia-
bility that functions by periodically saving the execution state
as an image file. However, usually, data centers have limited
network resources and may readily become congested when
a huge number of checkpoint image files are transferred. At-
tempting to avoid this problem, Zhang et al. [29] presented a
theoretical delta-checkpoint approach in which the base system
only needs to be saved once the first checkpoint completes and
subsequent checkpoint images only contain the incrementally
modified pages. A theoretical delta-checkpoint approach was
implemented by Goiri et al. in [30]. A further reduction in net-
work resource consumption was developed by Limrungsi et al.
[31], who proposed a peer-to-peer checkpoint approach in which
the checkpoint images are stored on the neighboring host servers.
If the storage server is located in the same pod as the service
providing server, it is unnecessary to transfer the checkpoint
images via core switches. In [32], Levitin et al. tried to formu-
late and solve optimal dynamic checkpointing policy problems,
as well as an integrated optimization problem that finds the op-
timal combination of checkpointing policy and element activa-
tion sequence. They also demonstrated the advantages of using
the dynamic checkpointing policy over fixed even checkpoints
through examples.

Different from the abovementioned works, we involve work-
load impacts when addressing reliability. In addition, we
consider the reliability of a cluster from the perspective of
scheduling. Specifically, we try to guarantee that for each server,
its workload is maintained below a threshold to attain a desir-
able reliability. Obviously, under this scheme, the reliability of
a cluster can also be maintained.

The rest of this paper is organized as follows. Section II-B
presents the preliminary notations and formulates our reliable
scheduling problem. In Section III, we construct our bipartite
stereogram and develop a BSMSM. Many analyses and dis-
cussions are also shown in this section. In Section IV, we per-
form extensive random experiments and show the results. The
conclusions are presented in Section V.

II. SYSTEM MODEL AND PROBLEM DEFINITION

A. Model Construction

Since the reliability of a server tends to exponentially decrease
with temperature (workload), we can find a tradeoff between
them to maintain relatively high reliable execution by controlling
workload on the server (see Fig. 2). For a cluster, if we guarantee
the reliability of each server, the corresponding reliability of the
cluster can be maintained (see Fig. 3).

Therefore, in our model, we associate a workload threshold
for each server and assume that if its workload is less than
the threshold, the server can attain a desirable reliability level.
By appropriate scheduling, we try to guarantee that all server

Fig. 2. Tradeoff between reliability and temperature (workload).

Fig. 3. Impact of each server’s reliability improvement on a cluster’s
reliability.

workload thresholds maintain the reliability of the cluster. We
formally formulate our problem in the next section.

B. Problem Definition

An HC is equipped with m heterogeneous machines, which
are represented by M = {1, . . . ,m}. Each machine j (j ∈ M)
is associated with a load capacity Cj and a workload limitation
ūj (ūj < 1), i.e., machine j is expected to perform reliably if its
workload is less than or equal to ūj . In this paper, we consider
time to be uniformly divided into discrete intervals ranging from
1 to T . Each interval is referred to as a time slot and the set of
time slots is denoted as T = {1, . . . , T}. There is a set of jobs
N = {1, . . . , n} needing to be scheduled on the machines inM.
Each job i (i ∈ N ) is associated with a resource requirement ri
and an execution interval Ii = [si, ei], where si and ei (si, ei ∈
T ) are the start-time and end-time slots of job i, respectively.
Our goal is to find a scheduling strategy for jobs in N such that
the workloads on all servers are less than or equal to the servers’
workload limitations throughout the time slots (see Fig. 4).

We formalize our scheduling problem as follows. As men-
tioned earlier, each job i (i ∈ N ) is associated with an execution
interval Ii = [si, ei]. We say that job i is active at a time slot
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Fig. 4. Scheduling model with load limitation.

t ∈ T if t ∈ Ii. If we denote A(t) as the set of all jobs active at
time slot t (t ∈ T ), we can obtain

A(t) =
{
i| t ∈ Ii and i ∈ N

}
. (1)

Let Φj (Φj ⊆ N ) be the set of jobs scheduled on machine j
(j ∈ M). Then, the workload utilization on machine j during
time slot t (t ∈ T ) is expressed as

uj (Φj , t) =
1

Cj

∑
i∈Φj∩A(t)

ri. (2)

Our goal is to find a scheduling strategyΦ = (Φj)j∈M such that
the workload limitations of all machines are satisfied as much as
possible, i.e., find a strategy to the following reliable scheduling
(RELIABLE-SCHED) problem:

∀j ∈ M ∀t ∈ T uj (Φj , t) ≤ ūj (3)

where Φ satisfies
⋃

j∈M Φj = N and Φj ∩ Φk = ∅ for all
j, k ∈ M.

Theorem II.1: RELIABLE-SCHED is NP-complete in the
strong sense.

Proof: In order to prove the strong NP-completeness of
RELIABLE-SCHED, we will use a reduction from the Bin Packing
problem [33].

Bin Packing (Decision version): Given a set of bins
B1, B2, . . . , Bm with the same size V and a list of n items with
sizes s1, s2, . . . , sn to pack, find an m-partition S1 ∪ · · · ∪ Sm

of the set {1, 2, . . . , n} such that

∀k ∈ {1, . . . ,m} ,
∑
i∈Sk

ai ≤ V.

Let us consider the a special instance of RELIABLE-SCHED,
in which there are n jobs J1, J2, . . . , Jn to be executed on m
machines M1,M2, . . . ,Mm. There is only one time slot and all

the jobs are active in that time slot. Let ai denote the resource
demand ofJi. All servers are with resource capacityV and work-
load limitation one, i.e., the machines are homogeneous. Then,
the Bin Packing problem corresponds to this special instance of
RELIABLE-SCHED.

Therefore, the abovementioned special instance of RELIABLE-
SCHED and thus, RELIABLE-SCHED is strongly NP-complete.
This achieves the proof of strong NP-completeness of RELIABLE-
SCHED. �

III. BIPARTITE STEREOGRAM MATCHING-BASED

SCHEDULING ALGORITHM

In this section, we present a reliable scheduling algo-
rithm called BSMSM to RELIABLE-SCHED. Before presenting
BSMSM, we first find a feasible fractional solution to RELIABLE-
SCHED and construct a stereogram (specifically defined as
bipartite stereogram), which is the basis of BSMSM.

A. Problem Transformation for a Feasible Fractional Solution

We first try to transform RELIABLE-SCHED to another much
simpler problem so that we can find a feasible fractional solution
to RELIABLE-SCHED.

Denote Ri(t) as the resource requirement of job i (i ∈ N ) at
time slot t (t ∈ T ). Then

Ri(t) =

{
ri, if t ∈ Ii
0, if t /∈ Ii

(4)

where Ii is the associated execution interval of job i. For each
job i ∈ N and each machine j ∈ M, we associate a variable
xi,j , which represents whether job i is allocated on machine
j. Thus, xi,j only takes on integer value 0 (not allocated) or 1
(allocated), and the workload utilization on machine j (j ∈ M)
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at time slot t (t ∈ T ) can be rewritten as

uj (x, t) =
1

Cj

∑
i∈N

xi,jRi(t) (5)

wherex = (xi,j)i∈N ,j∈M is the scheduling indicator for all jobs,
and satisfies the constraint

∑
j∈M xi,j = 1 for all i ∈ N .

Notice that, our objective is to try to guarantee that the work-
load on each machine does not exceed its threshold throughout
the time horizon, i.e., ∀j ∈ M∀t ∈ T

uj (Φj , t) ≤ ūj . (6)

However, due to the strong NP-completeness, it is impracticable
to obtain such a solution in polynomial time under P 	= NP.
Hence, we first try to obtain a feasible fractional solution, and
based on the fractional solution, we consider the mapping of
jobs to machines from a matching perspective.

Denote umax
j (x, t) as the maximal workload of machine j

(j ∈ M) among all theT time slots under job allocation strategy
x, i.e.,

umax
j (x) = max

t∈T
uj (x, t) . (7)

To obtain a feasible fractional solution, we incorporate an
objective

U (x) =
∏
j∈M

(
ūj − umax

j (x)
)
. (8)

The reason why we design such an objective to obtain a fractional
solution is that besides satisfying the constraint ∀j ∈ M∀t ∈
T , uj (Φj , t) ≤ ūj , it can mitigate the workloads among all ma-
chines due to the fact that under ideal situation, U (x) is max-
imized when the values

(
ūj − umax

j (x)
)

of all machines are
equal. We first ignore the integer constraint of x and try to

maximize U (x) (9)

subject to the job allocation constraint and machine workload
limitation constraint, i.e., we try to solve the following optimiza-
tion problem (OPT-U):

maximize U (x) =
∏
j∈M

(
ūj − umax

j (x)
)

(10)

subject to
⎧
⎪⎪⎨
⎪⎪⎩

∑
j∈M xi,j = 1∀i ∈ N

umax
j (x) < ūj ∀j ∈ M

xi,j ≥ 0∀i ∈ N ∀j ∈ M

. (11)

Directly solving OPT-U is very hard, because each function
umax
j (x) (j ∈ M) is discontinuous and quite irregular. Hence,

to obtain an appropriate solution to OPT-U, we further transform
it into another simpler problem. The details are proceeded as
follows.

We simplify OPT-U by assuming that the allocation strategies
of a job on all machines are the same, i.e., ∀j ∈ M

x1,j = x2,j = · · · = xn,j = x0
j . (12)

Denote x0 as the new allocation strategy, i.e., x0 = (x0
j )j∈M,

and satisfies
∑

j∈M x0
j = 1. Then, we can rewrite uj(x, t) as

uj

(
x0, t

)
=

x0
j

Cj

∑
i∈N

Ri(t) (13)

and umax
j (x) as

umax
j (x) = uj

(
x0, t̂

)
(14)

where t̂ (t̂ ∈ T ) is the time slot with maximal
∑

i∈N Ri(t), i.e.,

t̂ ∈ argmax
t∈T

(∑
i∈N

Ri(t)

)
. (15)

Then, we can formulate the simplified optimization problem
(SIMP-OPT-U) as follows:

maximize U
(
x0
)
=
∏
j∈M

(
ūj − uj

(
x0, t̂

))
(16)

subject to
⎧
⎪⎪⎨
⎪⎪⎩

∑
j∈M x0

j = 1

x0
j ≥ 0∀j ∈ M

uj

(
x0, t̂

)
< ūj ∀j ∈ M

. (17)

Theorem III.1: The optimal solution to SIMP-OPT-U can for-
mulate a feasible solution to OPT-U.

The abovementioned conclusion can be simply verified by
formulating x = (xi)i∈N with xi = x0 for all i ∈ N , i.e., the
allocation strategies of all jobs on a machine j ∈ M are the same
(equal to x0

j ).
Next, we focus on solving SIMP-OPT-U and try to use the

method of Lagrange multiplier.
Notice that, uj(x, ts) is restricted to be less than ūj for all

j ∈ M. We can rewrite the objective of SIMP-OPT-U as

UΣ

(
x0
)
=
∑
j∈M

ln
(
ūj − uj

(
x0, t̂

))
. (18)

We first maximize (18) subject to the equality constraint in (17)
only, as it is clear that constraint

uj

(
x0, t̂

)
< ūj ∀j ∈ M (19)

is inactive, and we will treat the inequality constraint x0
j ≥ 0

(∀j ∈ M) as a special case. Hence, the Lagrangian is given by

L =
∑
j∈M

ln
(
ūj − uj

(
x0, t̂

))
+ α

⎛
⎝∑

j∈M
x0
j − 1

⎞
⎠

=
∑
j∈M

ln

(
ūj −

x0
jRΣ

(
t̂
)

Cj

)
+ α

⎛
⎝∑

j∈M
x0
j − 1

⎞
⎠ (20)

where RΣ(t̂) =
∑

i∈N Ri(t̂). A necessary condition is ∀j ∈ M

∂L

∂x0
j

= 0. (21)
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Solving (21), we get

−
RΣ

(
t̂
)

ūjCj − x0
jRΣ

(
t̂
) + α = 0 (22)

and

x0
j =

ūjCj

RΣ

(
t̂
) − 1

α
. (23)

The Lagrange multiplier α needs to be chosen such that the
equality constraint

∑
j∈M x0

j = 1 is satisfied. Hence

∑
j∈M

(
ūjCj

RΣ

(
t̂
) − 1

α

)
= 1 (24)

and

α =
mRΣ

(
t̂
)

∑
j∈M ūjCj −RΣ

(
t̂
) . (25)

Substituting the obtained α into (23), we in turn get x0
j for all

j ∈ M.
We now need to consider the nonnegative constraint in (17),

i.e., x0
j ≥ 0∀j ∈ M. Using the results obtained so far, we know

that one or more x0
j will be nonnegative due to the equality

constraint in (17). At the crossroad, we have x0
j = 0. Setting

x0
j = 0 into (22) gives

αj =
RΣ

(
t̂
)

ūjCj
. (26)

Equations (23), (25), and (26) give us insight to how negative x0
j

occurs. If we include all machines in M as in (24), then we may
get x0

j < 0 due to α < αj . Therefore, some machines may need
to be excluded, that is, we set x0

j = 0 for these machines. We,
therefore, sort the machines in non-decreasing order according
to their values as given by (26). Denote the sorted sequence as
φ = (φ1, φ2, . . . , φm), i.e.,

αφ1
≤ αφ2

≤ · · · ≤ αφm
. (27)

Then, the following equation gives a compact representation to
the machines that should be included (and the rest excluded):

d∑
l=1

(
ūφl

Cφl

RΣ

(
t̂
) − 1

αφd

)
≥ 1 (28)

where d (1 ≤ d ≤ m) is the minimal positive integer represent-
ing the number of machines that should be included, and α is
given by the following equation:

d∑
l=1

(
ūφl

Cφl

RΣ

(
t̂
) − 1

α

)
= 1. (29)

Finally, combining with (23), x0
j is given as

x0
φl

=
1

d
+

ūφl
Cφl

RΣ

(
t̂
) − 1

dRΣ

(
t̂
)

d∑
k=1

ūφk
Cφk

(30)

for all 1 ≤ l ≤ d. For the remaining machines, i.e., machines
φl with d < φl ≤ m, set x0

φl
= 0. The details are presented in

Algorithm 1.

By Algorithm 1, we note that Step 1 requires a time of Θ(m)
to initializex0 and the time complexity of the first for loop (Steps
2–7) isΘ(nT ). The second for loop (Steps 8–10) requires a time
of Θ(m) to calculate αj for all j ∈ M. Step 11 requires time
Θ(m logm) to sort the machines. In the third for loop (Steps 12–
18), the number of iterations is at most m(m+1)

2 and thus, its time
complexity isΘ

(
m2
)
. Obviously, it takesΘ(d) for the fourth for

loop (Steps 19–21) to calculatex0
j (j ∈ M) with positive values,

where d is less than or equal to m. Hence, the time complexity
of Calculate-SIMP-OPT-U is Θ

(
nT + 3m+m logm+m2

)
=

Θ
(
nT +m2

)
.

B. Job–Machine Connecting Stereogram Construction

In this section, we construct a stereogram which is the basis
of our proposed algorithm. To our knowledge, our constructed
stereogram differs from any previous one. Hence, we formally
give the definition of our constructed stereogram (called bipartite
stereogram) as follows.

Definition III.1: (Bipartite stereogram). A bipartite stere-
ogram S is a three-tuple (N , G (V, EG) , ES), where N is the
one-side node set, G (V, EG) is a plane graph which locates on
the other side. The node set in G is denoted as V , in which nodes
are interconnected by edges in EG. Edge connections between
nodes in N and nodes in V are incorporated in ES .

To characterize the relationships between jobs and ma-
chines, motivated by the bipartite graph construction in
[34], we will construct our bipartite stereogram S (x) =
(N , G (V (x) , EG (x)) , ES (x)) based on x and a value
x

′
(i, w) for each edge (i, w) ∈ ES , where N is the set of n
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job nodes, G (V (x) , EG (x)) is a plane graph in which V is its
node set and EG is its edge set. Our stereogram construction
consists of three stages. At first, we construct an initial bipar-
tite stereogram. One side of the bipartite stereogram consists
of job nodes in N . The other side consists of constructed ma-
chine sub-nodes W = {wj,s(t)}j∈M,t∈T ,1≤s≤kj(t)

, where kj(t)
denotes the number of sub-nodes of machine j corresponding
to time slot t, and kj(t) is calculated as

kj(t) =

⎡
⎢⎢⎢
∑

i∈A(t)

xi,j

⎤
⎥⎥⎥

(31)

withA(t) [see (1)] denoting the set of all jobs active at time slot t
(t ∈ T ) and �y denoting the minimal integer that is greater than
or equal to y. The

∑
t∈T kj(t) sub-nodes correspond to machine

j ∈ M. Our bipartite stereogram construction consists of three
stages.

Stage I: Machine sub-node and initial bipartite stereogram
construction.

The purpose of this stage is to construct an initial bipartite
stereogram which depicts the relationships between jobs and
machines, according to the obtained fractional solution (x).
Edges of the initial bipartite stereogram will correspond to job–
machine pairs (i, j) if xi,j > 0 (i ∈ N , j ∈ M). For each pos-
itive coordinate of x, there will be one or more corresponding
edges between job nodes in N and machine sub-nodes in W .
The initial bipartite stereogram and the vectorx

′
are constructed

in the following way.
We first sort the jobs in order of nonincreasing resource re-

quirement ri for all i ∈ N . Assume that the obtained sequence
is φ = (φi)i∈N , i.e.,

rφ1
≥ rφ2

≥ · · · ≥ rφn
. (32)

Then, we construct the edges incident to the sub-nodes corre-
sponding to machine j ∈ M as follows.

Case 1: ∀t ∈ T , if ∑
1≤l≤nandφl∈A(t)

xφl,j ≤ 1 (33)

then kj(t) is equal to one and there is only one sub-node
wj,1(t) ∈ W corresponding to machine j at time slot t. In this
case, for each xi,j > 0, construct an edge (i, wj,1(t)) and set
x

′
(i, wj,1(t)) = xi,j .
Case 2: ∀t ∈ T , if ∑

1≤l≤nandφl∈A(t)

xφl,j > 1 (34)

then find the minimal index l1 such that
∑

1≤l≤l1 andφl∈A(t)

xφl,j ≥ 1. (35)

Let ES contain these edges (φl, wj,1(t)) for all 1 ≤ l ≤ l1 − 1
and φl ∈ A(t) with xφl,j > 0, and set x

′
(φl, wj,1(t)) = xφl,j .

In addition, add edge (φl1 , wj,1(t)) in ES and set

x
′
(φl1 , wj,1(t)) = 1−

∑
1≤l≤l1−1andφl∈A(t)

x
′
(φl, wj,1(t)).

(36)

TABLE I
JOB CONFIGURATION IN EXAMPLE

This ensures that the summation of x
′

for edges connected to
wj,1(t) is exactly equal to one. If

∑
1≤l≤l1 andφl∈A(t)

xφl,j > 1 (37)

then a fraction of the value xφl1
,j , which equals

∑
1≤l≤l1 andφl∈A(t)

xφl,j − 1 (38)

is still unassigned. So, we also connect job node φl1 with the
next sub-node of machine j corresponding to time slot t, i.e.,
create an edge (φl1 , wj,2(t)), and set

x
′
(φl1 , wj,2(t)) =

∑
1≤l≤l1 andφl∈A(t)

xφl,j − 1. (39)

Then, we address the jobs φl ∈ A(t) with l > l1, i.e., those
jobs with smaller resource requirements on machine j, and con-
struct edges incident to wj,2(t) similar to previous steps. More
generally ∀s = 2, 3, . . . , kj(t)− 1, find the minimal index ls
such that

∑
1≤l≤ls andφl∈A(t)

xφl,j ≥ s. (40)

Add those edges (φl, wj,s(t)) for all ls−1 < l ≤ ls − 1 and
φl ∈ A(t) with xφl,j > 0, and set x

′
(φl, wj,s(t)) = xφl,j . Fur-

thermore, add edge (φls , wj,s(t)) in ES and set

x
′
(φls , wj,s(t)) = 1−

∑
ls−1<l≤ls−1andφl∈A(t)

x
′
(φl, wj,s(t)).

(41)

If
∑

1≤l≤ls andφl∈A(t)

xφl,j > s (42)

then, also add edge (φls , wj,s+1(t)) in ES and set

x
′
(φls , wj,s+1(t)) =

∑
1≤l≤ls andφl∈A(t)

xφl,j − s. (43)

For each remaining job φl ∈ A(t) with lkj−1 < l ≤ n

and xφl,j > 0, construct an edge
(
φl, wj,kj

(t)
)

and set
x

′ (
φl, wj,kj

(t)
)
= xφl,j .

Example. We will use the following instance to give an exam-
ple of our initial bipartite stereogram construction. The number
of time slots T is assumed to be three. Job parameters are shown
in Table I. There are m = 3 machines with ū1 = 0.7, ū2 = 0.8,
ū3 = 0.5, and normalized processing capacity Cj = 1 for all
1 ≤ j ≤ m. Then, RΣ (1) = r1 + r3 = 0.22, RΣ (2) = r1 +
r2 + r3 + r4 = 0.5, RΣ (3) = r2 + r3 = 0.3, and we should
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Fig. 5. Three-stage illustration for job–machine connecting stereogram con-
struction. (a) Stage I: A feasible solution x to OPT-U and the corresponding
initial bipartite stereogram construction. (b) Stage II: Virtual node building and
the connecting relationship construction for each of the machines. (c) Stage
III: Relationship stereogram reconstruction (S (x)) between jobs and the newly
constructed virtual nodes.

calculate x0 by using RΣ (2). Sorting the machines, we can ob-
tain a sequenceφ = (φj)1≤j≤m, whereφ1 = 2,φ2 = 1,φ3 = 3.
We can calculate d = 3 and x0 = (0.4, 0.6, 0). That is to say,
a job is assigned to machine 1 with probability 0.4, machine 2
with probability 0.6, and machine 3 with probability 0. Hence,
a feasible fractional solution x and the corresponding initial bi-
partite stereogram constructed according to Stage I are given in
Fig. 5(a).

Stage II: Machine virtual node building and connecting
relationship construction among virtual nodes.

After we construct the initial bipartite stereogram, we focus
on machine sub-node side, and build virtual nodes and the rela-
tionships among them for each machine.

Specifically, for each machine j ∈ M with the obtained sub-
nodes in Stage I [see Fig. 5(a)], for each job i (i ∈ N ) connected
to machine j, we regard the set of connected sub-nodes belong-
ing to machine j as a virtual node. Then, we obtain the newly
constructed set of virtual nodes for each machine j, denoted as
Vj =

{
Vj,1, Vj,2, . . . , Vj,qj

}
, where qj is the number newly ob-

tained virtual nodes for machine j. There exists an edge between
Vj,p1

and Vj,p2
(1 ≤ p1, p2 ≤ qj ) if Vj,p1

and Vj,p2
contain one

or more common sub-nodes.
Take Fig. 5(b) for the illustration of Fig. 5(a). From Fig. 5(a),

we can observe that for machine M1, job J2 connects sub-nodes
w1,1 (2) and w1,1 (3). We construct a virtual node V1,1 which
consists of w1,1 (2) and w1,1 (3). Job J3 connects w1,1 (1),
w1,1 (2), and w1,1 (3). We construct a virtual node V1,2 which
contains w1,1 (1), w1,1 (2), and w1,1 (3). Job J1 connects
w1,1 (1), w1,1 (2), and w1,2 (2). We construct a virtual node
V1,3 which containsw1,1 (1),w1,1 (2), andw1,2 (2). Job J4 con-
nects w1,2 (2). We construct a virtual node V1,4 which contains
w1,2 (2). There exists an edge between V1,1 and V1,2 due to
which both of them contain w1,1 (2) and w1,1 (3). Similarly,
there exist edges between Q1,1 and Q1,3, Q1,2 and Q1,3, Q1,3

and Q1,4. Hence, we obtain a local graph for M1. We can simi-
larly obtain a local graph for M2 [see Fig. 5(b)].

Stage III: Job–machine connecting bipartite stereogram
reconstruction.

Based on the newly obtained graph (G (x)) for all machines
in Stage II, we construct our job–machine bipartite stereogram
(S (x)). This construction simply follows a rule that there exists
an edge between job Ji (i ∈ N ) and virtual node Vj,p (j ∈ M
and 1 ≤ p ≤ qj), if there are connections between job Ji and all
the sub-nodes contained in Vj,p. Take Fig. 5(c) as an example,
there exists an edge between job J2 and Q1,1 due to that job J2
connects its sub-nodes w1,1 (2) and w1,1 (3) [see Fig. 5(a)].

The time complexity of our bipartite stereogram construc-
tion can be easily analyzed. Specifically, for each server, the
number of sub-nodes is at most nT . As for the virtual node
construction stage, we may note that there is at most n virtual
nodes corresponding to each machine, and we can implement
the construction and connection operations by simply using bit
operations, which require time complexity Θ

(
n2
)
. The con-

struction in Stage III can be incorporated in Stage II. Hence,
the time complexity of our bipartite stereogram construction is
Θ
(
m
(
nT + n2

))
.

C. Bipartite Stereogram Matching-Based Scheduling
Algorithm

To solve RELIABLE-SCHED, we propose an algorithm called
BSMSM, which is developed on a matching of the bipartite
stereogram constructed in Section III-B.

To our knowledge, we take the first step to construct a stere-
ogram called bipartite stereogram as in Section III-B and the
matching we consider is also different from the matching of a
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bipartite graph or other matching definitions. Hence, we give the
formal matching definition for our bipartite stereogram.

Definition III.2: (Bipartite Stereogram Matching). A match-
ing for a bipartite stereogram S = (N , G (V, EG) , ES) is an
edge subset of ES which satisfies that ∀V ∈ V , if V is in the
matching, i.e., V has been matched to a node in N , then the
matching can not cover its adjacent nodes in G (V, EG).

1) Matching Algorithm Design: The proposed BSMSM is
based on a matching of our constructed bipartite stereogram.
Hence, before presenting BSMSM, we first propose an algorithm
aiming to find a matching, which is defined in Definition III.2,
for the bipartite stereogram. The algorithm details are presented
in Algorithm 2.

As shown in Bipartite-Stereogram-Matching, we first sort
the jobs such that rφ1

≥ rφ2
≥ · · · ≥ rφn

(see Step 1), where
φ = (φl)1≤l≤n is the ordered sequence. Then, according to φ,
we find a matching in S (x) for each job node φl (1 ≤ l ≤ n)
(see Steps 3–6), i.e., for each job node φl, we find a matching
virtual node in G (x). Furthermore, in this stereogram match-
ing, if a virtual node in G (x) is matched to a job node, then
its direct adjacent virtual nodes can not be matched to any job
nodes. For example, as shown in Fig. 5(c), if V1,1 is matched
to job J2, then its adjacent virtual nodes V1,2 and V1,3 can not
be matched to any job nodes. This is the core difference be-
tween our bipartite stereogram matching and the general bi-
partite graph matching, and the problem becomes more com-
plex. To find a matching node in G (x) for each job node φl

(i), Bipartite-Stereogram-Matching calls Match-Job-Node,
which is adapted from the well-known Hungarian algorithm [35]
and shown in Algorithm 3.

As mentioned above, the purpose of Match-Job-Node (see
Algorithm 3) is to find a matching node in G (x) for job Ji (i ∈
N ) under the previous matching. Moreover, in this stereogram
matching, if a virtual node in G (x) is matched to a job node,
then its direct adjacent virtual nodes can not be matched to any
job nodes. Our algorithm proceeds as follows.

Denote VS (i) as the set of virtual nodes in S connected to
job node Ji. Take Fig. 5(c) as an example, VS (2) denotes the
set of V1,1 and V2,1 which are connected to J2. Then, Match-
Job-Node tries to search a virtual node in VS (i) to match job
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Fig. 6. Matching process illustration. (a) Matching process for J2. (b) Matching process for J3. (c) Matching process for J1. (d) Matching process for J4.

node Ji and adjust the previous matching. Specifically, we use
a boolean vector visit to denote whether the virtual nodes in V
are visited under this matching process. We use another integer
vector mark to denote whether a virtual node is matched (1
means matched and 0, otherwise) or the number of its neighbor-
ing virtual nodes which are matched. At first, Match-Job-Node
constructs a dynamic list List and an associated list pointer pt
(Step 1). Then, it iteratively finds a matching for each of the job
nodes in List by moving pt and terminates until the iteration
reaches the end of List (Steps 3–45).

For the current job node i pointed by pt, we try to find (or
adjust) its matching node. We search all of the virtual nodes
connected to Ji, i.e., VS (i) (Steps 5–26). For each V ∈ VS (i),
if V has been visited in this matching process or V has been
marked, then skip this node. Otherwise, we set visit(V ) as true
value (Step 9) and discuss two cases (Steps 10–20).

Case I: If V has been matched (Steps 10–12), then this means
that none of its adjacent virtual nodes has been matched and
we only need to consider the job node matched to V, denoted
as R(V ) (R(V ) ∈ N ). Under this situation, we construct a list
node for R(V ) and add it in List next to pt.

Case II: If V does not have to be matched (Steps 12–20), this
means that V is an appropriate matching node for Ji or some
nodes in VG (V ) have been matched, where VG (V ) denotes the
set of neighboring nodes of V in G(V, EG). If it is the latter,
we need to adjust the matching for all job nodes matched to the
neighboring nodes of V and add the job nodes in List next to pt
(Steps 16–17). Then, we temporally match job node i to V , and
mark V and its adjacent nodes in G once more (Steps 21–24).

After the searching process for job node i, i.e., at the end of
the for loop (Steps 5–26), we need to decide the next searching
job node, which is incorporated in the if sentence (Steps 27–44).
More specifically, if the value of ans is false, this means that
under the current matching for all job nodes inList before pt, we
can not find a matching node for job i. This implies that we need
to adjust the matching of some previous job nodes. Hence, we
move pt to point its previous job node i

′
, i.e., job node i

′
needs to

be matched to another virtual node, and do minus operation for
its marked nodes (Steps 30–36). The while loop (Steps 37–40)
is used to delete the job nodes added next to i

′
in List due to its

previous matching.
2) Illustration: Fig. 6 presents the matching process of

Bipartite-Stereogram-Matching (especially for Match-Job-
Node) for the bipartite stereogram shown in Fig. 5(c). As shown
in Fig. 6(a), at first, Match-Job-Node tries to find a matching
node for J2. At the beginning, the link list List only has one
list node J2 (Steps 1 and 2 of Algorithm 3). In the while loop
(Steps 3–45), we first scan the node J2 in List (Step 4) and
search its possible matching nodes in VS (2), i.e., V1,1, V2,1

(Steps 5–26). When checking V1,1, Match-Job-Node finds that
V1,1 does not have to be matched. Hence, it tries to add the job
nodes matched to the neighboring nodes of V1,1 in G (i.e., V1,2,
V1,3) (Steps 14–18) and there is no such kind of job nodes. After
skipping out of the for loop, pointer pt is moved to the next
one which is NULL. Hence, Match-Job-Node terminates the
matching process of J2 and finds its matching node V1,1 [see
Fig. 6(a)]. As for J3, Match-Job-Node first searches its possible
matching node V1,2 (Step 5–26) and checks whether there are
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job nodes matched to some neighboring nodes of V1,2 in G
(Steps 13–19). It finds that the neighboring node V1,1 has been
matched by J2. Hence, it adds a list node J2 next to J3 in List.
Then, pt is moved to the next list node and Match-Job-Node
tries to find another matching node for J2 (Step 4). Hence, it
searches V2,1 and finds that V2,1 can be matched to J2 (Steps
5–26). Then, pt is moved to NULL and Match-Job-Node
terminates the matching process of J3 [see Fig. 6(b)].

Similarly, Match-Job-Node finds a matching node for J1 and
J4, respectively [see Fig. 6(c) and (d)]. This ends the matching
illustration.

3) Time Complexity and Property Analyses: Next, we ana-
lyze the time complexity of Bipartite-Stereogram-Matching.
Since its main operation is the call of Match-Job-Node, we first
analyze the time complexity of Match-Job-Node. The details
are proceeded as follows.

For each job node, there is at most one virtual node corre-
sponding to each of the machines. Then, the number of iterations
of the for loop (Steps 5–26) is Θ(m). Furthermore, in each of
the iterations, for a virtual node V , Match-Job-Node scans the
adjacent virtual nodes of V , which requires time complexity
Θ(n− 1) (Steps 10–20). Hence, the time complexity of the for
loop (Steps 5–26) is Θ(mn). Since the main operation of the
if sentence (Steps 27–44) lies in the while loop (Steps 37–40),
which is also a scanning operation requiring time Θ(n− 1),
the time complexity required by one iteration of the while loop
(Steps 4–44) is Θ(mn). Hence, to configure the time complex-
ity of Match-Job-Node, we only need to evaluate the overall
number of iterations of the while loop (Steps 3–45).

Notice that, during a matching process (i.e., once time ex-
ecution of Match-Job-Node), each virtual node is visited at
most once and for each virtual node, there is at most one job
node added in List. Hence, the overall number of iterations of
the while loop (Steps 3–45) is Θ(mn) and the time complex-
ity of Match-Job-Node) Θ

(
m2n2

)
. Then, we can easily obtain

that the time complexity of Bipartite-Stereogram-Matching is
Θ
(
m3n2

)
.

For the schedule obtained by Bipartite-Stereogram-
Matching, we can conclude the result as in Theorem III.2.

Specifically, denote ij (ij ∈ N ) as the job with maximal
workload requirement among all jobs allocated to machine j
(j ∈ M), i.e.,

îj ∈ argmax
i∈N and xI

i,j=1

(ri) (44)

and ρ̄j be the ratio between rîj and Cj , i.e., ρ̄j =
rîj
Cj

. Then, we
can conclude the following theorem.

Theorem III.2: For the solution xI returned by Bipartite-
Stereogram-Matching, we can conclude

umax
j

(
xI
)
≤ ūj + ρ̄j ∀j ∈ M (45)

where umax
j

(
xI
)

[see (7)] denotes the maximal workload uti-
lization of machine j among all the T time slots under job
allocation strategy xI .

Proof: Let rmax
j,s (t) (1 ≤ s ≤ kj(t)) be the maximum of

the resource requirements ri (i ∈ N ) corresponding to edges
(i, wj,s(t)) ∈ ES , and rmin

j,s (t) be the analogous minimum.
Then, we have rmin

j,s (t) ≥ rmax
j,s+1(t) for all 1 ≤ s ≤ kj(t)− 1

due to the reason that the jobs are sorted in nonincreasing order
and consequently mapped to the nodes corresponding to each
machine.

Notice that ∀j ∈ M, there are
∑

t∈T kj(t) sub-nodes cor-
responding to machine Mj in the bipartite stereogram [see
Fig. 5(a)]. Furthermore, we find a job–machine matching which
satisfies that if a virtual node in Vj is matched to a job node, then
its direct adjacent virtual nodes, which contain common machine
sub-nodes, can not be matched to any job nodes. This implies
that for each sub-node wj,s(t) (j ∈ M, t ∈ T , 1 ≤ s ≤ kj(t)),
there will be at most one job scheduled on Mj corresponding to
one of the incident edges.

Therefore ∀j ∈ M and ∀t ∈ T
kj(t)∑
s=2

rmax
j,s

Cj
≤

kj(t)−1∑
s=1

rmin
j,s

Cj

≤
kj(t)−1∑
s=1

∑
i: (i,wj,s(t))∈S0(x)

x
′
(i, wj,s(t))

ri
Cj

≤
kj(t)∑
s=1

∑
i: (i,wj,s(t))∈S0(x)

x
′
(i, wj,s(t))

ri
Cj

≤
∑

i∈A(t)

xi,j
ri
Cj

≤ μ̄j

and

uj

(
xI , t

)
≤ ūj +

rmax
j,1 (t)

Cj
≤ ūj + ρ̄j .

This completes the proof and the result follows. �
4) BSMSM Design: Notice that, after we obtain xI , we can

slightly make adjustments to mitigate the possible excesses, i.e.,
move some jobs on servers with exceeded workloads to servers
without exceeded workloads. Combining the previous bipartite
stereogram matching and this adjustment idea, we formulate our
scheduling algorithm BSMSM in Algorithm 4.

Compared with Bipartite-Stereogram-Matching, algorithm
BSMSM tries to mitigate the possible workload excesses from
the following two aspects.

1) Decrease the workload limitations of servers by intro-
ducing a parameter δ when calculating. By doing so, the
schedule returned by Bipartite-Stereogram-Matching is
more likely to perform reliably due to the matching prop-
erty concluded in Theorem III.2.

2) Add the scaling operation which involves moving jobs on
servers with workload excesses.

As mentioned above, in each iteration of the scaling operation
(Steps 6–12) in Algorithm 4, we try to find a machine with
workload excess and a job on this machine which can decrease
its workload utilization. The time complexity of this process
is Θ(mn). In addition, we try to find another machine which
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TABLE II
SYSTEM PARAMETERS

can execute the selected job without workload excess. Hence,
once time moving operation requires time complexityΘ

(
m2n

)
.

Since there is at most one moving operation in BSMSM for each
job and there are total n jobs, we can conclude that the time
complexity of the scaling operation in BSMSM is Θ

(
m2n2

)
.

Combined with the previous analyzed time complexity results
Θ
(
m2
)

for Step 1,Θ
(
m
(
nT + n2

))
for Step 2, andΘ

(
m3n2

)
for Step 3, we can conclude that the time complexity of BSMSM
is Θ

(
m3n2 +mnT

)
.

IV. EXPERIMENTAL EVALUATION

In this section, we provide extensive random experiments to
validate the performance of BSMSM.

A. Parameter Configuration

In our experiments, we consider the schedule of 300 jobs to
100 heterogeneous servers, i.e., the numbers of jobs (n) and
servers (m) are 300 and 100, respectively. As shown in Table II,
all servers’ resource capacities (Cj) are normalized as one and
their workload limitations (ūj) are randomly and uniformly dis-
tributed in interval [0.5, 0.9]. The resource demands of the 300
jobs are normalized, and randomly and uniformly distributed

in intervals [0.0, 0.1], [0.0, 0.2], [0.0, 0.3], [0.0, 0.4], [0.0, 0.5].
Furthermore, for each interval, we randomly and uniformly gen-
erate 100 groups of data for all jobs. The scaling parameter (δ)
varies in 0.15, 0.25, and 0.35. Of course, other parameter settings
are also feasible.

B. Random Results

Fig. 7 presents the results of a small instance configured as in
Table II except that n is set as 20, m is set as 6, and T is set as
10. We compare three types of values, i.e., scaled workload lim-
itation, workload utilization before scaling operation (schedule
obtained by Bipartite-Stereogram-Matching), and work-
load utilization after scaling operation (schedule obtained by
BSMSM). From Fig. 7, we can observe that when workload lim-
itations are great enough, the results without scaling and those
with scaling are the same, i.e., there is no need to scale the sched-
ule obtained by Bipartite-Stereogram-Matching due to the fact
that the obtained schedule is already reliable, i.e., the overall load
utilization on each server does not exceed the server’s scaled
workload limitation [see Fig. 7(a) and (b)]. On the other hand,
when the scaled workload limitations are low enough, workload
utilizations on some servers obtained by Bipartite-Stereogram-
Matching exceed the scaled workload limitation. However, the
excesses are not large [see Fig. 7(c)]. Furthermore, our pro-
posed BSMSM can do some slight adjustments to mitigate the
excesses.

Fig. 8 presents the results with the variation of resource re-
quirement interval. Since for each interval, we have 100 groups
of random data, we present the average workload utilization as
well as the maximum workload and minimum workload results.
As shown in Fig. 8, we randomly select nine machines (M7,
M21, M40, M42, M59, M63, M82, M86, and M95) out of 100
to show their workload trends with the variation of resource
requirement interval. We can observe that both the average and
maximum workload utilizations of all machines tend to increase
with the increase of interval. In addition, when resource require-
ment interval is not large ([0.0, 0.1], [0.0, 0.2], or [0.0, 0.3]), the
results before scaling and after scaling are the same. However,
there are differences between them when the interval is some-
what larger ([0.0, 0.4] or [0.0, 0.5]). The reason lies in that when
job resource demands are low, the scaled workload limitations
of machines are large enough to pack all jobs, and there is no
need to scale the schedule obtained by Bipartite-Stereogram-
Matching. However, when the interval increases to [0.0, 0.4],
the matching results can not satisfy the scaled workload lim-
itations (e.g., M40, M63, M86). Hence, there are some slight
adjustments in our BSMSM, i.e., job migrations among ma-
chines. Specifically, we can observe that the average workload
utilizations of some machines tend to increase (M7, M21, M42,
M59, M82) while some average workload utilizations tend to
decrease (M40, M63, M86). Furthermore, all scaled workload
utilizations (including maximum workload utilization values)
tend to be smaller than the corresponding scaled workload limi-
tations even though some maximum workload utilization values
increase (M21, M42, M59, M82, M95). When resource require-
ment interval is large enough ([0.0, 0.5]), both results before
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Fig. 7. One small instance with δ = 0.15, 0.25, and 0.35. (a) δ = 0.15. (b) δ = 0.25. (c) δ = 0.35.

Fig. 8. Results with varied resource requirement interval. (a) M7. (b) M21. (c) M40. (d) M42. (e) M59. (f) M63. (g) M82. (h) M86. (i) M95.
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Fig. 9. More specific results with and without scaling. (a) M1–M5. (b) M6–M10. (c) M11–M15. (d) M31–M35. (e) M36–M40. (f) M41–M45. (g) M61–M65.
(h) M66–M70. (i) M71–M75. (j) M86–M90. (k) M91–M95. (l) M96–M100.

scaling and after scaling tend to exceed the scaled workload lim-
itations. However, some of the maximum results after scaling are
somewhat smaller (M7, M40, M59, M63, M95). The reason lies
in that the scaled workload limitations are too low to satisfy all
jobs’ resource demands. However, notice that even under this
condition, the workloads of all machines tend to be smaller than
the lower bound of all original workload limitations.

Fig. 9 presents more specific results with scaling and without
scaling (including maximum and minimum workload utiliza-
tion values). Specifically, we show 60 workload utilizations out
of 100. From Fig. 9, we can observe that the increase of aver-
age workload utilization does not always imply the increase of
maximum or minimum workload utilization (e.g.,M1,M3,M6–
M9) even though some workload utilizations are (M61, M87).
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TABLE III
RANDOMLY COLLECTED 100 RUNNING JOBS WITH THEIR CPU LOADS FROM TIANHE-1A (NATIONAL SUPERCOMPUTING CENTER IN CHANGSHA)

The reason lies in that the resource demands of the jobs mi-
grated to these machines are not the maximum or the minimum.
In addition, when some workload utilizations exceed their ma-
chine workload limitations, the scaling operation in our pro-
posed BSMSM works (e.g., M1, M31, M33, M35). We can also
observe that the excesses are not very large. This partly validates
the results shown in Fig. 8 and the feasibility of our proposed
method.

To show that our method is feasible and not limited to param-
eter settings, we also perform another set of experiments with
different configurations. The different parameter settings with
Table II are shown in Table IV, in which we set the workload
threshold of each server as a random value uniformly chosen
from [0.5, 0.7]. The interval [0.5, 0.7] is determined according
to an observation that a server is more likely to crash when its
utilization exceeds 60% [36]. We also increase the number of
jobs as 600 and set δ as zero.

The results corresponding to Table IV are shown in Fig. 10.
We can observe that the results in Fig. 10 show similar shapes
as those in Fig. 8. Specifically, when resource requirements of
jobs are relatively low (e.g., [0.0, 0.1], [0.0, 0.2], [0.0, 0.3], and
[0.0, 0.4]), our method can find a reliable schedule, i.e., work-
load on each server can be guaranteed less than its threshold.
However, when resource requirements of jobs are large enough
([0.0, 0.5]), our method can not find such a reliable schedule.
The reason lies in that the overall resource requirement of jobs
exceeds the overall capacity of all servers limited by thresholds
[see Fig. 10(a)–(l)]. However, we can also observe that no matter
what the job requirement interval is, the average results on each
server are always smaller than its threshold. The similarities be-
tween Figs. 8 and 10 verify that our method is not limited to
parameter settings.

C. Application for Real Jobs

To further investigate the feasibility and applicability of our
proposed method, we also perform another set of experiments
with real job resource usages. Specifically, we randomly collect

TABLE IV
SYSTEM PARAMETERS

TABLE V
SYSTEM PARAMETERS

100 jobs running in Tianhe-1A (National Supercomputing
Center in Changsha) and record their occupied CPU loads. The
results are shown in Table III. Then, we generate n jobs based
on the collected 100 jobs with their corresponding resource
usages, i.e., for each generated job, its workload is randomly
and uniformly selected from the 100 jobs. Other parameter
settings are shown in Table V, in which we also set the workload
threshold of each server as a random value uniformly chosen
from [0.5, 0.7], which is determined according to an observation
that a server is more likely to crash when its utilization exceeds
60% [36]. We vary the number of generated jobs (n) between
100 and 1100, and set δ as zero.

The results corresponding to the configurations in Table V are
shown in Figs. 11 and 12.

We can observe that the results in Fig. 11 show similar shapes
as those in Figs. 8 and 10. Specifically, with the number of jobs
varying from 100 to 875, our method can always find a reliable
schedule, i.e., workload on each server can be guaranteed to be
less than or equal to its threshold. Further, when the number of
jobs is low (e.g., 100 and 300), our method can find a reliable
schedule even without scaling operation. However, when the
number of jobs is somewhat larger (e.g., 500, 700, and 875).
Our method cannot find a reliable schedule without scaling
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Fig. 10. Another set of results with varied resource requirement interval. (a) M2. (b) M7. (c) M13. (d) M21. (e) M23. (f) M27. (g) M32. (h) M36. (i) M38. (j) M41.
(k) M48. (l) M50.
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Fig. 11. Another set of results on real job characteristics with varied number of jobs. (a) M1. (b) M3. (c) M7. (d) M12. (e) M17. (f) M20. (g) M23. (h) M30.
(i) M35. (j) M38. (k) M41. (l) M49.

operation [e.g., Fig. 11(a)–(d), (f), etc.]. The reason lies in that
the schedule returned by Bipartite-Stereogram-Matching
(without scaling operation) cannot guarantee that the workload
on each server is less than or equal to the server’s threshold.
Nevertheless, from Fig. 11, we can also observe that the

exceeds on servers are very small, which verifies the property of
Bipartite-Stereogram-Matching shown in Theorem III.2. By
doing the scaling operation, the maximal workloads on some
servers are reduced to be less than their thresholds, while those
maximal workloads on some other servers may be increased
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Fig. 12. Comparison results among BSMSM, first fit (FF), and modified round robin (MRR).

[see Fig. 11(c) and (l)]. Nevertheless, the increased maximal
workloads are also guaranteed to be less than or equal to the
thresholds of the corresponding servers.

We also compare our method with others. Indeed, there are
many previous works involving reliability [4], [37]–[47], and
most of them [38], [39], [41], [44]–[47] involve exponential
function evaluation for reliability. However, their methods and
the corresponding metrics cannot be applied to our situation due
to the following reasons.

1) In this paper, the reliability of a server is negatively im-
pacted by its workload due to the investigation shown in
Section 1.1 (Motivation). Further, the reliability consid-
ered in this paper is related to hard errors, i.e., the errors
which can result in the crash of the server, rather than
software errors. The metrics (especially the exponential
metrics) and the corresponding methods presented in the
above works can not be applied to our situation.

2) Due to the negative impact of workload on a server’s re-
liability, for each server, we set a workload threshold and
assume that if the workload on the server does not ex-
ceed the threshold, the reliability target of the server is
reached. Hence, in our situation, the reliability of a server
is segmented rather than continuous, which enhances the
hardness to solve our problem.

Due to the abovementioned reasons, we design our compari-
son metric as the number of servers whose reliability targets are
achieved, i.e., the number of servers whose workloads are less
than or equal to their corresponding workload thresholds. We
compare our method with first fit (FF), i.e., for each job, find the
first server whose workload is still guaranteed after accommo-
dating the job, and modified round robin (MRR), which is mod-
ified according to original round robin (RR) idea, i.e., checking
servers from the server next to the server accommodating the
last allocated job. The only difference between MRR and RR
lies in that when checking a server, if its workload threshold is
no longer guaranteed, we move to the next server for checking.
In both FF and MRR, if no one server can accommodate a job
without violating its workload threshold, we randomly and uni-
formly select a server from the m servers and allocate the job to
the selected server.

The comparison results are shown in Fig. 12. In Fig. 12, we
present the percentage of servers whose reliability targets are
achieved, i.e., whose workload thresholds are satisfied, with the
increase of the number of jobs. From Fig. 12, we can observe
that when the number of jobs is somewhat low (less than 675), all
the three methods can guarantee all servers’ reliability targets.

However, with the increase of the number of jobs, the percentage
of reliable servers obtained by MRR decreases. When the num-
ber of jobs becomes further larger (greater than 900), the result
obtained by FF begins to drop from 100% and further decreases
with the increase of the number of jobs. From Fig. 12, we can
also observe that when the number of jobs reaches 1100, the
result obtained by our proposed method can be better than those
of FF and MRR by around 10% and 20%, respectively. That is
to say, for the same HC, the schedule obtained by our method
can guarantee the reliability targets of all servers while those
of FF and MRR can result in 10% and 20% of servers whose
reliability targets are not guaranteed. The reason lies in that we
consider job allocation for reliability objective from an overall
view and involve the coalition between jobs and servers.

V. CONCLUSION

Considering the fact that the reliability of a server tends to
decrease with the increase of its workload, in this paper, we in-
volved load impacts on service reliability in an HC. Our goal was
to find a reliable schedule of jobs to servers such that all servers’
workload limitations are satisfied. In this paper, we constructed
a reliability model in which each sever had its own workload
limitation and formulated the corresponding RELIABLE-SCHED

problem. To solve the problem, we accordingly developed a
BSMSM, in which we viewed the job–machine mapping as a
matching between them. We theoretically proved that the solu-
tion obtained by our method can guarantee that the workload
on each of the servers cannot exceed its threshold by one job’s
resource requirement. We also performed extensive random ex-
periments to verify the feasibility of our method.

As part of future directions, we will configure the multiple
servers dynamically and study the relationship between the
resource demands and the servers. Another direction is to study
the minimal cost of a set of selected servers to accommodate a
set of services, i.e., service allocation with minimal server cost.
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