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1 NOTATION TABLE

TABLE 1: Notations

Notation Description

n Number of cloud users

m Number of servers in a zone in the cloud

N Set of the n cloud users

M Set of the m servers in the zone in the cloud

pi Bidding price of cloud user i

p Minimal bidding price for a server in one time slot

p̄i Maximal possible bidding price of cloud user i

Pi The set of price bidding strategies of cloud user i

ti Reserved time slots of cloud user i

bi Bidding strategy of cloud user i

b Bidding strategy of all cloud users

b−i Bidding strategy profile of all users except that of user i

λt
i Request arrival rate of cloud user i in t-th time slot

λ
ti
i User i′s request profile over the ti future time slots

mi Allocated number of servers for cloud user i

m Allocated server vector for all cloud users

µi Processing rate of a server for requests from user i

T̄ t
i Average response time of cloud user i in t-th time slot

ΞS Aggregated payment from users in S for using a server

P t
i Payment of cloud users i in t-th time slot

PT Total payment from all cloud users

ri Benefit obtained by user i by finishing one task request

ut
i Utility of cloud user i in t-th time slot

ui Total utility of cloud user i over ti future time slots

u Utility vector of all cloud users

2 PROOFS OF THEOREM 4.2 AND 4.3

Proof of Theorem 4.2: As mentioned in the theorem,
both of the functions K1 (x) and K2 (x) are convex in
x ∈ X . Then we have ∀x1, x2 ∈ X ,

K1 (θx1 + (1− θ)x2) ≤ θK1 (x1) + (1− θ)K1 (x2) ,

and

K2 (θx1 + (1− θ)x2) ≤ θK2 (x1) + (1− θ)K2 (x2) ,

where 0 < θ < 1. We further obtain ∀x1, x2 ∈ X ,

K3 (θx1 + (1− θ)x2)

= K1 (θx1 + (1− θ)x2) +K2 (θx1 + (1− θ)x2)

≤ θ (K1 (x1) +K2 (x1)) + (1− θ) (K1 (x2) +K2 (x2))

= θK3 (x1) + (1− θ)K3 (x2) .

Thus, we can conclude that K3 (x) is also convex in
x ∈ X and the result follows.

Proof of Theorem 4.3: According to [1], [2], the proof
of this theorem follows if the following two conditions
are satisfied. (1) For each cloud user i (i ∈ N ), the set
Pi is convex and compact, and each disutility function
fi
(
pi, b−i,λ

ti
i

)
is continuous in pi ∈ Pi. (2) For each fixed

tuple b−i, the function fi
(
pi, b−i,λ

ti
i

)
is convex in pi over

the set Pi.
It is obvious that the statements in the first part hold.

We only need to prove the convexity of fi
(
pi, b−i,λ

ti
i

)
in pi for every fixed b−i. By Theorem 4.1, we know that
if ri ≥ wi

/(
σ2µ2

i

)
(i ∈ N ), then each of the functions

ψt
i (pi, b−i, λ

t
i) (t ∈ Ti) is convex in pi ∈ Pi. In addition,

according to the property presented in Theorem 4.2, it is
easy to deduce that

fi
(
pi, b−i,λ

ti
i

)
=

ti∑
t=1

ψt
i

(
pi, b−i, λ

t
i

)
,

is also convex in pi ∈ Pi. Thus, the result follows.
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